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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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Abstract—The use of gamification in higher education has
increased considerably over the past decades. An empirical study
was conducted in Hungary with two groups of students to
investigate their behaviour while interacting with Kahoot! The
results were analyzed based on the technology acceptance model.
They indicate that the positive attitude, good experience and ease
of availability contributed to improve student performance
which strengthened the intention to use the application. Besides
these, the perceived utility was positively influenced by the ease
of use as consequence.
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I.  INTRODUCTION

Gamification has increased considerably over the past
decades as video games have become more colorful and
lifelike. Immediate interaction between the wusers and
establishment of a rewarding system helped gamification
become widespread in higher education. However several
definitions of gamification have spread simultaniously, the
most accurate is Deterting’s definition. It identifies
gamification as the design, implementation and use of game
mechanics in nongame contexts [11]. This definition was used
in the research because it fits to the set targets. The research
was conducted among two groups of university students, IT
and non-IT students, in order to measure the impact of
gamification in higher education. In general, we can observe a
growing demand for gamified applications which can be
explained mainly by the potential of gamification to engage
and motivate students during lectures [12]. The target of the
research was to analyze the experience of IT and non-IT
students concerning the method of gamification by filling out a
survey in the Evasys online sytem. The preliminary condition
was to get familiar with the Kahoot! application which was
introduced to the students by one of the university lecturers.
This application created competition during lectures and
enhanced group learning. Students could get feedbacks on their
results so a rewarding- punitive system was formed. Different
external and internal factors of motivation came to the fore
while playing with Kahoot! Affective feedbacks were
influenced by the application as it put well defined targets in
front of the players. Generally stating, gamification engages
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students to learn and enhance the development of positive
learning attitudes [13]. The article aims to provide an overview
of different factors of gamification and crawl correlations
between them. The research is based on Davis’s TAM model
(technology acceptance model) of which main components are:
use, utility, experience, attitude, intention and availability [2],
[4]. Besides this, the article describes the possibilities of
implementing gamification into higher education. The article is
based on data of students of the University of Miskolc and the
National University of Public Service.

First of all, we carry out a literature review and present the
primary research and the Kahoot! application. In the remainder
of this paper, we outline the research process and theoretical
model used for the research. Finally, the discussion and
summary of the results are given.

Il. LITERATURE REVIEW

For the initial phase of the research, a literature review was
done. The main focus was on the domain of education and
science in general. The keywords were searched on databases
related to the subject, including ScienceDirect and Scopus. The
literature search revealed that the term gamification has spread
steadily from 2010 internationally. While in 2011 only 15
documents were uploaded in the topic, it has extended almost
40 times by 2016 with 592 volumes. Altogether, in this period
1660 volumes were uploaded from 89 countries.

The research methodology is based on an article written by
Maican, even though this article focuses on the comparison of
different game-based application. With respect to the
questionnaire and results it is a unique research [6].

I11. PRIMARY RESEARCH IN THE TOPIC

The target group of the research is the Z generation whose
members were born between 1995 and 2010, so they actually
form the majority of the university students. Given the
characteristics of this generation, it is supposed that
participating in a “gamified” lecture would not be difficult to
them. Members of this age-group have already been born to a
digitalized world so the smart tools make part of their everyday
routine. Internet and online games are popular among them, but
they are opened to adapt new technologies as well. Because of
these, following Marc Prensky’s definition they are called
“digital natives” [9]. They have a different way of thinking
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compared to members of the previous generations as they get
access to information faster. Their learning habits have
changed as well. Ar regards to their communication, they
spend a couple of hours online every day, so they get used to
contact virtually with each other. We can observe that the
frequency of Internet access depends on the age. From younger
age groups to elder people, not only the proportion of Internet
users but also the intensity of use within the users decreases.
This means that among the elderly there are less internet users,
and that the elder internet users use internet less than youth [8].
90% of the members of Z generation are online every day,
while only a small group say, they use Internet once a month at
most or not at all. Fig. 1 shows the Internet usage patterns
among the Z generation.

The birth of Z generation into a digital and technology
oriented world creates a number of problems in the field of
education as well because the teaching methods of the 20th
century are not successful and efficient enough anymore.
Introduction of gamification could provide a solution for the
difficulties of education systems with respect to the digital
natives. They are perfectly familiar with the conditions of the
gamification technology and they use it as a part of their daily
routine.

A. Our Research Tool: Kahoot!

We can observe multiple advantages of gamification in
every field of life. Loyalty schemes give us the best examples.
They are built up on this method, where the more you
purchase, the more points you score and the higher reductions
you get in case of the next shopping [7]. Customers are
motivated to earn points to reach higher levels with higher
reductions (e.g. bronze, silver, gold and platina level customers
of telecommunication companies, or reductions for several
frequent flyers of airways). With reference to the Nike, with its
Nike+ application we can measure our results at running, our
development in the sport, and even compete with others
virtually while we can receive different prizes or video
messages from famous athletes. The company could increase
its income with 10% from the running stocks last year due to
this gamified project [1]. Other example is the application of
the Nissan Leaf’s 100% electronic car where we can count the
number of virtual trees which we can increase by driving
energy efficiently. Altogether, we can see many creative and
successful examples for gamified projects. We can observe
gamification at language-teaching soft wares (e.g. Duolingo),
or the Hungarian- developed gamified innovative e-learning
systems (BeeTheBest, Redmenta). It can be stated that
gamification motivates people to learn more using these
applications, however only a few articles have been written
about its impact on learning. In the research the Kahoot!
application was used to measure this impact. We can observe a
general competition between the players because the main aim
is to skip always to higher level. Kahoot! uses competition as a
motivating factor as well. Besides the web-based platforms, the
application runs perfectly on tablets and mobile phones and the
mobile application is available for both Andriod and los users.
The following simplified flowchart (Fig. 2) provides an
overview on how the Kahoot! works (prior registration
needed).
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Fig. 1. Frequency of Internet use by the Z generation (Among
telecommunication services and public users, based on 2016).
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Fig. 2. Simplified flow diagram of the Kahoot! application.

After logging in we can prepare quizzes, but we also have
the possibility to play with games which were prepared by
others. In order to be more colorful, we can add different
images and videos to our quiz. When playing only the internet
access must be granted and a notebook is also necessary to
screen the questions because they are not visible on the
players’ own devices. During the 2016/17 fall semester 1000
points could be scored for every right answer and 0 points for
wrong ones. The points are also influenced by the reaction time
so the faster you answer the more points you score from the
total 1000. After responding each question, the top five players
are displayed. If the game has not finished, the next question
appears on the main screen. When the game is over, the
lecturer can download the final results in an Excel spreadsheet,
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or can synchronize them to a Google Drive profile. Students
log in using their Neptun code (unique identifier), so the
players’ list can be used as an attendance list as well. On the
left side of the question we can find the remaining time, while
on the right the number of received answers is presented.
Students could participate in the competition once a week at
the end of each lecture. The questions were linked always to
the actual topic. They got 5-6 questions every week so the
game was not too long but the high-level of motivation could
be observed through the semester due to the awards. It can be
observed that by the Kahoot! a balance between the internal
and external motivation was found.

IV. THEORETICAL MODELLING

In parallel with the increasing technological requirements
the expectations grow. In order to reach the best quality, and
satisfy every expectation several concepts have been developed
which are called as quality measuring models and systems.
They can be used to estimate future success or to eliminate
potential faults. Their common feature is that they take into
account the human element. The doctoral thesis of Davis in
1989 was written as a result of this process, which served to
examine the link between the motivation and system
characteristic. It is called the TAM, Technology Acceptance
Model. The model consists of different motivation factors, and
most importantly it is based on human attitude. Elements of the
TAM model can be divided into subjective and objective
elements. The subjective elements are e.g. the user acceptance
and behaviour, while the objective elements are more
measurable e.g. the use. According to the model, use of the
new technology is defined by the cognitive (impacts of
cognition) and the affective (emotional impacts) feedbacks as it
is mentioned in Fig. 3.

Based on Fig. 3 it appears that technology acceptance has
two determinants: the use should be simple and the recognized
benefit should be high [6] [13]. The easier the use is, the higher
the recognized benefit will be. From the user’s aspect
technology acceptance depends on elements such as the simple
adaption of technology and the perceived help of technology.
These elements are parts of external motivation [5]. Besides
these, technology acceptance depends on widespread
motivation factors, such as the personal enjoyment. However,
the supporting commitment is influenced largely by the
external factors [3]. One of these can be the personal
environment which influences the acceptance to a great extent.
The contrary of this can occur also, as someone’s environment
can be influencing concerning the term and intensity of use
[10].

Behavioral
feedback

X Affective feedback N

[\
\ \
\ N\
\ \
\ \ \
\ \
\

Perceived Utility . L\
Perceived Eaze of Use / Attitude towards using /
/

Cognitive feedback ’

Actual system
use

Design features

Fig. 3. Technology acceptance model [2].

Vol. 8, No. 10, 2017

A. Assumptions
The research is based on elements of the TAM model, so

the aim was to examine links between these elements in the
study as Fig. 4 indicates:

o Utility: shows how the user evaluates the usage of the
system, if they concern it adequate.

e Use: shows how the user evaluates the complexity of
the system.

e Experience: shows what impacts the usage of system
generates in the user.

¢ Availability: shows to what extent the user is satisfied
with the system concerning its accessibility.

o Attitude: shows the willingness of the user to accept and
use the system in case of continual use.

¢ Intention: shows how the user relates to the future usage
of the system.

Based on the model outlined and these elements, the
relation between them can be supposed as follows:

e HI1: There is a positive correlation between utility and
attitude to the game.

e H2: There is a positive correlation between availability
and attitude.

e Ha3: There is a positive correlation between experience
and attitude.

e H4: There is a positive correlation between experience
and intention for future usage.

e H5: There is a positive correlation between availability
and attitude.

e H6: There is a positive correlation between availability
and intention.

e H7: There is a positive correlation between use and
utility.

Perceived Utility |
(UTIL)

L=
~
T %

Perceived Ease of Use |
USE ™~
{use) Ha. LN

R -
2 Attitude (ATTI) H10 Intention (INT)
o~ _—"
s — —

—HA—

Experience (EXP) [ —7

e T
* N g
X -

Availability (AVAIL) |~

Fig. 4. Applied research model (based on Davis [2]).
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H8: There is a positive correlation between experience and
use.

H9: There is a positive correlation between availability and
experience.

H10: There is a positive correlation between attitude and
intention.

V. RESEARCH PROCESS

Both primary and secondary research was carried out. In
the course of the secondary research several publications from
international databases were used. Based on these authentic
and reliable data the primary research could be determined.
After setting the aims and assumptions, a questionnaire was
carried out as well. Students of The University of Miskolc and
of The National University of Public Service participated in the
survey. They could access to the questionnaire through the
online Evasys system, on the webpage of evasys.uni-
miskolc.hu. After reaching enough number of samples results
were processed by the IBM SPSS Statistics 23 statistical
software package. The questionnaire was formed based on the
preliminary assumptions. Each question is dedicated to one
hypothesis. In the survey only students using Kahoot! regularly
could take part because the questions were connected with the
application. Altogether, 86 samples were taken from non-IT
students of The National University of Public Service and IT
students of The University of Miskolc. The target group was
the Z generation (shown coloured black in Fig. 5), the
distribution of respondents by age is included in Fig. 5.

Fig. 6 shows the number of samples received from the
university departments.
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Fig. 5. Distribution of participation by age.
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Fig. 6. Number of participants by university department.
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Non-IT students of the National University of Public
Service give the 59, 3% of the samples, and the IT students of
the University of Miskolc give 40, 7%. Examining the samples
in terms of the breakdown by gender, it can be observed that
nearly 50-50 percent completed the questionnaire. 47% of the
samples were taken from men, and 53% from women.

VI. ANALYTICAL RESULTS AMONG UNIVERSITY STUDENTS

A. Factor Analysis

After completing the descriptive statistical analysis of the
data, the examination was continued with the principal
component method which is a widely used method of factor
extraction. First of all, in order to decide whether the data are
appropriate for factor analysis it was essential to check their
nature by KMO and Bartlett-test. The aim of the principal
component analysis is to extract the maximum possible
variance with successive factoring continuing until there is no
further meaningful variance left. By the KMO (Kaiser-Meyer-
OlKin) criterion we can decide whether our data are appropriate
for factor analysis. The higher its value is, the more appropriate
the variants are.

e KMO = 0,5 the data are suitable for factor analysis.
o KMO < 0,5 the data are not suitable for factor analysis.

Besides the appropriate value of the KMO, another
criterion is to have correlation between the two variants which
we can check with the Bartlett-test.

e HO: there is no correlation between the variants.
e H1: the variants are in correlation with each other.

After the examination of the test’s results the HO
assumption could be ruled out both in case of IT and non-IT
students because we can observe a correlation between the
variants (p= 0.000, see Table 1), so they are suitable for factor
analysis. The KMO value regarding the IT-students is 0.702
(see Table 1), while regarding the non-IT students it is 0.696
(see Table 1), so the variants are suitable for carrying out a
factor analysis.

Having said that the variants are suitable for factor analysis,
as a next step it was necessary to examine how many factors
would be appropriate to be created. This appropriate number is
5as itis included in the following two charts.

TABLE I. RESULTS OF THE KAISER-MEYER-OKLIN (KMO) TEST AND

BARTLETT-TEST AMONG IT AND NON-IT STUDENTS

IT students Non-IT students
Kaiser-Meyer-Olkin (KMO) 0.702
Test '
Bartlett’s Test significance 0.000
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The Kaiser-criterion provides that only those factors which
eigenvalue is not less than 1 have to be taken into account,
because, in particular, it alleges that if the eigenvalue fall
below 1, it carries negligible information, so it would become
pointless to examine the data. When defining the factor number
a further criterion is that the aggregated variant rate percentage
must be 60%, in other words, the factors must contain at least
60% of the original information. If the 17 variants would be
included into 5 factors it would contain 73.743% of the original
information so we would obtain 12 variants with around 26.3%
of the loss of information. These values can be easily
calculated from the eigenvalues, as the explained variant
percentage is the given eigenvalue’s rate to all component
numbers, and the cumulative percentage shows how many
percentages of all variants can be explained when examining
the given factor with the preceding factor’s variant. The
principal component analysis was carried out for non-IT
students as well. It can be seen that both at the case of IT and
non-1T students the principal component analysis created 5
groups, what’s more it doesn’t classify all of the questions to
the group where the original expectations lay, however these 5
groups seem to be an insufficient number because the questions
were divided into 6 categories before, so for the 5 factors are
not suitable. Based on these we can assume that it’s not
practical to create more than 5 categories, so it was essential to
check the original structure of 6 categories with the maximum
likelihood estimation. The factor number shows the initial
number of items, in other words the 17 factors. It appears that
the slope of factors is steadily decreasing regarding at the
examined categories. Searching for the “elbow point”— in other
words the point where the slope breaks and start turn into
horizontal-it’s easy to see that the factor numbers can be
maximized in 6 categories as well. The elbow detection
technique entails that the factors which eigenvalues are below
1 can be important also in the course of an analysis. Having
completed the previous statistical analyses, the variants could
be divided into 6 categories — as mentioned above. So it
became possible name the elements of the model as follows:
As each element was asked in different ways the categorization
simplified the following calculations.

B. Test-Retest Reliability

One of the most important questions when evaluating a
survey is the reliability of the data. Most simply put, the aim of
this test was to measure to what extent our survey makes
precise calculation. The value of Cronbach’s alpha is between
0 and 1, where the 1 shows the most reliability and the O the
least reliability data. If the Cronbach’s alpha > 0.7 the test can
be considered reliable. Examining the test among IT students,
this value is 0.798, while the same can be said about the test
among non-IT students where the value of the alpha is 0.775 as
the following table (Table 2) shows it. Both values proved to
be reliable.
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C. Summary of the Results

Concerning the IT-students, we can observe a positive
correlation at the level of 1% significance concerning H4
(Experience and Intention) and H9 (Availability and
Experience). There is a positive correlation at the level of 5%
significance in case of H10 (Attitude and Intention) and H7
(Easy Use and Utility), besides these the positive correlation
regarding H8 (Experience and Easy Use) at the level of 10%
significance is verified as well. The correlation values are
indicated in Fig. 7.

Based on the results of non-IT students we can observe a
positive correlation at the case of H4 (Experience and
Intention) and H10 (Attitude and Intention) at the level of 1%
significance. A positive correlation at the level of 5%
significance can also be verified concerning the H1 (Utility and
Attitude), H5 (Availability and Attitude) and H9 (Availability
and Experience). Besides these, at the level of 10%
significance positive correlation appears at H7 (Easy Use and
Utility) and H6 (Availability and Intention). On the contrary,
the H2 assumption (Easy Use and Attitude) was contradicted,
because the two variables show negative correlation instead of
the expected positive correlation. As a summary, four
assumptions can be observed which were verified both at the
case of IT and non-IT students. Based on the results, it can be
said that the intention is always influenced by the attitude and
experience which, at the same time, strongly depends on the
availability of the application (here the Kahoot!). Both
categorization shows that the easy use influences positively the
perception of utility. The results are summarized in Table 3.

Perceived Utility

0.067*

[N 0.882
N 0.027""
0.760 | ™

. 0.017° %
0218 Attitude Intention
.45 . —

Experience - y
[ 0.718

Perceived Ease of Use [

0.003**

Availability non-IT students

Fig. 7. Correlation between the elements of the model regarding IT students
and non-IT students * p < 0.1, ** p <0.05, *** p <0.01).

TABLE Il RESULTS OF THE RELIABILITY TESTING
Category Cronbach’s alpha Number of questions
IT students 0.798 17
Non-IT students 0.775 17

TABLE Ill.  SUMMARY OF THE RESULTS OF HYPOTHESIS TESTING
X Verified
Hypothesis
IT students Non-IT students

H1 no
H2 no
H3 no
H4 yes
H5 no
H6 no
H7 yes
H8 yes
H9 yes
H10 yes
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We can observe significant differences between the IT and
non-IT students. The attitude of non-IT students are typically
influenced by the utility and availability. There is a difference
concerning the H6 hypothesis also because the future intention
is influenced by the availability. Regarding the IT students,
their attitude does not depend on the utility and availability,
and their intention is not influenced by the availability. This
can be explained by the fact that these students are much closer
to the technologies of gamification, so due to their openness to
new technologies no correlations could be identified between
the availability of the application and their future intention to
use the Kahoot!

VII. SUMMARY

The use of gamification is still a sensitive subject of the
Hungarian education system these days. A long time has
passed by the time the lecturers established the point of view
that instead of the traditional educational culture they involve a
more modern method to pass on the knowledge and meanwhile
the generation that needed this has grown up — based on the
research results. In view of the low number of literatures found
in this topic, during the work several publications could be
found from foreign authors in different scientific databases.
Based on these we brought back the concept of gamification
and built it up enough to be used in the Hungarian higher
education. Following the formation of the definition as well as
separation of conceptual items different factors were
determined which influence the road that leads to the success
of gamification. On the other hand, the confirmation or
refutation of hypothesis that were set up based on the TAM
model became essential. The method consisted of the
preparation of a questionnaire and then its statistical
evaluation. 86 bachelor students answered the 20 questions that
were asked in the EvaSys system. The first three complex
questions of the survey were followed by 17 five degree Likert
Scale questions. All the scalable questions were asking about
one of our hypotheses. The conclusion is that the IT and non-
IT students look at the use of gamification differently. Out of
the 10 hypotheses only 5 were backed up with the IT students,
meanwhile in the group of the non-IT students, 7 of our
assumptions were verified. Based on the research results we
can observe that students in certain IT classes didn’t find the
lectures immersive where the use of gamification was applied.
The reason for this could be that part of their every day is
formed by tools similar to some gamified lectures. This is
backed up by the fact that most IT students used mobile
applications to connect to the game. With respect to non-IT
students gamification had clear success, however the
assumption that the simple use of the game influences the
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approach to the game in a positive way, was refuted. The
hypothesis that states there is a positive relationship between
the simple use of experience and the detected was also refuted.
We can come to the conclusion that the experience of the game
does not influence the subjective quality of the application
which determines how easy or hard it is to use. Based on the
results summarized in the dissertation, gamification could
propose a solution for the most serious problem of higher
education, namely, the phenomenon that at the beginning of the
semester students visit lectures and seminars actively but by
the end of the semester — if there is no binding attendance list —
the headcount decreases significantly.
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Abstract—With the rising need for highly advanced and
digital learning coupled with the growing penetration of
smartphones has contributed to the growth of Mobile Learning.
According to Ericsson’s forecast, 80% of the world’s population
(6.4 billion people) will be Smartphone users by 2021. But the
existing Mobile Learning Frameworks has some limitations that
need to be addressed for mass adaptation, limitations include
device compatibility and security. In this paper we propose a
Secure Mobile Learning Framework (SMLF) based on TPM in
the cloud. SMLF is supported by three layers Communication
Module (CM) which helps in ensuring end to end security. In
addition to this we propose a procedure for personalizing
mobile learning applications of the student and instructors. We
also propose a secure mobile learning protocol in SMLF
framework. Proposed SMLF ensures mutual authentication of all
the stakeholders, privacy of the message, integrity of the message,
and anonymity of the student from the instructor and non-
repudiation and is free from known attacks. Our proposed
SMLF framework is successfully verified using BAN logic.

Keywords—Trusted Platform Module (TPM); Communication
Module (CM), anonymity; non-repudiation; personalized; BAN
logic

I.  INTRODUCTION

Mobile learning combines electronic content with learning
support and services. Mobile learning systems requires
specialized infrastructure but this infrastructure cannot be
afforded by universities. Cloud provides a novel opportunity
for these universities which is based on the distributed
computing, parallel computing, grid computing and
virtualization technologies. When adopting cloud technology
in the realm of Mobile learning customers are not ready to
deploy their applications in the cloud as security and data
privacy are the main concerns in the cloud. Popularity of
Mobile learning system should contain the following features
L. Gouveia (1999) [8]:

a) Rich content and curriculum approved by experts.
b) Convenient & Flexible for all the stakeholders.

¢) Continuous improvement.

d) Rich simulation with threaded discussion.

e) Should ensure Security and privacy in delivering.

Following are the requirements for mobile learning
framework:

1) Authentication of Stakeholders: Student / Instructor /
University identifications should ensure strong mutual
authentication properties for all the stakeholders in the
framework.

2) Privacy of the Message: Message privacy should be
ensured among the messages exchanged among the
stakeholders.

3) Integrity of the Message: Messages exchanged among
the stakeholders should not be altered, so Message integrity
property should be ensured for all the messages exchanged
among the stakeholders.

4) Non-Repudiation: Non-repudiation property should be
ensured in the framework to avoid stakeholders denying their
involvement in the communication.

5) Anonymity of the student from the instructor:
Anonymity of the student from the instructor should be
ensured while submitting feedback for the instructor i.e. the
real identity of the student should not be known to the
instructor.

6) Unauthorized access to the stakeholder’s credentials
and private resource or information: No intruder or
stakeholder in the framework should be able to access other
stakeholder’s credentials and private resource or information.

The rest of the paper is organized as follows: In Section 2
we present Related Work, in Section 3 we present our
proposed mobile learning framework based on Cloud, in
Section 4 we provide formal verification of SMLF protocol
using BAN logic, Section 5 presents Comparative Analysis of
our proposed framework with Related Works, and Section 6
concludes our work.

Il. RELATED WORK

Existing mobile learning solutions based on cloud such as
[1]-[3] does not ensure non repudiation, mutual authentication,
integrity properties. So this paper overcomes all the flaws of
the existing solutions, by proposing a Secure Mobile Learning
Model (SMLF) based on TPM in the cloud. SMLF is
supported by three layers Communication Module (CM) and a
novel procedure is proposed for personalizing mobile
learning applications of the student and instructors. Proposed
SMLF ensures authentication of all the stakeholders, privacy
of the message, integrity of the message, and anonymity of the
student from the instructor and non-repudiation and is free
from known attacks.
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I1l. PROPOSED MOBILE LEARNING FRAMEWORK

A. Proposed Four Layer Mobile Learning Model

In order to ensure success and to maintain the efficiency of
the services, all the stakeholders must cooperate and stay
open-minded to the development of new technologies,
protocols and frameworks. We propose a four-layer mobile
learning model involving stakeholders used to understand the
functions and analyze the relationship among the stakeholders.

a) Mobile Learning Layer: The student, the University
and the Instructor are the Stakeholders involved in this mobile
learning layer. University acts as a Registration Authority
(RA) by offering Mobile PKI services of registration to both
students and instructors.

b) Communication Layer: A mobile learning framework
is based on a wireless network, which is maintained by the
mobile network operator. The mobile network operator is a
part of communication layer and is responsible for carrying
the data Over The Air (OTA).

c¢) Technology Layer: The software provider, Mobile
device manufacturer, Secure Element (SE) manufacturer,
Trusted Platform Module (TPM) manufacturer, and the Cloud
provider are located in the Technology Provider layer. The
software provider produces software components that connect
different stakeholders in the Mobile Learning layer, while the
Mobile device manufacturer provides the mobile devices to
students and Instructors; the Secure Element (SE)
manufacturer provides SE’s to students and Instructors; the
Trusted Platform Module (TPM) manufacturer provides
TPM’s to University, Cloud Provider, Mobile Network
Operator (MNO) and Certifying Authority (CA) and finally
Cloud Provider provides cloud services to mobile learning
framework.

d) Supervision Layer: Certifying Authority (CA),
Regulator (Department of Higher Education) and the Central
Government are a part of this layer. Certifying Authority (CA)
is responsible for issuing certificates, binds public keys and
revokes certificates of all the stakeholders in the Mobile
Learning framework. It issues X.509 version 3 and Short
Lived Certificates (SLC) for all the stakeholders in the
framework. It also acts aS a Trusted Service Manager (TSM)
which establishes an important link among Regulator, MNO
and the Central Government. Department of Higher Education
acts as a Regulator for all the universities in the country it
frames and implements the policies for mobile learning
framework from time to time. Regulator submits reports to the
Central Government Time Stamping Authority (TSA).

Vol. 8, No. 10, 2017

Maobile Learning Application layer
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Fig. 1. Communication module of SMLF.

B. Proposed Communication Module

Student, Instructor and University are the three
stakeholders involved in a normal mobile learning
environment. Both Student and Instructor have a smart mobile
phone with a Secure Element (SE) which connects with the
cloud Over The Air (OTA) provided by MNO using wireless
networks. Our proposed model is designed for the application
layer so it focuses on the security of the business application
layer in the three layer network model for mobile learning so
we do not make any change in the protocol layer and physical
infrastructure layer. Fig. 1 depicts the communication module
of SMLF.

C. Proposed Procedure for Personalization

2
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STEP 4 Cloud
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Fig. 2. Procedure for personalization of SMLF.
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In this section we propose a procedure for personalization
of SMLF, Fig. 2 depicts the procedure for personalization of
SMLF.

1) Step 1: University acts as a Registration Authority
(RA) for both Students and Instructors for issuing certificates.
Certification Authority (CA) issues both X.509 and Short
Lived Certificates (SLC) to all the stakeholders. CA issues
Anonymous X.509 Certificates to all the students in order to
ensure anonymity from instructors during the process of
evaluating instructors (by the students). RA checks the
certificate of the SEs of each and every student & instructor
and maps the serial number and SE certificate to the user’s
national identity. All the stakeholders in the proposed mobile
learning framework generate their credentials in the tamper
resistant hardware such as Secure Element (Students &
Instructors) and the Trusted Platform Module (TPM) of the
University in the cloud.

2) Step 2: Trusted Platform Module (TPM) of the
University in the cloud builds the database of the registered
students and the instructors.

3) Step 3: All the students will be issued anonymous
certificates in order to ensure anonymity of students during
evaluating the instructor.

4) Step 4: Students and instructors will be asked to
download mobile learning application which will be uploaded
by the university in the cloud, before downloading the mobile
learning application students and instructors will check the
authenticity of the mobile learning application by
downloading the certificate. If the checking is successful they
accept the mobile learning application or report it to the
university.

5) Step 5: Students and instructors will check the
certificate of TPM of the university which is in the cloud. If
the checks are successful they can start using Mobile learning
application.

a) Students and instructors validates platform certificate
of TPM of the university which is in the cloud using
Certificate Validation Procedure given in (D.R. Stinson 2006)
[71.

b) Validation of Students and instructors certificates is
done by OCSP using Algorithm 1. S &I - OCSP:U,,,

C) I*  Cha is Mobile Learning Application
Certificate */

d) Upon receiving positive response from OCSP, TPM
installs Mobile Learning Application on the SE. /* this is the
provisioning step */

e) University TPM personalizes Mobile Learning
Application which is in the SE’s of Students and instructors.

D. Proposed Secure Moabile Learning Protocol (SMLP)
Step 1: InS d UMLS {MSl}SYYKEyInSUMLS

MS1: (UN, PW,DS(MS) tnsymss,
InsID, MS, SYYKEY 1suims » Tinss Nins}

Vol. 8, No. 10, 2017

Instructor sends {MS1}gyykey,, yus O University
Mobile Learning Server containing files to be uploaded (i.e.
MS) and digitally signing the message DS(MS) rnsy .-

University ~ Mobile Learning  Server  receives
{MS1}syykey eums Trom the Instructor and verifies the files
to be uploaded (i.e. MS) and verifies the digital signature of
the message DS(MS)ys,,,,s, If the verification of digital
signature is successful it uploads the (MS) message in the
University Community Cloud.

Step 2:S - UMLS: {MSZ }SYYKEYSUMLS

MS2: {UN,PW,SID,MS,SYYKEY sy, s, Ts, Ns}

Student gets authenticated by the UMLS and is allowed to
download the files uploaded by the instructor.

IVV. FORMAL VERIFICATION OF SRPF PROTOCOL USING BAN
LoaGIC

A security protocol is a communication protocol which
exchanges encrypted messages by using cryptographic
mechanisms [4] (Muhammad et al., 2006). Popular and
carefully designed protocols were found out to have security
breaches (Muhammad et al., 2006) [4]. We have analyzed the
protocol using BAN logic [5] ((Abadi, M. et al. 1993) & [6]
(Burrows,M. et al. 1990)).

A. Assumptions for the Analysis and Verification of the
Proposed Protocol

1) Assumptions about keys and secrets:

‘S’ is a set of stakeholders containing {Ins, UMLS and S}.
These assumptions gives a brief overview of public and
private keys possessed by all the stakeholders. CA certifies all
the certificates and knows all the public keys of the
stakeholders (AS1, AS2).

ASl. CA believes (VS € {Ins,UMLS and S} % 5)
Certification Authority CA believes that all the stakeholders
have their own public keys to communicate.

AS2. S € {Ins,UMLS and S} S believes “e*CA) . All the
stakeholders in the framework knows the public key and
certificate of the certification authority CA.

2) Assumptions about freshness:

Assumption AS3 specifies freshness of quantities. For
instance, if the Instructor Ins sees quantity (N,,s) in a
message then the Instructor Ins can conclude that it is a replay
message.

AS3. Ins
freshness (Ny).

believes freshness (N, , S believes

Every stakeholder believes nonce generated by him/her is
fresh

Assumption AS4 is about validity time of certificates and
timestamps which ensures timeliness.

AS4. TS, & TS, are the timestamps generated by the
stakeholders X and Y ({Ins, UMLS, S and CA}) which
ensures timeliness of the messages exchanged.
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3) Assumptions about trust:
These assumptions gives a brief overview of
on each stakeholder.

AS5. (VS,Q € {Ins,UMLS,Sand CA}, S believes CA
controls ’:”3. Every stakeholder trusts the Certification
Authority CA.

AS6. V belief X, CA believes (W controls (P believes
X)). The Certification Authority CA trusts the Student S that

UICC or Secure Element (SE) (W) to relay Instructor Ins’s
beliefs.

trust level

B. Verification of our Proposed Protocol using BAN logic
Step 1:Ins > UMLS: {MS1}syykey, cymLs
MS1:{UN,PW, DS(MS)InSUMLs.
InsID,MS,SYYKEY p,suims » Tins» Nins}

UMLS decrypts the received {MS1}syykey,, yu.s frOM the
assumptions AS1, AS2, AS5, AS6 & AS7.

UMLS believes {MS1}syykey,,cums

UMLS verifies the public key of Ins (AS7) received from
Ins which mainly includes [7] (D.R. Stinson 2006):

If the verification of certificate is successful then:

statement (1)

UMLS believes Ins said {MS1}syykgy,,.yu.sStatement (2)
UMLS believes fresh T;,,; from AS3
UMLS believes fresh N;,,; from AS4
So from the statements 1 to 4

UMLS believes {MS1}syykey,,symis

Step 2:S > UMLS: {MSZ }SYYKEYSUMLS

MS2:{UN, PW,SID,MS,SYYKEY g5 , Ts, N5}

UMLS decrypts the received {MS2}syykgy gy, from the
assumptions AS1, AS2, AS5, AS6 & AS7 UMLS believes
{MS2}syyreysymis statement (5)

statement (3)

statement (4)

UMLS verifies the public key of Ins (AS7) received from
Ins which mainly includes [8] (D.R. Stinson 2006):

If the verification of certificate is successful then
UMLS believes S said {MS2}syykeygypys
UMLS believes fresh Tg from AS3
UMLS believes fresh Tg from AS4

So from the statements 5 to 8:

UMLS believes {MS2}syykEysypys

statement (6)
statement (7)

statement (8)

Vol. 8, No. 10, 2017

V. SECURITY ANALYSIS

a) End to End Security: Proposed SMLF ensures End to
End Security, i.e. SMLF ensures authentication, integrity,
confidentiality and non-repudiation properties.

b) Key pair generation and storage at the User side in
secure element: UICC is used at student which is a secure
element. UICC is used for generating and storing student’s
credentials.

c) ldentity protection (Anonymity) of Student from
Instructor: Student enrolls for anonymous identity with CA
and University, both CA and University know the original
identity of student. So the instructor will not be able to know
the real identity of student.

d) Withstands well known attacks: Timestamps and
nonce are included in the messages exchanged thereby
avoiding replay attacks in our protocol. An intruder (In)
cannot impersonate as student to CA and University because
intruder (In) is not in possession of Student’s private key, so
impersonation attack is not possible in our protocol. Intruder
(In) is not in possession of receiver’s private key so man in the
middle attack is not possible in our protocol.

VI. COMPARATIVE ANALYSIS OF THE PROPOSED SOLUTION
WITH THE EXISTING SOLUTIONS

In this section we present a comparative analysis of SMLF
with related works. Table 1 depicts the comparative analysis
of SMLF with related works.

TABLE 1. COMPARATIVE ANALYSIS OF SMLF WITH RELATED WORK
NAAP KAAP | AUTHMAC_DH | SMLF
[2] [3] [1] (Proposed)
Message Privacy No No No Yes
Message Integrity | No No No Yes
Non-Repudiation No No No Yes
Authentication No No No Yes
Message Privacy No No No Yes
Anonymity No No No Yes

Unauthorized
access to the
stakeholder’s Yes Yes Yes No
credentials and
private resource

Proposed protocol

is formally No No No Yes

verified

MITM Attack No No No Yes

Replay Attack No No No Yes

Impersonation

Attack No No No Yes
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VI1. CONCLUSIONS AND FUTURE WORK

This paper proposes a Secure Mobile Learning Framework
(SMLF) based on TPM in the cloud. SMLF ensures end to end
security using Communication Module (CM), SMLF proposes
a procedure for personalizing mobile learning applications of
the student and instructors. We also propose a secure mobile
learning protocol in SMLF framework. Proposed SMLF
ensures mutual authentication of all the stakeholders, privacy
of the message, integrity of the message, and anonymity of the
student from the instructor and non-repudiation and is free
from known attacks. Our proposed SMLF framework is
successfully verified using BAN logic. Our future work is to
verify the proposed mobile learning protocol using advanced
formal tools (i.e. in simulation environment) such as AVISPA
and Scyther tools in order to verify that it can withstand all the
known attacks.
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Abstract—Facial expression plays a vital role in no verbal
communication between human beings. The brain, in a quarter
of second, can determine the state of mind and the behaviour of a
person using different traits in a stable lighting environment.
This is not the case in real applications such as online learning or
driver monitoring system where lighting is not stable. It is
therefore important to study and improve performance of some
image enhancement techniques on face detection under varying
lighting conditions in the spatial domain. The study is based on
gray scale images. Nine gray scale standards based on colour
space separating luminance to other colour components are used.
The enhancement techniques compared are: the Global
Histogram Equalisation (GHE), the Adaptive Histogram
Equalisation (AHE) and Contrast Limited Adaptive Histogram
Equalisation (CLAHE). Trials on the Labelled Face in the Wild
(LFW) dataset using the Viola Jones Haar like features showed
the CLAHE to outperform the GHE and AHE in face detection
though the results appeared poor under low lighting condition.
This motivated the need to stabilize lighting before applying
Histogram Equalization techniques. The novelty in this research
is that we have been able to apply the Gamma transform as a
lighting stabiliser on the gray scale standard before
enhancement.  Comparing  performance after lighting
stabilisation showed AHE to be most appropriate for face
detection, as it produced a detection rate of 99.31% and a
relative high false positive rate (23.89 %).

Keywords—Enhancement; AdaBoost; Haar like features;
luma; peak signal to noise ratio (PSNR); Adaptive Histogram
Equalisation (AHE); Contrast Limited Adaptive Histogram
Equalisation (CLAHE); Global Histogram Equalisation (GHE);
Gamma transform

. INTRODUCTION

The face is one of the most important parts of the body, as
it can be used to assess the state of mind, behaviour and even
emotion of humans. Amongst the state of mind that can be
assessed from facial expression are fatigue and somnolence.
These aspects can be very useful when applied to driving
control or online learning systems. The analysis of these
aspects can only be possible after, face has been detected. Face
detection under bright stable conditions possess no problem;
but when lighting becomes unstable, the process of face
detection becomes very challenging. This challenge is the
motivation behind this research.

Lighting variation affects the perception of images and
some of their features. The face in particular is highly affected
since it has features which are light sensitive. It is therefore

DJIMELI TSAMENE Charly

Department of Mathematics and Computer Science,
Faculty of Sciences, PO Box 67 Dschang,
University of Dschang, Cameroon

important to study image enhancement techniques and assess
their impact on face detection using different features. This
research is concerned with image enhancement in a spatial
domain. Three enhancement techniques studied include, the
Global Histogram equalisation (GHE), the Adaptive Histogram
Equalisation (AHE) as developed by Pizer S M et al. [1] and
the Contrast Limited Adaptive Histogram Equalisation
(CLAHE) developed by Zuiderveld K. [2]. Most enhancement
techniques are applied on gray scale images with different
standards used to represent the images. To better assess their
impact, nine standards which are mostly based on colour
spaces which separate luminance to chrominance are used. In
addition, many standards metrics used in assessing the impact
of image enhancement use single images. This approach makes
comparative study of dataset enhancement not feasible. In this
research, an approach based on global peak signal to noise ratio
(PSNR) is used.

A. Problem Statement

Most real time applications may require the detection of
face in unstable or varying lighting conditions. This is a very
crucial problem nowadays especially in the driving control and
online learning systems where features of the face should be
accurately detected in order to know the state of an individual.
Commonly used enhancement techniques sometimes suffer
from either over enhancement or under enhancement which
oftentimes leads to reduced detection rate, due to the lighting
variation. It is therefore important to stabilize lighting before
applying enhancement.

B. General Objectives

The objective here is to attempt a solution to the problem of
facial detection under lighting variation making use of some
existing enhancement tools and then compare the impact of the
enhancement on face detection. One approach in solving the
unstable lighting problem is by pre-processing, which can be
done by enhancing the image. The global Peak Signal to Noise
Ratio (PSNR) is introduced to compare the effect of the
enhancement methods on face detection.

Detection was done on the nearly frontal face and in a multi
stage approach including: 1) conversion to gray scale, 2) apply
an enhancement technique, 3) train the Haar like features using
the Viola and Jones AdaBoost based method [3]. Assessment
of the different approaches proposed was done using Labelled
Face in the Wild (LFW) [4] dataset. To improve detection rate,
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the luma standard is used as a lighting stabiliser and Histogram
based approach are later applied, as illustrated in Fig. 3.

II.  BACKGROUND AND RELATED WORK

Most of the facial detection systems start with image
acquisition, followed by the extraction of the facial area before
further processing. Given an arbitrary image, the goal of face
detection is to determine whether or not there is any face in the
image and if present, returns the location of each face found in
the image. The challenges associated with image detection
include: Pose, Presence or absence of structural component,
Facial expression, Occlusion, Image orientation and Imaging
condition.

In order to detect any face, it is necessary to choose the
proper way to represent data so that it can increase the
accuracy of the classification method. Song F et al. [5] stated
that, given a data patch, several visual feature sets can be
extracted from it. Each feature set is simply a transformation of
a set of neighbouring raw pixel values, designed to be invariant
to certain changes. Since no single feature descriptor will
satisfy all the needs, selections for practice are mostly
application-driven and the factors that need to be taken into
account include: 1) the invariance properties it provides (e.g.,
invariance to lighting changes or to variations in scale,
orientation, and other affine transformations); 2) the
information encoded and the discriminability preserved; 3) the
computational efficiency.

Hemalatha G and Sumathi C P. [6] proposed a
classification of face detection techniques based on Knowledge
based method, Facial invariant method, Template matching
method and Appearance based method. A more simple but
expressive classification approach has been given by Ce Zhan
[7] where classification is on Knowledge based method and
learning based method. In this, he states that the knowledge-
based method attempts to depict our prior knowledge about the
face pattern with some explicit rules, such as the intensity of
faces, elliptic face contour, and equilateral triangle relation
between eyes and mouth. Learning based method in the other
hand, tries to model patterns with distribution or discriminant
functions under a probabilistic framework. Some of these
methodologies include Support Vector Machines (SVM),
Artificial Neural Networks (ANN) and Bayesian-rule methods.

This learning based method is very effective with complex
cases compared to knowledge based approach, however its
drawback is that powerful computations are required due to
learning model and large training data set with great variations.
Recently this approach obtained better successes as the use of
boosting has proven to be effective in reducing computational
time. This is seen in Viola and Jones [3] where a real-time
approach based on AdaBoost, was proposed. This has been the
breakthrough of learning-based methodology.

A. Viola and Jones Face Detection Algorithm [3]
In Viola and Jones [3] approach, face detection is based on:
1) Feature representation: Haar like feature
Features used are reminiscent of Haar basis functions. Each

feature is composed of a number of “black” and “white”
rectangles joined together. After the approach of Viola and
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Jones succeeded, an extended set of Haar-like features were
added to the basic feature set by Rainer Lienhart and Jochen
Maydt [8]. This set contains more than 15 kinds of Haar like
feature types.

2) Boosting

They used boosting as features classifier and selector,
which converts a weak classifier to a strong one by combining
a number N of weak classifier of h;(X) to form the strong
classifier H(X) using the formula:

HX) = 2L, wihj(X) M

Zhou Z H et al [9], proposed three modifications to the
original Adaboost algorithm. These include: Gentle-, Logit-,
and Real. The aim of boosting is to improve the classification
performance while reducing the training duration.

3) Attentional Cascade

Viola and Jones [3] defines a weak classifier w(x) with
features f, parity p which indicates the direction of the
inequality sign and some threshold o as follows:

_(lifpf(x) < po 2
w) { 0 otherwise @
Where, x is a sub-window of an image. This means that if

the value of some feature exceeds some threshold, which has to

be learned, the image is classified as positive.

They proposed the selection of a subset of relevant features
which are sufficiently informative to model a face. The idea is
that a very small subset of features can be combined to form an
effective classifier. Adaboost classifier has been found to be
appropriate for that purpose. Adaboost searches for a small
number of good features classifier and then constructs a strong
classifier as a linear combination of weighted simple weak
classifiers as shown in Fig. 1.

In Fig.1, the structure reflects the fact that within any single
image the majority of sub-windows are negative. As such, the
cascade attempts to reject as many negatives as possible at the
earliest stage.

- 500 0% 2‘!‘0
MAGE — . =
SUB-WINDOW
] F
For

NON-FACE NON-FACE NON-FACE
Fig. 1. Cascade structure of Duncan S. and Velthuis T [10].

Duncan S. and Velthuis T. [10] states that for each sub-
window, the order of complexity is O(FS;), where, F is the
number of Haar-like features used by the cascade and St is the
number of pixels contained by each feature. Using the cascade
most sub-windows can quickly be discarded and only True
Positive and False Positives will run the whole cascade. The
total number of operations is order O(NFS;), where N is the
total amount of sub-windows andFS;, is a function of the
image size and number of scales included in the search.
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B. Image Representation in Various Colour Space

Generally, a colour space can be seen as a mathematical
representation of a set of colours of which the three most
popular colour models are Red Green Blue (RGB) used in
computer graphics; Luminance, Inphase Quadrature (YIQ),
YUV, or Luminance Chominance blue and Chrominance red
(YCDbCr) used in video systems as stated by Huanzhao Zeng
[11]. Other known colour models include the Hue Saturation
Intensity (HSI) and Hue Saturation Value (HSV) which could
be used to simplify programming, processing, and end-user
manipulation. For colour adjustment, luminance is the major
concern when compared to Saturation and Hue.

1) Numerical analysis of colour

Huanzhao Zeng [11] states that a 3-dimensional Euclidean
space can better represent the human perception of colour since
based on the cone analysis three numbers can be used to
represent the three types of cones. Author [11] further states
that each wavelength A stimulates each of the three types of
cone cells to a known extent, these extents may be represented
by three functions, s(A), m(A), 1(A) corresponding to the
response of the S, M, and L cone cells, respectively. Since a
beam of light can be composed of many different wavelengths,
to determine the extent to which a physical light C(L)
stimulates each cone cell, we must calculate the integral (with
respect to A) over the interval [Amin , Amax ] as follows:

S = f;n’::z"c(?\).s()\)d?\ 3)
M = f;:ijf C). m)dA (4)
L= fj;“:jcm.l(x)dx (5)

In order to simplify the problem, the CIE (Commission
Internationale de I’Eclairage) defined a standard colour space
CIEXYZ which uses a set of tristimulus values called X, Y,
and Z. These X, Y, and Z values are used instead of the
tristimulus values the S, M, and L responses of the human eye.
In that regard the CIE has defined a set of three colour-
matching functions, called x(1),y(A) and z(A), which can be
thought of as the spectral sensitivity curves of three linear light
detectors that yield the CIEXYZ tristimulus values X, Y, and Z
as described in Huanzhao Zeng [11]. Furthermore, Huanzhao
Zeng [11] states that some variations of CIEXYZ were latter
deduce from the standard including CIELAB and CIELUV.

2) CIE uniform colour spaces (CIE L*a*b* , CIE L*u*v)

Huanzhao Zeng [11] also states that to improve the visual
uniformity of colour, several colour spaces have been used, the
most common being the CIELAB colour space which is
illustrated as follow:

L= 116f(Y—‘;) ~ 16 (6)
a* =500 [f(xi) - f(Yl)] @)
b* = 200 [f(Yl) - f(Zi)] @)
Where,
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1
© t3 for t > (25 o
t) =
(%) t+ Lo otherwise
108 116

XYZ are the tristimulus values of a colour and X, Y,, Z,, are
the tristimulus values of the reference white being used. L*,
represents the lightness, a* and b* represent the chroma
coordinates. The chroma is computed as ¢ = va? + b?. An
implementation of CIELAB is given by opencv whereby.

X 0.412453 0.357580 0.180423
Y] =(0.212671 0.715160 0.072169 | and
Z 0.019334 0.119193 0.950227

1
E(1163{5) for Y > 0.008856

e (o)
22(903.3Y) for Y < 0.008856

a*= 500[f(X) — f(Y)] + A + 128 (11)

b* = 200[f(Y) — f(Z)] + A + 128 (12)

Where, A takes 128 value for 8 bits value and 0 for floating
point. The function f is defined by:

1
tz forY > 0.008856

f(v) = 16
7.787t + Tie forY < 0.008856

(13)

3) HSV/ HSL

Hue-Saturation-Value (HSV) space is also a popular colour
space as it is based on human colour perception. Similarly, HSI
(I-Intensity) and HSL (L-Lightness) colour spaces are derived
from HSV. The intensity, value and lightness are related to the
colour luminance. Acharya Tand Ray A [12] stated that HSV
provides absolute brightness information. Opencv proposed an
implementation of HSV where the value is given as the
maximum of the R,G,B component of the pixel. That is,

V = max(R, G, B) (14)

HSL is another Hue based colour space where the lightness
value is the mean of the minimum and maximum RGB values
given as

V+min(R,G,B)
2

L= (15)

C. Gray Scale Conversion of Luminance Components

Luminance is the weighted sum of the RGB components of
a colour image. The luminances are obtained using three
defined constants Cg, Cg, and Cg define by (16) given as:

Y =Cg xR+ Cg X G+Cg X B (16)

The Cgr, Cg, and Cg values are given according to the
International Telecommunication Union (ITU) standards
illustrated in Table 1, also Cx + C; + C5 = 1.

The ITU-R BT.601 [13] conversion rule is the widely used
rule to convert the luminance components of the YIQ, YUV
and YcbCr systems. In Table 2, a summary of some luminance
based gray scale standard is given. R’, G’ and B’ are obtain
respectively from R, G and B using Gamma transform.
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D. Enhancement Techniques

Bedi S.S. and Rati Khandelwal [16] explained that the aim
of enhancing is to improve the visual appearance of the image
for future automated processing, such as analysis, detection,
segmentation and recognition and Anish Kumar Vishwakarma
[17] did classified Image enhancement techniques into two
broad categories: Spatial based domain image enhancement
and Frequency based domain image enhancement. Author [16]
sub classified spatial based category into point processing
operation and spatial filter operations. In this paper, focus is on
image enhancement technique in a spatial domain, especially
histogram equalization based technique as described below.

1) The histogram equalization

Gonzalez R C and Woods R E [18] explains that the idea
behind histogram equalization is to enhance an image such that
its histogram will be flat, in other words a transformation of the
form Y = T(X) could be created to produce a new image Y
with a flat histogram. That is for a digital gray image X = {x}
with gray levels in the range [0, L —1], Y = {y} the enhance
image and let n; be the number of occurrences of gray level i.
Then the Probability Distribution Function (PDF) of the image
which is the probability of an occurrence of a pixel of level i in
the image can be computed as:

px(@=px=0== 0<i<lL 17)

TABLE I. ITU STANDARD TO REPRESENT GRAY SCALE IMAGES
ITU Standard Cr Cg Cg
ITU-R BT.601 conversion[13] 0.299 0.587 0.114
ITU-R BT.709 conversion[14] 0.2126 0.7152 0.0722
ITU-R BT.2020 conversion[15] 0.2627 0.678 0.0593

TABLE Il GRAY SCALE STANDARD USED
Standard Gray value
Luminancel 0.299 xR+ 0.587 xR+ 0.114 x B
Luminance2 0.2126 xR+ 0.7152 X G+ 0.0722 x B
Luminance3 0.2627 xR+ 0.678 x G+ 0.0593 x B
Lumal 0.299 xR’ +0.587 xG' +0.114 x B’
Luma2 0.2126 xR’ + 0.7152 X G’ + 0.0722 x B’
Luma3 0.2627 XR'+ 0.678 x G' + 0.0593 x B’
Luminance HSV Max(R, G, B)
Luminance HSL Max(R, G, B) ;— min(R, G, B)
éTEﬂTS/CéELUV Equation (2.10)
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The Cumulative Distribution Function (CDF) can be
computed as follows:

cdf, () = Zj-o Px() (18)

And to create the mapping transformation one has to
linearize the CDF across the value range, i.e.

cdfy, = iK (19)
The histogram equalized image Y will be defined by,

Y(,) = L - 1D p(x = n) (20)

The motivation for this transformation comes from thinking
of the intensities of the continuous random variables X, Y on
[0, L — 1] with Y defined by

Y=TX = (L-1) [ px(x)dx (21)

T is the cumulative distributive function of X multiplied by
(L — 1). Assume for simplicity that T is differentiable and
invertible. It can then be shown that Y define by T(X) is
uniformly distributed on [0, L — 1], namely,

py(y) = — (22)

If the histogram of any image has many peaks and valleys,
it will have peaks and valleys after equalization but the peaks
and valleys will be shifted. This technique improves contrast
but the goal of histogram equalization is to obtain a uniform
histogram. Anish Kumar Vishwakarma [17] defined three main
types of Histogram Equalization, namely, Global Histogram
Equalization (GHE), Adaptive Histogram Equalization (AHE)
and Block-based Histogram Equalization (BHE).

e Global Histogram Equalization (GHE):

According by Agaian et al. [19], the GHE attempts to alter
the spatial histogram of an image to closely match a uniform
distribution. It uses the same transformation derived from the
image histogram to transform all pixels. This approach works
well when the distribution of pixel values is similar throughout
the image. However, when the image contains regions that are
significantly lighter or darker than most of the image, the
contrast in those regions will not be sufficiently enhanced. The
drawbacks of GHE as identified by Bedi and Rati [16] include:

1) Problem of being poorly suited for retaining local detail
due to its global treatment of the image

2) Over enhancing the image, resulting in an undesired
loss of visual data, of quality and of intensity scale.

In fact, global histogram modification treats all regions of
the image equally and, thus, often vyields poor local
performance in terms of detail preservation. This motivated the
introduction of AHE.

e Adaptive Histogram Equalization (AHE):

In an attempt to treat the aspect of details preservations, the
AHE was built. The idea behind this technique as described by
Pizer S M et al. [1] is to transform each pixel with a
transformation function derived from a neighbourhood region.
That is each pixel is transformed based on the histogram of a
square surrounding it but the derivation of the transformation
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functions from the histograms is exactly the same as for
ordinary histogram equalization.

Arun R et al. [20] explains that though this method
produces better result, it has the shortfall of over amplifying
noise in relatively homogeneous regions of an image. Such that
noise in dark regions could be over amplified until it becomes
visible. The result is that often times, Block effect is observed
in the output after sub-image processing. Thus the Contrast
Limit AHE of Zuiderveld K [2] was developed as a means to
address the problem to some extent.

e Contrast Limited AHE (CLAHE):

Zuiderveld K [2] describes the CLAHE technique, to
operate on small regions in the image, called tiles, rather than
the entire image, and that each tile’s contrast is enhanced, so
that the histogram of the output region approximately matches
the histogram specified by the CDF. The value, at which the
histogram is clipped, known as clip limit, depends on the
normalization of the histogram and hence on the size of the
neighbourhood region. The part of the histogram that exceeds
the clip limit is not discarded rather it is redistribute equally
among all histogram bins as illustrated in Fig. 2.

Fig. 2(a) shows a CDF with a slope that can lead to
amplification of tiles, so it is important to limit the slope and
hence the of the transformation function. The redistribution of
Fig. 2(b) will push some bins over the clip limit again resulting
in an effective clip limit that is larger than the prescribed limit.
The neighbouring tiles are then combined using bilinear
interpolation to eliminate artificially induced boundaries. The
contrast, especially in homogeneous areas, can be limited to
avoid amplifying any noise that might be present in the image.

() (b)

Fig. 2. Illustration of the clip limit effect.

E. Related Work

Many authors have tried to assess the performance of
image enhancing techniques accuracy face detection. These
include:

Li Tao [21], who proposed image enhancement technique
to improve the visual quality of digital images that exhibit dark
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shadows due to the limited dynamic ranges of imaging and
display devices which are incapable of handling high dynamic
range scenes. The proposed technique processes images in two
separate steps:

1) Dynamic range compression is able to enhance the
luminance in dark shadows while keeping the overall tonality
consistent with that of the input image, and

2) Local contrast enhancement which uses a
neighbourhood dependent local contrast enhancement method
to enhance images following the dynamic range compression.

To detect face they used a convolution face finder which is
based on Convolutional Neural Network (CNN). These were
tested on sample face images containing one up-right frontal
human face in each image from the Phillips P J et al. [22]
FRGC dataset. A comparative study showed their method to
perform better that the GHE method.

Venkatesan M.E and Srinivasa Rao [23] proposed a Hybrid
algorithm to detect faces using Ant Colony Optimization
(ACO) and Genetic programming algorithms. The
enhancement method used is the Histogram Equalization. The
Ant colony is used to search the face area while the genetic
programming is used to select and generate chromosome
features used by ant colony. Though no real database was used
for performance comparison, the author acknowledges that the
method is time consuming compared to Viola and Jones [3].

Deepak Ghimire and Joonwhoan Lee [24], proposed a
method to detect human faces in colour images in which three
steps were involved:

1) Colour image enhancement is performed using a
nonlinear transfer function that is based on a local approach.

2) Two separate processes are carried out and this
included the luminance enhancement in which dynamic range
compression is performed on the V channel image using a
nonlinear transfer function, and a contrast enhancement in
which each pixel in the image is further enhanced to adjust the
image contrast, depending upon the centre pixel and its
neighbourhood.

3) Finally, the original H and S component images and
enhanced V component image are converted back to the RGB.

The method was tested on an unknown database and
produces a detection rate of 85.96%.

Table 3 presents a global comparison of these different
enhancement approaches, their features descriptor, data
classification and some of the associated drawbacks. The belief
is that if light is stabilized before applying these techniques, the
detection accuracy will improve. This is the main concern of
this research.
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TABLE Ill.  COMPARISON OF RELATED WORK
Authors Enhancement techniques Descriptor Classifier Drawback
é‘g(l)i; ones Global Histogram equalization Haar-like features AdaBoost Over enhancement

Dynamic range compression and

Li Tao (2006) local contrast enhancement

Feature map

Convolutional Neural network
(CNN)

Two step processing and uses CNN
which takes much time in training.

Venkatesan Global Histoaram equalization Chromosome based Ant Colony Optimisation and Time consuming due to OCA
M.E. (2010) g 4 features Genetic Algorithm classifier
o . Skin Colour .
Deepak Ghimire | Luminance + contrast enhancement - . e Enhancement done in more than one
h segmentation and Linear classifier -
(2013) in HSV Edges step with more than one colour.

I1l.  METHODOLOGY

Phillips P J et al. [22] made it clear that the conventional
methods like histogram equalization and Gamma transform
generally have very limited performance due to the global
processing scheme especially when lighting varies. It is
therefore necessary to improve and stabilise lighting condition
before enhancing. This is the main concern of this research as
outlined below.

A. System Overview

In our work, Gamma transform is first applied to stabilize
lighting, before other enhancing techniques are applied.

Fig. 3 gives a global view of our system. The Gamma
transform is first apply to the RGB image to stabilise lighting
variation; AHE is applied to enhanced the global system,
though it still produces unnatural image it has the advantage of
better highlighting facial features.

For implementation we are going to use, opencv platform
with C++ language, the CLAHE implementation is the one
given by opencv. The clip limit value for CLAHE is 0.02 and
the Gamma transform coefficient of luma is 0.2.

We have train haar like classifier using the various gray
scale standards.

i I
| ConvertBGRimageto , , Enhancing |
I gray scale using luma3 ! I Imageusing
| L ) AHE
[ standard B > ! :
|
1 1 1 !
| | L e !
:
e 'S
I -
' Detected | 1 Apply .| Haarlike !
. Face ' | cascade | | Features !
| €~ Dboosting :" 7 extraction
I | ! Lm e e e — = I
1

Fig. 3. Luma based face detection system.

B. Training Stages

For training we used the following stages as describe by
author [3] and implemented in the Opencv:

STEP 1: Collecting Image Database

We collected about 3000 positive images, that is, images
containing at least one face from the internet and about 1000
negative images that is images without a face. Each set of
images is placed in a folder.

STEP 2: Convert images to gray scale and apply
enhancement

Positive and negative images were converted to gray scale
using the 8 standards described in Section 2.3. After which
three enhancements techniques are applied to these gray scale
standards in separated patches.

STEP 3: Crop and Mark Positive Images

We need to create a data vector file that contains the names
of positive images as well as the location of the objects in each
image. The format of the vector file is of the form

(x and y represent the top left vertex):
image_path number_of face x-coord y-coord width length
STEP 4: Creating a vector of positive images

In this stage we create a vector file using a .vec format,
which is a data file containing face location.

STEP 5: Haar-Training and XML file

For training, the following characteristics: 20 stages, Haar
like features and Gabor Adaptive Boosting are used. At the end
of the training stage, a .XML file is obtained.

A comparison of this method is given in the next section.

C. Performance Criteria

A study will be done to compare image quality and face
detection rate. For image quality two metrics will be used
which are all based on:
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e MSE (Mean Square Error):

It is the cumulative squared error between the enhanced and
the input images. Sonam Bharal [25] used it to assess image
quality of some enhancement techniques. It is defined as
follows:

MSE = ﬁzg{:l Yh=1(I; (m, n) — I;(m, n))? (23)

Where, 1; and |, denote the original image and the
improved image, respectively. The size of the input and output
pictures should be same. If MSE is very large then it means
that the quality of the image is very low.

e Peak Signal to Noise Ratio (PSNR):

PSNR defines the ratio between an original image and a
new one obtained by introducing error during compression.
The PSNR can be obtained using the following formula:

b_
PSNR = 10log;o &2 (24)

Where, b is the number of bits per pixel (bpp) of the
original image and MSE is the mean-square-error. Hitam et al.
[26] showed that PSNR with high value indicates better quality
of the image with less noise. They also declared that good
methods are those that result to lower MSE and higher PSNR
values.

To assess the relation between image quality and face
detection, Algorithm 1 is used; the algorithm uses the standard
deviation of each image PSNR and compute a global PSNR of
the image folder. Local PSNR is obtained using (24).

The next thing to asses is face detection, different metrics
are used for that purpose. In this article we will evaluate the
True Positive Rate (TPR) and the False Positive Rate (FPR).
The evaluation uses the following matching metrics as defined
by Richard Szeliski [27]:

True Positives (TP): Number of objects correct detected.

False Negatives (FN): Object that were not correctly
detected, in other word matches identified as negative while
they are supposed to be positive.

False Positives (FP): Proposed matches that are incorrect,
in other word matches considered as positive while they are
really negative.

True Negatives (TN): Non-matches that were correctly
rejected. Based on the previous definition, we can define these
numbers in terms of unit rates as follows:

Hit rate, sensitivity or True Positive Rate (TPR):

TPR = 2 __TF (25)
TP+FN P
Muiss rate or False Positive Rate (FPR):
FPR=—2_-I (26)

FP+TN N
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Algorithm 1: Compute Image Global PSNR

Input: image folder
Output: global PSNR
1. Initialization: global PSNR =0
2. For each image € images folder
e Read the image and Convert the RGB to gray scale
image called ImRef
e apply an enhancement technique to ImRef to obtain
ImEnh
® Process the localPSNR using ImRef and ImEnh
3. endFor
4. Compute the standard deviation of all the localPSNR
found in the folder.( global PSNR=standard deviation
of all the localPSNR)
5. return global PSNR,

V. RESULTS AND DISCUSSION

A. Experiments and Results

To carry out experiments the Labelled Face in the Wild
(LFW) [4] database which shows poor image quality and great
appearance datasets is used.

Using the set of 3000 positive images and 1000 negative
images, data were trained following the stages given in the
section B. The output of the training process gave a set of 48
XML classifiers, which were later used for experiment.

TABLE IV. COMPARISON OF ENHANCEMENT TECHNIQUE WITH THE USE
OF PSNR
Gray scale Enhancement LEW Dataset
standard Method
TPR FPR PSNR
Not Enhanced | 98.26 24.13
Luminancel AHE 95.35 16.20 10.25
CLAHE 98.91 21.76 29.91
GHE 97.93 23.82 17.35
Not Enhanced | 98.35 20.12
. AHE 96.90 18.53 10.21
Luminance2 == HE 9849 | 17.85 29.84
GHE 97.86 20.36 17.26
Not Enhanced | 98.52 28.26
. AHE 96.28 16.32 10.33
Luminance3 CLAHE 98.80 23.30 29.93
GHE 97.78 24.28 17.36
Not Enhanced 98.43 22.39
Luminance AHE 96.46 14.72 10.31
HSL CLAHE 98.92 19.26 29.78
GHE 98.39 22.74 17.22
Luminance Not Enhanced 98.31 29.92
AHE 96.79 21.79 10.32
E:E::'S\B/ CLAHE 98.79 21.60 30.14
GHE 98.15 20.46 17.96
Not Enhanced | 98.27 29.38
Luminance AHE 94.27 19.03 10.60
HSV CLAHE 98.51 24.74 31.54
GHE 97.84 26.47 19.01
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Fig. 4. Comparison of enhancement techniques for face detection on LFW
dataset.

To assess the result of the classifiers, LFW dataset is used
and applied in each classifier. The result is given in Table 4
and Fig. 4. From the experiments carried out across the various
gray scale standards, it was found that the higher the PSNR, the
higher the accuracy of the detection method, using Haar like
features.

Observation showed the CLAHE outperform the other
enhancement techniques at face detection as seen in Fig. 4. The
experiments also showed CLAHE to produce greater PSNR
and higher detection rate. Yet for over lighted or under lighted
condition it produces very low result as illustrated in Table 5.

Table 4 shows that CLAHE outperform in TPR, both AHE
and GHE, also the PSNR of CLAHE is greater than the one
used by AHE.

To stabilize lighting before enhancing we proposed a
technique based on luma as illustrated in Fig. 3. In this
technique, Gamma transform is first applied to the image
before enhancing using the equalization techniques. The results
showed that AHE applied on luminance3 standard performed
better. Though it produced unnatural image it better
highlighted the facial features than the other method.

B. Discussion

To justify the approach, other techniques are used to
compare performance. Experimental trials showed the
proposed method, based on Gamma transform and adaptive
histogram equalisation performed better than the other
techniques. The enhancement method used is a mixture of
global enhancement (Gamma Transform) and local
enhancement (AHE).

The global enhancement stabilised the light while the local
enhancement let the system to easily discriminate the main
features, that eyes, mouth, and nose can be easily extracted
using rectangle features. Also, the AHE by performing a local
enhancement with no clip limit makes the image to appear,
though unnatural but with visible features.

The PSNR result shows CLAHE produces better quality
image than any other image, yet the quality of image has little
impact in very low lighting condition and feature based
detection method as seen in Fig. 5. That is why, though the
proposed method produces a very low global PNSR (2.41dB) it
has a better detection. This is due to the unnatural image given
by AHE, which in contrary has better result (99.31% of TPR).

Vol. 8, No. 10, 2017

TABLE V. COMPARISON OF LUMA STANDARD
Gray scale Enhancement
standard Method LFW Dataset
TPR FPR PSNR

Not Enhanced 0 100

Lumal AHE 98.77 21.62 2.46
CLAHE 0 100 0
GHE 97.52 19.22 3.93
Not Enhanced 0 100

Lumaz AHE 99.16 25.40 2.41
CLAHE 0 100 0
GHE 97.78 27.16 3.95
Not Enhanced 0 100
AHE 99.31 23.89 241

Luma3 CLAHE 0 100 0
GHE 97.36 22.07 3.94

ol W

£\
(a) (b) (c) (d)

Fig. 5. Luma3 Gray scale standard: (a) Not enhanced, (b) AHE, (c) CLAHE,
(d) GHE.

V. CONCLUSION AND FUTURE WORK

In this article the aim was to study the environment of
facial feature detection under unstable lighting condition, we
have presented a framework for real time detection of faces.
The face detection is based on Viola Jones algorithm, this
study focus most on how to improve face detection using
luminance components of colour space. Different colour spaces
were studied to choose gray scale standard. We have chosen
standards which separate luminance to chrominance; these
standards include CIELAB/CIELUV, YCbCr, Y’CbCr, HSV,
and HSL.... The most important result obtain is the
enhancement using gamma based luma technique as a lighting
stabilizer before applying AHE. The enhancement method used
is a mixture of global enhancement (Gamma transform) and
local enhancement (AHE). The global enhancement stabilised
the light while the local enhancement let the system to easily
discriminate the main features, like eyes, mouth, and nose. The
method leads us to a true positive rate of 99.31% with relative
high false positive rate (23.89 %).

A new algorithm to calculate global PSNR of an image
folder was proposed. For experiments LFW dataset was used,
though no rigid general correlation between global PSNR and
gray scale standard was found, experiments has proven that
enhancing using CLAHE will produce better TPR than
enhancing using GHE and AHE, since the over amplification
found in GHE and AHE is not found in CLAHE. The global
PSNR algorithm result shows that CLAHE produces better
quality image than any other image(because it has the highest
PSNR), yet experiments has shown that the quality of image
has little impact in very low lighting condition using feature
based detection method as seen in Fig. 5. Therefore, for an
enhancement technique to be used it should be able to
discriminate the facial features.
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The work done in this article can be extended in many
ways. Some possible directions include, assessing the global
PSNR and their face detection accuracy using other enhancing
method, also our study was applied on Viola Jones haar like
features only, this study can still be expanded to other features
like the LBP, the HOG, SIFT... to also study the impact of
gray scale standard on detection rate. The proposed method
produces a significant false positive rate; other research can be
done on how to reduce this false positive rate.
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Abstract—The capabilities of an Enterprise Resource
Planning (ERP) system to integrate all the business functions
needed in a single system with a shared database efficiently and
effectively has persuaded organizations to adopt them. In
enterprise environment, successful ERP implementation has
played a vital role for organizational efficiency. In this respect
critical success factors (CSFs) have been identified essential for
the successful ERP implementation. The purpose of this paper is
to identify and analyze CSFs impacting ERP implementation
success in Pakistani Small and Medium Sized Enterprises
(SMEs). This paper will help Pakistani SME’s on how to obtain
better results from ERP implementation focusing on CSFs
relevant to them.
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I.  INTRODUCTION

The organizations in the current IT age need to use
information  systems  effectively  which  require an
understanding of the organization, management, and
information technology that form the information systems [1].

Since the mid-90s, Information System (IS) researchers
have concentrated their research efforts on the development
and testing of models that help investigate aspects of IS in
different environments. As a result, a series of models to study
the use of ERP Systems, their effect on end-user and other
related topics, including system success and their effect on
business in the organizations [2].

Enterprise Resources Planning (ERP) is an information
system designed for the integration and optimization of
processes, as well as transactions in an organization. ERP is
universally accepted by organizations throughout the world as
a professional solution to achieve desired business goals [3].

ERP projects usually require the investment of a large
amount of capital, time, and other business resources. As
process orientation is proving to have positive effects on
organizational efficiency and performance [4], many
organizations are moving from a functional to a process-based
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IT infrastructure, with ERP systems comprising the central
component of such an infrastructure. However, ERP systems
provide standardized processes/features to support work
procedures or user tasks, which are, in most cases, not perfectly
matched. User requirements are also very likely to change after
the initial implementation period of the ERP system, for
reasons both internal — business process improvement and
redesign projects, and external — competitors’ moves or
changing government regulations. Managing changes in user
requirements, and at the same time, maintaining users’
satisfaction and benefits, becomes a critical organizational
issue for the success of their costly ERP projects post-
implementation [5].

For the development of the organization when investing in
IT, the project must be calculated according to its capacity,
timely delivery, cost, risk avoidance and quality keeping [6].

In the 1980s the word Critical Success Factors (CSF) was
introduced under research work, in order to determine why
some organizations have been more successful than others. The
term Critical Success Factors (CSF) is defined as “those things
that must be done if a company is to be successful” and it is
quantifiable and controllable [7].

Since then the large organizations targeted by the ERP
markets have become saturated, ERP system vendors have now
shifted to Small and Medium-sized enterprises (SMEs) market.
Resultantly a largely fragmented ERP market has emerged into
all the industries of all sizes [8].

Il. RESEARCH OBJECTIVES

This study focuses on determining which factors are critical
to implementing ERP successfully in SMEs in Pakistan.

The objectives of this paper are to
o identify the CSFs for ERP Implementation;

e study the impact of CSFs on ERP success in Pakistani
SMEs;

e recognizing the impact on
technological aspects; and

organizational and
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e define a framework for successful ERP implementation
in Pakistani SMEs.

I1l. LITERATURE REVIEW

Legacy systems constituted the early enterprise systems
within organizations. These systems usually resolved specific
departmental needs but did not have the capacity to integrate
them. Therefore, it was usual to collect and process the same
information several times in different places, creating a serious
challenge when policy makers tried to access the right piece of
real-time information. This platform generated serious
asymmetries between different functional groups within the
same organization [9]. To overcome these issues, new systems
came into being, known as “Enterprise Resource Planning”
(ERP), a term coined by Gartner Group [10].

A. ERP Implementation

Implementation of information systems (IS) in general is
quite difficult. It is dependent upon organization size, scope
and organization process complexity. According To ERP
report 2016 From Panorama Consulting Group LLC, [11],
results shows that ERP implementation success rate is 57% and
only 7% ERP implementation fails to get desired results these
results shows that ERP success rate is on the higher side.

Implementation Outcome

57%

\

7%

. |
= Success = Failure ® Don't Know Source: Panorama s 2016 ERP Repart

Copyright © 2016 Panorama Consulting Solutions

Fig. 1. ERP implementation outcome.

ERP implementation is very important - a survey in 2013
shows that 54% of ERP projects were reported to be cost
overruns, 72% were late and 66% of companies the
implementation of ERP software initiatives received less than
50% of the expected measurable benefits [12] as shown in
Fig. 1.

B. ERP Implementation in Large Enterprises

Large Enterprises have streamline processes, proper IT
Infrastructure and qualified personnel in their organizations.
Large-size organizations have sufficient funds and a proper
structured predefined flow of processes. That is why ERP
implementation in large enterprises is prone to succeed. Large
Enterprises (LE’s) invest huge money in ERP Implementation
to get desired results quickly as possible and they achieve their
goals within targets (budget, time, accuracy) [13].

Vol. 8, No. 10, 2017

C. ERP Implementation in Small and Medium Size
Enterprise (SMEs)

SMEs are increasingly in focus because of their huge
potential for growth and vary in size, age, sector and
knowledge base with innovative capacity [14].

They constitute the vast majority of industrial units and
services worldwide and are a source of employment. High-tech
SMEs embraced, high quality standards and competitiveness
and have continued expanding faster than the rest of the
industrial economy [14].

The SME sector in Pakistan contributes to nearly 30% of
GDP in Pakistan and, contains about 12 million units and
employing nearly 30 million peoples. The sector adapted and
restructured to face competition from global players to respond
quickly [15].

In the industrial development of a country the importance
of the SME sector cannot be overemphasized. SMEs constitute
nearly 90% of all businesses in Pakistan; employ 80% of the
non-agricultural labor; and their share in the annual GDP is
about 40% [16]. However, unlike large enterprises in the
formal sector, small and medium enterprises are limited by
financial and other resources.

IT is recognized as a viable, competitive actor facilitating
increased productivity, better profitability, and value for
customers [17]. The role of Information Technology (IT) in
competitiveness has been mainly focused on large
organizations. However, on the world market today, and in the
era of e-commerce, small and medium size enterprises (SMES)
can use IT to improve their competitive positions with their
larger counterparts [18]. Quigley et al. [19] showed that small
businesses are using the Internet more than their counterparts.
To take full advantage of IT and compete in the global business
environment, business leaders must recognize the strategic
value of IT and to exploit it.

Pakistan is a developing country, which is why many
organizations have not implemented proper IT infrastructure.
In a survey conducted by Irfan et al. [20], only 16% SMEs
were using computers.

Although ERP systems were first designed to run in large
companies, SMEs were increasingly motivated to introduce
ERP [21]. SMEs attempted to improve their organizational
performance by implementing ERP in their organizations but
did not achieve desired results. Many small businesses still use
outdated applications that do not support the emerging business
practices [22].

Saini et al. [23] concludes that SMEs have the same needs
as large enterprises, but face different challenges because of
their limited resources and financial capabilities. Marsh [24]
confirmed that SMEs do not have sufficient resources or are
not willing to devote a significant part of their resources to a
complex ERP implementation process. A better understanding
of the ERP implementation in SMEs is necessary to ensure to
get high results from ERP.
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D. ERP Implementation Success

In fact, implementing ERP systems is now a common
practice in the world. Although ERP is now a very common
phenomena, but the ratio of unsuccessful implementation of
ERP is still high [25].

The literature review shows that successful implementation
of ERP and failure is not conclusive. While some analysts
point positive impacts and results of the ERP application,
others report ERP failures. One of the reasons for these
different points of views lies in the multidimensionality of the
concept of success and difficulty of developing a single success
and failure measurement [26].

If these goals are set before ERP implementation begins,
the benefits or targets will be evaluated based on whether these
goals are achieved or not. If these goals are not set before ERP
implementation begins, the ERP will not be able help to get
desired results, as targets will change. ERP success and failure
depends upon what you want to achieve from ERP and whether
it is achievable or not.

E. Critical Success Factors (CSFs)

The concept of ‘success factors’ was first introduced by
Daniel (1961) in his seminar HBR article “Crisis of
management information”. He differentiates between three
types of useful data for companies: environmental, competitive
and internal; and argues that the enterprise information system
(1S) should be discriminatory and selective in reporting internal
data. An IS should focus on the factors of success, which
according to him usually are three to six for most of the
companies in an industry and are defined as those key jobs
which must be done exceedingly well for a company to be
successful [26].

One of the main research issues in today’s ERP systems is
to study the ERP implementation success. Critical success
factors (CSF) are those factors which are essential to achieve
organizational desired goals from ERP.

Many studies have sought to identify factors that positively
affect the success of ERP installations. Relevant studies
include Li, Hsing-Jung et al. [27], Kulkarni et al. [28],
Baykasoglu et al. [29], Nagpal et al. [30], Saygili et al. [31],
Lloyd Miller et al. [32], Kalinga et al. [33], among others.

The success of all ERP projects depends directly on the
success of the CSFs. Some other studies related to CSFs on
projects have mainly explored the four issues.

e What are the critical factors that influence the success of
ERP Implementation at SMEs?

e Which critical factors should get high priority in
judging the success of ERP implementation at SMES?

e What factors are there to illustrate the success of ERP
implementation?

e What factors led to successful ERP in a coherent
manner?

Vol. 8, No. 10, 2017

IV. RESEARCH METHODOLOGY

The main purpose of this research was to determine the
factors that contribute to the success and failure of ERP
implementation in Pakistani SMEs. In this research, qualitative
analyses with quantitative ratings have been used to create the
summary. The research is focused on “Pakistani SMEs and
Pakistani ERP Consultants (Specific to Pakistan)”.

In this research, ERP Implementation success is considered
the dependent variable and organizational factors, human
resources factors, project management factors, ERP factors are
taken as independent variables. Data is collected through a
customized questionnaire and then analyzed.

A questionnaire was developed for this study. The draft of
the questionnaire items was extracted from various previous
research studies and adapted for this research.

A two-part survey was developed to collect data for
analysis and hypothesis testing. The questionnaire was
developed in two phases. This method is a popular method to
design proper well defined questionnaire used in various
research [34], [35].

Phase 1: A pilot questionnaire was sent out. The draft of
the questionnaire was developed was from previous research
studies and customized for our research. This pilot
questionnaire  was  further examined by 10 ERP
Implementation experts, who had experience in the use of
enterprise information systems such as SAP, Oracle Businesses
Suite, MS Dynamics, or any home-grown ERP system.

Phase 2: The questionnaire was revised accordingly and
used it in a pilot test-1l with 15 Pakistani ERP consultants.
Therefore, the initial survey instrument was revised
extensively. Research methodology framework described in
Fig. 2.

The survey, respondents were requested to provide answers
on a 5-point Likert scale.

e 5-Strongly Agree

o 4- Agree

e 3 - Neutral

e 2 - Disagree

e 1 - Strongly Disagree.

In the case of respondents from leading organizations, the
research questionnaire was intended for those individuals who
played a leading role in the ERP implementation (i.e. ERP
Manager, ERP Project Managers, Head of IT, etc.). They had
insight into their projects and were able to answer the survey
questions and evaluate the measures included in the
guestionnaires.

During the research 400 respondents were contacted and 60
responses were obtained (response rate is 15%) from
companies representing various industries in Pakistan.
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Fig. 2. Research methodology framework.

V. RESULTS AND DiscuUsSION

In order to illustrate the respondents’ point of view on
regarding the importance of proposed factors, an average was
calculated for each factor. These calculations have been made
from all experts opinions.

CSFs for successful ERP implementation in Pakistani
SMEs have been identified through extensive literature review
and further examining by ERP Implementation experts, then
determining whether it was complete and clear. Most of the
earlier research has not specifically focused on SME sector and
the research has been broad based. It has been assumed that
CSFs identified from ERP implementation and other industries
will be applicable for ERP implementation in SMEs. In this
study, a total of 38 CSFs have been identified which are
grouped in 4 Categories (describe in Fig. 3). The same is
presented in Appendix I.

Organizational

Human Resources

Fig. 3. High level research conceptual model.

SPSS (Statistical Package for Social Sciences) was used as
data analysis software Package. SPSS further refined the
results and output data in different ways (i.e. validity test,
reliability test, factor analysis etc.).

Vol. 8, No. 10, 2017

A. Reliability Test

Reliability test for the instruments were conducted from the
survey data. The Cronbach coefficient (o) was calculated to
test the reliability and internal consistency of the responses.
Cronbach’s alpha reliability coefficient normally ranges
between 0 and 1. The closer the coefficient is to 1, the greater
is the internal consistency of the items (variables) in the scale.

The value of a in this study was found to be 0.949
(Cronbach’s alpha reliability coefficient normally ranges
between 0 and 1) which is considered highly acceptable. After
conducting reliability test, the data was analyzed to obtain the
final results.

B. Validity Test

Validity is a measure of the degree of validity or validity of
a research instrument. An instrument is said to be valid if it can
measure what is to be measured or desired. An instrument is
said to be valid if data for the studied variables can be revealed.

For the group of 60 respondents from Pakistani SMEs
validity was found to be 0.9747.The validity was found by
using Guilford’s formula i.e. by applying the square root of the
reliability.

C. Demographic Analysis

Demographic analysis is shown in Fig. 4 and respondent
industry type results are present in Table 1 and Fig. 5.

Respondents’ qualification analysis is shown in Fig. 6.

Retail Oil & Gas
Distribution 29 2%
8%

Manufacturing
21%

Services
61%

Companies Working Nature

Fig. 4. Companies working nature.

Respondent Industry Type

Number of Companies

Industries

Fig. 5. Respondent industry type.
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TABLEl.  RESPONDENT INDUSTRY TYPE The larger the standard deviation is, the more spread out the
: Nurber oF observations are.
I1d Industries Companies Sk . )
ewness and Kurtosis are used to validate the data for
a Computer Service 15 normality [36]. Table 3 presents including min, max, Skewness
b Pharmaceutical 12 and Kurtosis.
c Healthcare 10 Skewness: Skewness measures the degree and direction of
p Aviation a asymmetry. A symmetric distribution_ _such as a normal
distribution has a Skewness of 0. A positive Skewness value
e Telecommunication 3 indicates positive (right) skew; a negative value indicates
f ERP Consultant Firm 3 negative (left) skew. The higher the absolute value, the greater
the skew is.
g Bank 2
h NGO 2 _ Kurtosis: Kurtosis is a measure o_f tail ex_trer_nity_ reflecting
either the presence of outliers in a distribution or a
i Utilities 2 distribution’s propensity for producing outliers, a positive
j Electronic and Electrical 1 kurtosis value indicates positive kurtosis; a negative one
: indicates negative kurtosis. The higher the absolute value, the
k SETE SENEES L greater the kurtosis is (shown in Table 3).
| Insurance, Life and Health 1
m 0il & Gas 1 TABLE II. DESCRIPTIVE STATISTICS
Std.
N Others 3 CSF# | N Mean | Error of Med | Mod gtedv Var
Mean
Respondents - Qualification C1l 60 | 4.8 0.1 B 5 0.459 0.210
M.Phil/PhD, 7% C2 60 4.5 0.1 5 5 0.671 0.451
C3 60 | 4.3 0.1 4 5 0.767 0.588
C4 60 [ 43 0.1 4 5 0.793 0.629
Graduate, 25% C5 60 | 4.2 0.1 4 4 0.713 0.509
C6 60 [ 44 0.1 4.5 5 0.726 0.528
C7 60 | 4.3 0.1 4 5 0.715 0.511
C8 60 [ 43 0.1 4 5 0.719 0.517
— C9 60 | 4.2 0.1 4 4 0.694 0.481
c10 [60 [ 46 0.1 5 5 0.579 0.336
cit [e0 [46 0.1 5 5 0.560 0.313
] . c12 |60 [45 0.1 5 5 0.646 0.418
Fig. 6. Respondents — qualification. C13 50 | 45 01 5 5 0.695 0.484
ci4 [e60 [45 0.1 5 5 0.695 0.483
D. Descritptive Analysis Cl5_ |60 | 43 |01 4 4 0637 | 0406
Table 2 presents basic statistics including mean, standard [ C16 | 60 | 45 0.1 5 5 0619 0.383
deviation, mode and variance. The values were well c17 60 [ 45 0.1 5 5 0.593 0.351
understood in the desirable levels and the analysis of the | C18 [60 |44 0.1 45 |5 0.617 0.381
principle components had to be used to extract the main [ C19 60 |44 01 4 > 0615 | 0.379
factors. The values were well within desirable levels and gg(l’ 28 j-i g'i g g 8'%11 8"5‘5138
analysis needs to extract the main factors. =5 RN o i = o e
Where, c23 |60 [43 0.1 4 4 0.647 0.419
o . . ) c24 |60 |43 0.1 4 4 0.672 0.452
N: This is the number of valid observations for the variable. Cc25 60 | 4.2 0.1 4 4 0.743 0.552
Mean: This is the arithmetic mean across the observations. &) UM L > > DLz, oty
It is the most widely used measure of central tendency. It is g;; 28 j‘i 8'1 g 2 8';11 g'gig
commonly called the average. The mean is sensitive to 29 50 22 01 5 z 0799 0638
extremely large or small values. C30 50 |25 01 B 5 0,647 0418
Variance: The variance is a measure of variability. Itisthe [C3L 160 |44 |01 = g CHE SR MU0
sum of the squared distances of data value from the mean |-&32 160 |43 AL = 5 OL750R 0563
divided by the variance divisor. The Corrected SS is the sum of ggi 28 j'g 8'1 i j g'égé g'i;z
squared distances of data value from the mean. Therefore, the c35 &0 | 42 o 7 = 0790 062
variance is the corrected SS divided by N-1. C36 5 (21 01 7 z 0827 0.682
Standard Deviation: Standard deviation is the square root | C37 [ 60 [ 45 0.1 > 5 0.671 0451
of the variance. It measures the spread of a set of observations. LC38 | 60 | 45 01 5 5 0695 | 0483
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TABLE Ill.  SKEWNESS AND KURTOSIS
Std. Error of . Std. Error of
CSF # N Min Max Skewness Skewness Kurtosis Kurtosis
Cl 60 3 5 -1.858 0.304 2.705 0.599
C2 60 3 5 -1.007 0.304 -0.138 0.599
C3 60 3 5 -0.482 0.304 -1.132 0.599
C4 60 3 5 -0.538 0.304 -1.198 0.599
C5 60 3 5 -0.274 0.304 -0.972 0.599
C6 60 3 5 -0.665 0.304 -0.813 0.599
C7 60 3 5 -0.531 0.304 -0.874 0.599
C8 60 3 5 -0.574 0.304 -0.861 0.599
C9 60 3 5 -0.365 0.304 -0.857 0.599
C10 60 3 5 -1.312 0.304 0.796 0.599
Cl1 60 3 5 -0.909 0.304 -0.171 0.599
C12 60 3 5 -0.879 0.304 -0.259 0.599
C13 60 3 5 -1.058 0.304 -0.147 0.599
Cl4 60 3 5 -0.942 0.304 -0.335 0.599
C15 60 3 5 -0.333 0.304 -0.637 0.599
C16 60 3 5 -0.669 0.304 -0.471 0.599
C17 60 3 5 -0.604 0.304 -0.548 0.599
C18 60 3 5 -0.611 0.304 -0.524 0.599
C19 60 3 5 -0.555 0.304 -0.566 0.599
C20 60 3 5 -0.89 0.304 -0.322 0.599
C21 60 3 5 -0.823 0.304 -0.581 0.599
C22 60 3 5 -0.421 0.304 -1.214 0.599
C23 60 3 5 -0.425 0.304 -0.662 0.599
C24 60 3 5 -0.488 0.304 -0.723 0.599
C25 60 3 5 -0.242 0.304 -1.131 0.599
C26 60 3 5 -0.786 0.304 -0.795 0.599
C27 60 3 5 -0.928 0.304 -0.447 0.599
C28 60 3 5 -0.823 0.304 -0.581 0.599
C29 60 3 5 -0.869 0.304 -0.862 0.599
C30 60 8 5 -0.94 0.304 -0.165 0.599
C31 60 3 5 -0.758 0.304 -0.736 0.599
C32 60 8 5 -0.502 0.304 -1.047 0.599
C33 60 3 5 -0.31 0.304 -1.001 0.599
C34 60 8 5 -0.18 0.304 -0.660 0.599
C35 60 3 5 -0.397 0.304 -1.290 0.599
C36 60 8 5 -0.123 0.304 -1.530 0.599
C37 60 3 5 -1.007 0.304 -0.138 0.599
C38 60 8 5 -1.118 0.304 -0.036 0.599

Above results shows that which CSFs are the most critical
in ERP Implementation process.

E. Top Critical Success Factors

Respondents considered that the top management support
and commitment was the most important according to the
analysis in Organizational category. Organization clearly
defined strategic goals is second highest CSF in organizational
category. An effective management technique is third highest
CSF in organizational category (shown in Fig. 7).

Respondents considered that the Human motivation,
support and consideration were the most important according
to the analysis in HR category. Qualified skilled staff is second
highest CSF in HR category. Proper rewards system is third
highest CSF in HR category (shown in Fig. 8).

Respondents considered that the Realistic expectation of
top management and enterprise were the most important
according to the analysis in project management category.

Clear Project objective, mission, strategies and direction is
second highest CSF in project management category. Well-
designed project schedule and plan is third highest CSF in
project management category (shown in Fig. 9).

Category - Organizational
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Fig. 7. Top CSFs - category — organizational.
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Fig. 8. Top CSFs - category - human resources.
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Fig. 9. Top CSFs - category - project management.
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Fig. 10. Top CSFs - category — ERP.

Respondents considered that the End User Training were
the most important according to the analysis in ERP category.
Reliability of ERP is second highest CSF in ERP category.
Proper ERP user documentation is third highest CSF in ERP
category (shown in Fig. 10).

VI. CONCLUSION

This study examines ERP implementation projects using a
proposed success factor model. The model was defined based
on a thorough review of the literature and feedback from ERP
Experts, and the factors were grouped using the own novel
categorization for this study. In addition, this research uses its
own proposal of synthetic measurement of successful
implementation.

The main contribution of this article is one of the first
comprehensive studies in the influence of particular factors on
the success of ERP projects in Pakistan. This research goes

Vol. 8, No. 10, 2017

beyond simply stating the subjective opinions of respondents
and illustrating the real impact of factors on the success of the
ERP project, recognizing those who have the most influence.

This study bridges the gap in the existing literature with an
emphasis on the SME sector, as previous research in this area
was not focused on the SME sector.

38 CSF were identified from the existing literature and then
grouped into four using factor analysis (Appendix 1). The
results of the research clearly indicated that leadership qualities
played an important role in obtaining top management support
for successful ERP implementation.

ERP consultants and ERP vendors will benefits from the
guidelines for successful ERP implementation for Pakistani
SMEs. The key results were described in management and
non-management factors.

A. Management Factors

e Top management commitment and organizational
support are necessary for  successful ERP
implementation in Pakistani SMEs.

e End User motivation, support and consideration are also
play a vital role for successful ERP implementation in
Pakistani SMEs.

e Qualified Staff is another factor for successful ERP
implementation in Pakistani SMEs.

e A clear business plan, vision, goals and objectives are
essential to guide an ongoing organizational effort to
successfully implement ERP.

e The success of ERP implementations depends on user
involvement that makes the user comfortable with ERP
systems and increases their expertise and knowledge.

e A key factor for the successful implementation of ERP
requires a corporate culture that emphasizes the value of
sharing common goals in relation to individual
activities and the value of trust between partners,
employees, Managers and businesses.

B. Non-Management Factors

e Training and education of End user are an important
factor for successful ERP.

e ERP Proper documentation is essential for ERP
implementation.

e Good IT infrastructure is required for ERP execution.

e ERP System has a well-defined consistent interface
which leads to end user satisfaction.

VII.PRACTICAL IMPLICATIONS

The results of this study have important practical and
research implications. The main conclusions of this study
would be of great value for the management of Pakistani SMEs
in making decisions about ERP adoption. In addition, it
provides information systems researchers and ERP consultants
with a better understanding of the adoption of ERP systems in
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the context of developing countries like Pakistan to ensure the
successful implementation of the ERP. However, it should be
recognized that, since this research emerges from a single, in-
depth case study, the ability to generalize the findings is
limited. The results of the study are expected to be more
transferable in the context of Pakistani SMEs in general. In
addition, it also provides a benchmark to further enhance the
scope of ERP implementation research in Pakistani SMEs
among academics and researchers.

VIIl. RESEARCH LIMITATION

This study fills the gaps in literature by proposing a model
of critical success factors in ERP implementation focusing
Pakistani SMEs.
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APPENDIX 1
List of Critical Success Factors (CSFs):
CSF # ERP
CSF # Organizational
C1 Top management support and commitment C20 Clear goals & objectives (get from ERP)
Cc2 Organization clearly defined strategic goals c21 Controlled ROI on ERP implementation
C3 Progressive corporate culture and work climate
Ca Aligned business process C22 ERP Benchmarking to identify cutting-edge ERP techniques
C5 Innovation and competitiveness c23 Best Consultant selection
C6 Effective management techniques
C7 Good change management and organizational adaptability . E3ES! EIRP P26 D €3 SR
C8 Good crisis management and ability to handle surprises c25 ﬁ;ﬁgﬁéﬁggéﬁ“ams involvement in the ERP system
C9 Adequate control system, monitoring and feedback
C26 Vendor support
CSF # U EESaTGEs Cc27 Top Management satisfaction with ERP System
C10 Human motivation, support and consideration Cc28 End User satisfaction with ERP System
C11 Qualified skilled staff
C12 Proper rewards system to encourage ideas and innovation e Relationship of trust among all parties concerned
C30 Reliability of ERP
CSF # Project Management c31 Well-designed ERP System interface
Cil3 Realistic expectation of top management and enterprise
C14 Clear Project objective, mission, strategies and direction = Aligned between organization culture and ERP system
C15 ERP Project tasks are reviewed on a periodic basis C33 Aligned between organization structure and ERP system
C16 Good project communication - —
c17 Well-designed project schedule and plan C34 Good business process reengineering (BPR)
C18 Well defined controlled budget for ERP implementation C35 Legacy systems management
C19 Good IT infrastructure
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Abstract—Nowadays, the usage of smartphones and their
applications have become rapidly popular in people’s daily life.
Over the last decade, availability of mobile money services such
as mobile-payment systems and app markets have significantly
increased due to the different forms of apps and connectivity
provided by mobile devices, such as 3G, 4G, GPRS, and Wi-Fi,
etc. In the same trend, the number of vulnerabilities targeting
these services and communication networks has raised as well.
Therefore, smartphones have become ideal target devices for
malicious programmers. With increasing the number of
vulnerabilities and attacks, there has been a corresponding
ascent of the security countermeasures presented by the
researchers. Due to these reasons, security of the payment
systems is one of the most important issues in mobile payment
systems. In this survey, we aim to provide a comprehensive and
structured overview of the research on security solutions for
smartphone devices. This survey reviews the state of the art on
security solutions, threats, and vulnerabilities during the period
of 2011-2017, by focusing on software attacks, such those to
smartphone applications. We outline some countermeasures
aimed at protecting smartphones against these groups of attacks,
based on the detection rules, data collections and operating
systems, especially focusing on open source applications. With
this categorization, we want to provide an easy understanding for
users and researchers to improve their knowledge about the
security and privacy of smartphones.
adware; malicious

Keywords—Mobile security; malware;

attacks

I.  INTRODUCTION

These days, smartphones are widely used and provided an
abundance of capabilities like personal computers (PCs) and,
moreover, offer lots of connection options, such as 3G, 4G,
Wi-Fi, GPS, LTE, NFC, and Bluetooth. This plethora of
appealing properties has led to a widespread distribution of
smartphones which, as a result, are now ideal targets) for
malicious writers. Basically, mobile operating systems (OS)
can be vulnerable and suffered from malicious attacks due to
running a lot of applications (apps) during the web surfing or
downloading apps from the Internet. Nowadays, people have
more awareness about various smartphones and their
companies, but a very few of them have enough information
about mobile OSes and its vulnerabilities [1], [2]. As a result,
Android OSes are more popular than the desktop OSes (i.e.,
Windows, Mac, UNIX and Linux, etc.) and in general
smartphone usage (even without tablets) is outnumbered than

This paper was supported by The Fundamental Research Funds for the
Central Universities of China.

desktop usage (desktop usage, web usage, overall is down to
44.9% in the first quarter of 2017). Further, based on the latest
report released by Kaspersky on December 2016 [3], 36% of
online banking attacks have targeted Android devices and
increased 8% compared to the year 2015. In all online banking
attacks in 2016, have been stolen more than $100 million
around the world. Although Android OS becomes very popular
today, it is exposing more and more vulnerable encounter
attacks due to having open-source software, thus everybody
can develop apps freely. A malware writer (or developer) can
take advantage of these features to develop malicious apps.
Because of the malware apps, smartphones can be easily
vulnerable to malicious activities such as phishing, hijacking,
hacking, etc. which might steal the sensitive information
without the user's knowledge [4]. Since the mobile OSes can be
installed on other devices, like tablets, phablets, etc., the same
security issues are existed. For example, most of the users used
to download and install third-party apps (e.g., games,
photography apps, etc.). Due to this reason possibility of
installing malware and adware apps is increasing as well. In
general, users utilize smartphones for payment transactions
increasingly, such as mobile banking and online shopping, and
in addition, there are probably more fake apps (i.e. malware
apps in cover of real apps) that designed to make profits for
malicious writers [5]-[7].

The main contributions of this survey are summarized as
follows.

e We review different mobile OSes and their features
(e.g. architecture, security mechanisms, etc.)

e We investigate about sensitive security issues affecting
on smartphones such as malware attacks,
vulnerabilities and categorize them over the period of
2011 to 2017 by focusing on software attacks.

e We present some trusted security countermeasures to
help the users in order to protect their devices.

e We suggest some research points for future works.

The rest of this paper is organized as follows. Section 2
presents a review of existing literature about smartphone OSes.
Section 3 describes different types of malware, software
attacks or threats, vulnerabilities and discusses current threats
targeting smartphones OSes. Section 4 introduces some most
wanted mobile malware families in 2016 and 2017. Section 5
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presents some existing security countermeasures against threats
for smartphone users. Section 6 suggests some research areas
about malware detection techniques for cyber security
researchers. Finally, Section 7 draws some conclusions.

Il. SMARTPHONE OPERATING SYSTEMS

A. Definition

A smartphone OS (or Mobile OS), is a system software
which is able to run on smart gadgets (e.g., smartphones,
tablets, phablets and other support devices), that allows it to
run other applications developed for its platform. In other
words, the smartphone OS is responsible for determining the
features and functions available on the device, such as
keyboards, thumbwheel, WAP, and synchronization with apps,
etc. Basically, it provides a layer on the device to run apps,
scheduling tasks and controlling peripherals (e.g. network
connections, output peripheral devices, etc.). As the general
architecture of a smartphone OS depicted in Fig. 1, it placed
between hardware and applications in order to manage the
relations with them [8].

Hardware

Fig. 1. Smartphone OS architecture.
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Fig. 2. Number of internet users (millions) [10].
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Currently, most of the Internet users are connected via a
smartphones, tablets and PCs. According to the latest report by
ComScore [9], which is depicted in Fig. 2, there were two
different groups of the Internet users: the first group “desktop
PC wusers” and second ones “smartphone users” and, in
addition, there were more than 1.8 billion smartphone users
until the end of March 2015. It means that the number of
smartphone Internet users are outnumbered than desktop users
due to the popularity of smartphones in recent years [10].

B. Smartphone OS Features

Technically, smartphones have different features from one
to another, which are dependent on the technologies owned
(e.g. Camera, fingerprint, Sensors, and NFC, etc.). Due to
having different technologies, the OSes should provide proper
control of them. On the other hand, unlike hardware features,
the OSes also have various features that determine how to
exploit smartphones by using apps such as running apps,
multitasking, security, etc. Therefore, popular smartphone
OSes can be classified in five different categories such as
Android, Apple iOS, Microsoft Windows Phone, BlackBerry,
and others. These days, there are so many third-party apps that
are available for smartphones on the online markets (or app
stores) and are increasing rapidly. On the other hand, there are
some default apps that initially installed on the OS such as
Web browser, email, text messenger, navigator and app stores
etc. The most malware apps are hidden under the cover of
normal apps and shared on the online markets, but users cannot
guess about whether they are malware or real apps [4], [11].

App Store (Market): App store is an online market which
providing to browsing and purchasing many apps for
smartphone users such as Google Play Store (Android), Apple
Store (iOS) and Microsoft Store (Windows Phone), etc. In fact,
anyone can develop an app and share it on the app stores to
earn money or personal gain [12]. Commonly, all app stores
check the apps by high-level anti-malware before releasing
them. Moreover, current anti-malware companies utilized-
malware detection techniques such as signature based and
machine learning (behavior) techniques, but still these
techniques are not efficient to identify new unknown malware
[13], [24], [73].

In continue, we present an overview of most popular
smartphone OSes and describe their system architectures.

e Android is an open-source OS developed by the
Google, based on the Linux kernel and designed
primarily for touchscreen devices. As shown in Fig. 3,
Android OS is consisted four main layers namely:
Linux kernel, Libraries, Java APl Framework, and
System Apps [15]-[17].

- The Linux kernel is responsible for managing core
system services such as virtual memory, physical
device drivers, network management, and power
management.
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Fig. 3. Anillustration of android architecture [18].

- Libraries: This layer is hosted upon the Linux kernel
and consisted OpenGL|ES, audio manager, open-source
Web browser engine WebKit, SQLite database which
is useful storage for saving and sharing data and, in
addition, SSL libraries are responsible for the Internet
security, etc.

a) Android Libraries: This group is contained those
Java-based libraries which are designed especially for
developing apps. In addition, these libraries included some
facilities for developers such as user interface building,
graphics drawing and database access (e.g. “Android.app”,
“Android.database”, “Android.opengl”, and “Android.view”,
etc.). Basically, the Android OS is written in C/C++ and has
covered the Java-based core libraries in the Android runtime.
In general, most of the Android apps written in Java, however,
there are some other platforms for developing apps by C/C++,
Python, and Basic, etc. [11].

b) Android Runtime: This part contained a component
which is called ‘Dalvik’ Virtual Machine (or Android Run
Time (ART) is the next version of Dalvik) which is a type of
Java Virtual Machine especially developed and optimized for
the Android OS. The Dalvik VM utilizes the Linux core

features like multi-threading and memory managements,
which is essential for the Java language. The Dalvik VM
enables every Android app to execute in its own process with
its own space of the Dalvik. Moreover, the Android runtime
also provided a set of core libraries for developers to write
Android apps using standard Java language.

- Java APl Framework: This layer provided many
services for apps using the Java classes. The developers
are allowed to make use of these services in their apps.
Also, the Application framework consisted key
services such as activity manager, content providers,
resource manager, notification manager, and view
system, etc. [19].

- System Apps: Basically, Android has a set of core
apps for contacts, SMS messaging, email, calendars,
Internet browsing, etc. The apps consisted with the
platform have no special status among the apps the user
selects to install. Furthermore, a third-party app can be
set as a default app (e.g., SMS messenger, web
browser, or even the default keyboard, etc.). The
system apps operate both as apps for end users and to
provide key capabilities which developers can have
access from their own app [18].
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»  Security: The Android was designed with openness in
mind, and is favorable to the use of third-party apps and cloud
based services. The Google has introduced several security
layers for Android OS platforms [20]-[22]. Currently, Android
has five key security features including following points.

a) Security at the OS level (Linux kernel): The Linux
kernel enabled Android with a set of security measures. It
presents a user-based permission model, a secure mechanism
for IPC (inter process communication), process isolation and
ability to clear any unnecessary insecure parts of the kernel. It
also can ban multiple system users from accessing each
other’s resources and exhausting their effects.

b) Mandatory application sandbox: This feature used a
user-based protection to create an “Application Sandbox” such
that assigns a unique user ID to each app, and each one run its
OWnN Process.

c) Secure inter-process communication:  Android
performs each app at the process level through the Linux
kernel, which does not permit apps to interact with the other
apps and assigns them only some limited accesses to the
Android OS.

d) Application signing: This key feature provided the
user permission-based access control and provides a list of
permissions on the first page of installation package (APK)
that the intended app will utilize (or access) them after running
on the device.

e) Application-defined and user-granted permissions:
This feature gives a set of file system permissions so that each
app has its own files and except a developer explicitly exhibits
files to another Android app, files generated by one app
cannot be read or changed by another one (i.e., if an
organization wants to share data between a few of its own
Android apps, it can use ‘Content Providers’ via custom
permissions to share the data). Permission prevents any other
apps on the device from accessing the app’s data unless access
was specifically requested & granted to the intended apps.
Once a custom permission is set, only apps which were
granted the custom permission can initiate IPC with the
protected app). More information can be found in [11], [25].

Recently, the Google provided a way of access control by
users in Android 6.x so that the users can enable or disable
permissions for apps. Practically, this access provides an option
to control the exhausting adware apps as well. It is an efficient
option to block the unauthorized permissions for the malicious
apps but most of the users do not have sufficient knowledge
about the permission accesses.

However, due to the increasing the number of malware
attacks targeting Android devices, the existing security
mechanisms are not adequate to mitigate malicious attacks. In
addition, the popularity of Android OS made it a proper target
for the malware developers. In fact, a huge number of
malicious attacks are targeting these devices on a daily basis.
For example, according to the latest malware evaluation report
released by Kaspersky Lab on February 2017 [42], they
registered nearly 40 million malicious attacks by mobile
malware apps over the Android OS during 2016. Over the
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reporting period, the number of new malware files increased
significantly from 29% in 2015 to 43% in 2016.

e Apple iOS (formerly iPhone OS) is a smartphone OS
which is designed and developed by Apple Inc.
exclusively for its products (e.g. iPhone, iPad, iPod).
The i0S has a multilayer architecture and operates as
an intermediary between the underlying hardware and
the apps running on their devices. The iOS architecture
can be classified as a set of four layers, which are
depicted in Fig. 4. Lower-layers included fundamental
services that all apps rely on it, and moreover, higher-
level layers give sophisticated graphic services and
interface related services [22].

Cocoa Touch

Media

Core Services

Core 0S

Fig. 4. i0OS Architecture [22].

- Core OS contained the low-level features such as
accelerate frame work, external accessory framework,
and Bluetooth framework, etc. (e.g. accelerate frame
work included interfaces for executing DSP, Linear
algebra and image processing calculations).

- Core Services consisted of the high-level features
which all apps can use them such as Cloud Kit
framework, address book framework, and Core
location framework, etc. (e.g. Cloud Kit provided a
medium for transferring data between the user’s app
and iCloud) and in addition, it also included specific
interfaces for low-level data types, network connection,
startup services and accesses. These interfaces are
usually C-based and core-centered that offers several
technologies such as SQLite, POSIX threads, and
UNIX sockets.

- Media layer included game kit, map kit, IAD, UIKit,
events (touch), and view controllers. In other words, it
provides a data section for using audio, animation,
video, text, and image formats (e.g. PNG, JPEG and
TIFF).

- Cocoa Touch consisted of some key frameworks for
developing iOS apps. These frameworks provide basic
infrastructures and support for key technologies such as
touch-based inputs, multitasking, push notifications,
and many high-level system services (i.e. when the
developers want to design an app should investigate
about the technologies in this layer) [23]-[25].

»  Security: The iOS has provided various APIs to
perform security features for developers. The iOS applies a
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common data security architecture (CDSA) to perform the
security features like desktop counterpart and file access
permissions on low-level properties which execute by the
BSD kernel (UNIX OS based kernel). Moreover, higher level
functionality is given by CDSA (e.g. encryption, security data
storage, and authentication). The iOS users do not have any
control on permissions access to which the app requires to
access for doing its job. In fact, the iOS presents a set of
limited permissions for third party apps which are required by
the app’s sandbox, where each app can run separately from
other apps on the iOS. Moreover, iOS can block the access of
the device’s subsystems [26]. Basically, the iOS isolation
policy is responsible for handling the permissions which the
app requires without asking the user. In some cases, iOS also
asks some permission to access the specified resources that
have to be accepted by the user of the device. These
permissions are included receiving notifications from the
Internet, accessing location data (GPS), sending an outgoing
SMS or email message and starting an outgoing phone call.
Although the Apple iOS has security mechanisms for
protecting against malware apps, but still they are increasing
via new techniques in the cover of real apps [27]-[29].

e Windows Phone (WP) is a smartphone OS
which developed by Microsoft for large screen
smartphones. For the first time, Windows phone 7 was
released in 2010 and received the latest update WP 8.1
and Windows 10 up till now. It also supports large
screen tablets, phablets, and X-Box gaming, and
provides multitasking, installing third-party apps and
games [8], [28]. Microsoft Lumia was the first brand of
this family of Microsoft smartphones that received a
windows 10 mobile beta update in February 2015. The
Windows 10 mobile only can be used for smartphones
and phablets which are running on the ARM processor
architectures.  Microsoft has  presented  tools
for developersto  easily port some iOS apps  with
minimum alterations. The developers can utilize
Microsoft Visual Studio for designing WP apps (e.g.
Visual Basic .NET and C#), [30]-[32].

»  Security: Currently, Windows 10 mobile utilizes the
same security mechanisms like the Windows 10 OS (PC) for
protecting against emerging security threats. These
mechanisms are consisted windows hello, windows
information protection and malware resistance.

a) Windows Hello for Business: This technology
provides an identity and access control features that only
authorized users could access data and resources. It also
presents a secure multi-factor authentication (MFA)
deployment and employs a companion device, offering the
PIN and biometric authentication methods.

b) Windows Information Protection: This technology
enables an automatic data separation for preserving corporate
information when they are being shared with personal data
and apps.
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¢) Malware Resistance: This merit technology applies
multi-layered protections such as start-up processes, hardware
devices and apps platform for reducing the threats of malware.
These days, Windows phone has become less popular than
Android and iOS between users, as 0.5% of market share
belonged to this OS in 2016. It means that the most malware
apps are targeting Android and iOS devices [33]-[35].

e BlackBerry (RIM) is developed by BlackBerry for its
smartphones and the RIM’s Playbook tablet. RIM OS
was discontinued after the release BlackBerry 10 in
2012, but this company announced that will continue
the support of the RIM OS. BlackBerry 10.x became
the fourth most widely used smartphone OSes that has
less than 0.2% of the mobile OS market share in 2016.
BlackBerry 10 is a Unix-like OS which is called QNX
based. It was originally developed by QNX software
systems until the company was bought by BlackBerry
in April 2010. In addition, the BlackBerry 10 used the
application framework Qt (version 4.8) and the features
of Android runtime for executing Android apps. On
October 2015, the BlackBerry company announced
that they do not have plans to release new APIs and
software development kits (SDKs) or adopt Qt
framework and in next updates (like Qt 5 and
BlackBerry 10.3.3, 10.3.4) would only focused on the
privacy and security optimizations [31], [36], [37].

»  Security: BlackBerry 10.x provided some key security
features such as platform security, secure device management,
data in transmission security, and app security, etc.

a) Platform security: This technology verifies the
authenticity of the BlackBerry 10.x and its applications when
any BlackBerry 10 devices in the world boots up. Basically,
This OS is based on QNX Neutrino RTOS that provides a
kind of resilience and security protection against tampering,
malware and data leakage.

b) Secure device management: This service provides the
highest levels of security control for users that can use a
specific space for their personal data usage without sacrificing
their security needs. It also permits easy access to all the
personal accounts and maximizes productivity while
seamlessly securing the data.

c¢) Data in transit security: BlackBerry 10 supports a
full range of encryption and authentication approaches,
allowing the users to safely connect their devices to networks
using the BlackBerry infrastructure, VPN, and Wi-Fi.

d) App security: This technology assigns to all apps in
their own sandboxes for securing against data leakage and
malware.

However, Blackberry 10.x has owned some security
features but since it can be able to run the Android apps, there
has been a lot of Android malware that target the BlackBerry
10.x as well [38].

e Symbian is a discontinued mobile OS which was
originally developed as a closed-source for PDAS in
1998 by Symbian Ltd. This OS was used primarily by
Nokia, Sony Ericsson and Motorola with its UIQ user
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interface up till the end of 2010. In that time, the
Symbian Foundation disintegrated and Nokia took
back control of the OS development. In February 2011,
Nokia was the only remaining company still supporting
Symbian outside the Japan, in addition, announced that
would prefer to use Microsoft Windows Phone 7 as its
primary smartphone platform. Now, Symbian OS is
also used by a number of Japanese mobile
manufacturers for handsets and sell inside of the Japan
[31].

C. Comparison of the Smartphone Operating Systems

New generations of smartphone OSes have a lot of useful
features which have led to more popularity and reputation
among their users. We summarized some available features of
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smartphone OSes over the period of 2011-2017 that depicted in
Tables 1 and 2. As a result, the majority of the users have
preferred to buy Android OS smartphones due to having a lot
of apps and open-source based software. Moreover, some
famous companies such as Apple, Microsoft have lost many
users due to they have closed source based apps and the high
price of their products [35], [36], [39].

Table 2 depicts the percentage of global smartphone OS
market share that has been sold to the end users (i.e., between
the first quarter of 2011 to the end of first quarter of 2017).

As depicted in Fig. 5, almost more than 80% of the end users
from all over the world have bought Android OS smartphones

in recent years.

TABLE I. A COMPARISON OF THE SMARTPHONE OSES MARKET SHARE OVER THE PERIOD OF 2011 — 2017
OS Name . . ] -
Android Apple iOS Windows Phone BlackBerry (RIM) Symbian and others
Factors
Closed source, previously
Source Code Open source Closed source Closed source Closed Source
open source
] . Unix-Like, . A
OS Family Linux . Windows NT Unix-Like, QNX RTOS
Darwin
Support by Google Apple Microsoft Blackberry Discontinued (2012)
Exclusive Company Unexclusive Apple Unexclusive BlackBerry Unexclusive
. . . Java, C, C++,
Programming Written in Basi C,C++ C, C++ C, C++,Qt C++
asic
Smartphone Market share sold to
7479 % 16.11 % 3.33% 3.23% 427 %
the end users (%)
TABLE II. THE PERCENTAGE OF GLOBAL SMARTPHONE OS MARKET SHARE (USERS) [39]
Periodicity Android Apple iOS Windows Phone BlackBerry (RIM) Symbian and others
2011 45.8 18.47 1.9 11.12 21.6
2012 65.85 19.125 2.45 5.17 6.85
2013 78.28 15.57 3.18 2.055 1.85
2014 80.97 15.1 2.82 0.65 0.47
2015 81.6 16.55 1.95 0.3 0.35
2016 84.95 14.27 0.5 0.17 0.17
2017 86.1 13.7 0.2
Android ® Apple iOS Windows Phone M BlackBerry (RIM) Symbian and others
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Fig. 5. Smartphones market share in sales to end users.
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As already explained, Android OS allows developers to
easily design apps with full permissions accesses such as data
transfer, memory management, network management, etc.
Currently, the huge number of Android OS usage and having
open-source based apps have made those devices vulnerable
encounter malicious users [40]. In other words, hackers can
utilize reverse-engineering techniques to obtain sensitive
information from the open-source apps and manipulate these
apps for their malicious purposes [41]-[43].

I1l. MALICIOUS ATTACKS

Nowadays, the smartphone users would like to download
apps for different purposes including social networking, play
new games, photography, etc. from app markets. In general,
they do not care about the malicious of apps whether the
downloaded apps are infected by malware or not and, in
addition, they install them on their devices and run these apps.
Due to these reasons, the number of infected smartphones by
malware and adware apps are sharply growing as well.
According to the latest report released by Kaspersky Lab [42],
the number of malicious installation packages increased
extremely in 2016, amounting to 8,526,221 three times over
the previous year. As a comparison, from 2004 to 2013, they
detected over 10 million malicious installation packages; in
2014 and 2015, the figures were 2.4 million and 2.96 million.
However, the Android has some basic mechanisms to control
the permissions of apps and the most important matter is that
the wide number of unpredicted (or unknown) attacks are
targeting smart gadgets, for example, if a malware app plays a
role like a real app with logical permissions and hides some
malicious activities in cover of its, then how the OS can detect
whether it is malware or not. Obviously, it is essential that the
users exploit a powerful anti-malware to mitigate those attacks.
Further, based on the latest reports by the F-Secure and
Kaspersky security teams which depicted in Fig. 6, the
malicious attacks are still more than 84% over devices using
Android OS [43]-[46].
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mBlackBerry(RIM) = Symbian and others
Fig. 6. Malware attacks on smartphone OSes.

In continue, we categorized software security issues on the
smartphone OSes into three main branches including malicious
software, vulnerabilities, attacks or threats, which are depicted
in Fig. 7.
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Fig. 7. Software security issues on smartphone OSes.

A. Malicious Applications

Mobile malicious application (MMA) is a hidden malware
that can operate in the background of victim’s smartphone
completely imperceptible to the user, and in addition, it is
available to execute or connect to other networks for getting
new instructions. The MMA also can manipulate the victim’s
device and lead to gaining some results such as abusing
sensitive account specs and information. For example, a MMA
can send a message to the specific number or leak the user
location without its knowledge [47]. In other words, the current
version of the MMAs is becoming so much sophisticated with
malware that can run in the cover of real apps, without any
suspicions to the users and even anti-malware as well, then
they can perform some trick activities under control of
malicious users. The next generation of MMAs is predicted to
be even more intelligent, with botnet tendencies to control and
hijack victim’s devices [48]-[50].

Malware: Basically, malware is a malicious software which
may steal users’ information from their devices and, in addition,
the anti-malwares may predict their activities. Recently, there
have been discovered numerous malicious apps that provide
different vulnerable ways for the malicious attacks inside of the
victim’s device. In this case, the researchers categorize
malware apps into four types which are detailed in the
following points.

a) Virus is a malicious app that can imitate itself and the
different imitations of a virus can infect other apps, boot
sector, or files by attaching (or adding) themselves. In order to
replicate the virus in victim’s device, the infected app must be
sent to the target device and performed by its user [1]. For
example, in 2016, a specific virus has been discovered by
check point team that infected over 85 million Android
smartphones around the world. It was called ‘HummingBad’
and predicted that it could make money for its writers up to
$300,000 per month [51].

b) Spyware is a malware which tracks victim’s device
for controlling user activities such as location, contacts, calls,
texting, and emails etc. In some cases, it can send such
information to another place via available networks (or e-mail,
SMS, etc.) and take control over a device without the user’s
knowledge as well [52]. For example, Citizen Lab has
discovered a new dangerous type of spyware in 2016, which
was called “Surveillance” in Android and “Pegasus” in iOS.
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This spyware was incredibly powerful and extremely effective
that allowed hackers to take advantage for obtaining almost
total control of the victim’s device such as collecting email,
monitoring call logs and monitoring messages, etc. [53].

c) Trojan is a kind of malware that provides
unauthorized access to sensitive interactions of the users such
as purchase transactions, premium rate calls, etc. in the
background of the victim’s device. Therefore, the goal of this
kind of malicious apps is transmitting under the cover of real
apps or files [1], [47]. For example, based on the latest report
released by Tencent security researchers on February 2017
[54], they have disclosed a new banking Trojan which is
named “Swearing”. Further, this Trojan infected a wide spread
of Android devices and stole bank credentials of their users
and other sensitive information in China.

d) Rootkit is a hidden process that can run in the
background of victim’s device and build some malicious flaws
by infecting the OS for malware writers. Practically, this
malware tries to disable firewalls and anti-malware or
conceals malicious user-space processes for installing Trojans
[1]. For example, Gooligan is a kind of Rootkits which has
been identified by Check Point on November 2016. Based on
their technical report, a new attack campaign has breached the
security of over one million Google accounts. This malware
can expose messages, photos, documents and other sensitive
data from the victim’s device. In addition, it roots the infected
device and snaffles authentication tokens which are required
to hijack data from Google Play, Google Drive, Gmail,
Google Docs, Google Photos, G Suite, and so on. The
Gooligan potentially has infected Android devices on (Jelly
Bean and KitKat) 4 and 5 (Lollipop), which it was included
over 74% of devices in the market. About 57% of these
devices were located in Asia and about 9% are in Europe [55].

B. Attacks or Threats

Attacks are intrusions or threats that are made by malicious
programmers and, in addition, they use different vulnerable
vectors in the target OSes (or apps) to take the control of the
infected devices. All of these intrusions usually called attacks
or threats, where they used to take control of the infected
device via malware apps or vulnerabilities in the background of
victim’s smartphones. Commonly, they are made by malware
writers for achieving access to sensitive information without
the user’s knowledge [56]-[58]. There are four main types of
attacks including social engineering, phishing, MITM and
mobile botnets.

a) Social engineering is a type of hidden trick for
disclosing sensitive information, fraud or system’s password,
etc. This concept is a kind of hacking and involves
maliciously abusing to obtain sensitive information that can be
applied for malicious purposes. Sometimes, social engineers
act as a confident and knowledgeable employee, such as
managers or enforcers. In other situations, they may pose as
outsiders, such as IT consultants, maintenance supporters, and
native employees, etc. [59], [60]. In case of smartphones,
social engineers usually take advantage from malicious
advertising (Adware or “Malvertising”). There are many
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advertising markets (e.g. Google Ads, Apple iAd, etc.) that
mobile developers can share their apps in the advertising
markets in order to make revenue (e.g. amounting around $13
billion in 2013). The social engineers can also conceal their
malicious codes in the cover of advertising apps for gaining
their purposes. For example, The “TOR” browser was flooded
a fake app in the Apple store that was able to run some
advertising codes without user’s permissions on March 2014
[61].

b) Phishing app is one of the malware which is
designed exactly same as a real app (e.g., mobile banking app,
market app, etc.) for stealing sensitive information such as
usernames, passwords, credit card specs, etc. Technically,
these fake apps pose like a real app by masquerading as a
trustworthy app on the victim’s device. The phishing apps can
break the confidentiality of user input for hijacking login
authentications. For example, a phishing app demonstrates a
fake mobile banking login screen to steal the user’s account
information (e.g. username and password) [47], [60]. Mostly,
it applied to hijack confidential information in the cover of
fake mobile banking apps which have become a recurring
threat according to several incidents reported. As a result of
malware evaluation reported by Kaspersky Lab, there has
been discovered amounting 128,886 mobile banking Trojans
that have used phishing for hijacking the users’ accounts
information in 2016 [42].

C) Man-In-The-Middle (MITM) is a kind of stealthy
fraud that strives to gain information by eavesdropping of data
transmission between two devices when they communicate to
each other. As shown in Fig. 8, the attacker makes a new
connection between target device and server in a banking
transaction. The hacker splits the direct connection into two
new line by using different ways. The first connection is
between hacker and server, another one is between victim’s
smartphone and hacker. This attack is one of the effective
threats because of the property of the TCP and the HTTP
protocols which are all Unicode or ASCII standard based.
Therefore, the MITM hackers can decode and alter the data
streams while they are passing through the target network

[62], [63].
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Fig. 8. An illustration of the MITM attack.

d) Mobile botnet refers to a group of infected
smartphones which are remotely controlled by botmaster (e.g.
a person who prevents the normal network traffic flow)
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without knowledge of the users. In other words, it provides a
flaw inside of the intended app for taking complete access of
the victim’s device for attackers, and then begins contacting
with it and getting new instructions from specific servers.
From the hacking point of view, botnets are considered as one
of the most dangerous types of attacks, which can be utilized
and controlled for any type of malicious purposes (e.g. most
commonly for DDoS (Distributed Denial of Service) or spam
attacks) [64]-[66], [73]. For example, recently, the Check
Point researchers have discovered a new strain of malware on
the Google Play Store. This malware is called “FalseGuide”
which was hidden in over 40 apps for guiding games and, in
addition, the first version of this malware was shared on the
Google Play in February 2017. The “FalseGuide” is able to
generate a silent botnet out of the infected devices for adware
or malicious purposes. In this case, several apps were
manipulated to reach more than 50,000 installations and the
number of infected devices was predicted to reach up to 2
million devices. Moreover, the Check Point informed the
Google security team about this malware and they quickly
removed it from the Google Play. At the beginning of the
April 2017, two new fake apps were shared on the Google
Play including this malware and the Check Point informed the
Google security team once again [67], [72].

C. Software Vulnerabilities

In smartphone OS, vulnerability is a weakness or flaw that
permits an attacker to break the security of smartphones.
Technically, vulnerability is the meet of three bases: a device
susceptibility or flaw, attacker ability to elicit the flaw, and
accessibility of attacker to the flaw. There have been two
reasons for increasing vulnerabilities on Android and iOS
smartphones. Firstly, the Android is the most popular OS
around the world, which is open-source software and
moreover, there are a variety of security weaknesses in old
versions of Android. In addition, most of the Android users do
not care about updating new patches of the OS which may
improve the security of their smartphones. Secondly, the users
used to download apps from official app stores (e.g., Google
Play, Apple Store, etc.) or third-party markets without
checking the authenticity of apps and, then, they run
downloaded apps on their devices. An attacker can apply these
vulnerabilities by designing a malicious app (e.g. fake app, free
app, adware app, etc.) so that it does not require to special
permissions for taking advantage of these wvulnerabilities.
Generally, most of the users think that the Google Play and
Apple Store are protected markets, so downloading apps from
those markets are secure. But, this is a wrong viewpoint due to
the malware apps like real apps, have specific contents and
hackers usually conceal a malicious code in the cover of a real
app for achieving their own profits [42], [47], [68]. As already
pointed out, the Gooligan have been propagated from Google
Play in the cover of free apps such as Prefect cleaner, Wi-Fi
enhancer, Snake, Memory Booster and Stop watch, etc. [55].
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As the results of our review, there are two main categories of
vulnerabilities into smartphone OSes.

a) Free Applications: In this ever changing and
evolving environment, a huge number of free apps are
available on app markets in order to advertising or hijacking
sensitive information from smartphone users. The question is
“what are the benefits of sharing those apps with open access
(or free)?”, the first answer is, app developers release these
apps for achieving popularity between users and the second
answer is, the developers insert a cover code inside the fake
app for gaining remote control or advertisements [42], [47],
[68].

e Adware apps: Basically, this kind of free apps is not
malware and used to release on the app stores for
advertising via notification messages (or show
advertising banners). Although, developers can hide a
malicious code in the background of advertising apps.

o Fake apps: Malware writers usually design a fake app
like a real app, but the difference is that the malware
app somehow has the same or more permissions than a
real app. For example, App ‘A’ is a music player in
Android OS which may have access to the storages and
the speakers of the device to run music files. As the
results, if it has more access than these two
permissions, then it will be suspected of being
malicious.

b) Backdoor is a hidden flaw in the target OS (or
software), which provides remote access to available networks
for executing malicious attacks. Mobile backdoor is a set of
hidden bugs or weaknesses in the background of smartphone
OSes which make ideal resources for attackers. Moreover, the
attackers can exploit these backdoor resources by using
available data connection in the victim’s device such as 3G,
4G, Wi-Fi, etc. without the user’s knowledge [69], [70]. For
example, Check Point and Kaspersky teams have identified a
modular backdoor which targeted Android devices in 2016. In
addition, the Check Point named this malware “Triada” which
was granted Super-User privileges to download malware and
infect the Zygote process (e.g. core process) through the
Android OS [71]. This backdoor permits the malware app to
run in the background of the infected device and changes the
text messages while they are sending by other apps and, in
addition, is able to steal sensitive information (e.g., banking
credentials, personal data, etc.) from the victim’s device [42].

IV. MosT WANTED MOBILE MALWARE FAMILIES

In this section, we summarized nine most wanted mobile
malware families in details. As depicted in Table 3, we
collected malware by focusing to the latest discovered
installations in order to demonstrate the remaining issues of
increasing mobile malware on the smartphones.
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TABLE Ill.  DETAILS OF MOST WANTED MOBILE MALWARE FAMILIES IN 2016-2017
Name Discovered by oS Place of sharing Installgtlon Times Malicious Activities
(Infection)
A . Google Play, Apple - . .
Hummingbad Check Point in 2016 Andr_0|d Store and other + 85,000,000 This Virus stea_ls bank_mg credentials and bypasses
[56] And i0S - encrypted email containers used by enterprises.
third party markets
Surveillance or Citizen Lab in 2016 Android and WeChat social It can infect all This Spyware allows hackers to control the victim’s
Pegasus [58] i0S media platform WeChat users device for achieving sensitive information
. Tencent Researchers . Third party markets This Trojan steals bank credentials of its users and
Swearing in 2017 [59] Android in China +100,000 other sensitive information
Check Point in 2016 Google Play and This Rootkit steals authentication tokens and
Gooligan Android other third party + 1,000,000 provides data access from Google Play, Gmail,
[60] ;
markets Google Photos, Google Drive, etc.
FalseGuide Check Point in 2016 And_r0|d Apple Store and +72,000,000 Th|§ n”!alwarg generates a silent bqtnet out of the
[71] and iOS Google Play victim’s device for adware or malicious purposes.
Check Point and Google Play and This malware uses a backdoor to infect OS
Triada Kaspersky in 2016 Android other third party + 100,000 processes and provides a remote access for stealing
[46], [75] markets money from users
Check Point and Google Play and This Trojan allows hackers to achieve sensitive user
Hiddad Kaspersky in 2016 Android other third party + 2,000,000 . )
information
[46], [75] markets
: Google Play and . L .
Ztorg Kaspersky in 2016 Android other third party +500,000 Thl_s Trojan mstalls some hidden apps and steals
[46] login credentials.
markets
Check Point in 2016 Google Play and This malware creates a botnet that uses IP
DressCode [76] Android other third party +2,000,000 addresses to generate false network traffics and
markets makes revenue for the attackers.

Recently, a vast number of Spywares, Viruses, Trojans, and
Rootkits that target the smartphones have been discovered. As
we already mentioned, the reason for increasing the number of
malware is the widely using of Android OS, and on the other
hand, the users do not have enough knowledge about the
malicious attacks. As the results, Apple iOS is becoming a
fewer target for malicious attacks and, in addition, Android is
the biggest target, both in terms of the number of users and
open-source based platform which have caused it more
vulnerable to malicious attacks [46], [56], [75].

V. SECURITY SOLUTIONS FOR SMARTPHONES

In this section, we overview some available mechanisms
that are developed to prevent various types of software attacks
or threats over the smartphones in recent years. In addition, we
introduce existing malware detection techniques and, then
present some countermeasures to mitigate malicious attacks.

A. Malware Detection Techniques

Basically, Android and iOS have provided some security
mechanisms such as file access permissions, sandboxing, etc.
to empower the security of their devices. However, due to
growing the number of unpredictable attacks targeting
smartphones, those defense mechanisms are not adequate to
mitigate new malicious attacks [49]. As we have already
explained, the number of malicious apps are extremely
increased over 8 million in 2016, three times more than 2015
and have been stolen more than 100$ million around the world
[42]. It is obvious that still, existing mechanisms are not able to
identify new unknown malware and need to improve more
against these attacks. From the malware detection point of
view, the malware can be classified into two main categories: i)
unknown malware: this is a kind of malicious apps which still
is not discovered by anti-malwares or the security researchers,
and ii) malware variant: this is a known malware with same
behaviors and different interfaces (or skins), which is created

by using repackaging techniques. The vast number of existing
free apps are along with the unknown malicious codes, due to
this reason the manual discovering of malware apps is a
complex matter and somehow an impossible task for the cyber
security analysts [49].

Recently, different techniques have been introduced for
malware detection apps. The researchers classified malware
detection techniques into two main categories: signature based
and machine learning (or behavior detection) based techniques
[13]-[16].

a) Signature based techniques: This is a kind of
malware analysis techniques which works based on
identifying specific patterns of known malware, which is
called signature. In other words, signature based techniques
produce a unique signature for a known malware, which can
apply to detect the malware by comparing a newly identified
signature with the database of signatures that have been
previously built. The disadvantage of this technique is, if a
malware writer makes a little change in the new version
malware, then the signature will completely change and it may
not be detected by use of this technique. To solve this
challenge, the cyber security researchers have presented
behavior detection or machine learning classifiers according to
extracted features of apps during the dynamic and static
analyses.

b) Machine learning based techniques: This kind of
malware detection techniques utilizes machine-learning
algorithms on the benign malware samples to generate the
learning patterns, which can exploit for detecting both
unpredicted (or new malware) and known malware. However,
machine learning based techniques are more efficient than
signature based techniques for identifying new malware due to
their accuracies depend on the used features and the training
set to produce the pattern through the static analyses. In case
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of dynamic analysis, the researchers utilize a machine learning
(or deep learning) algorithms to extract features such that a set
of malicious apps run in the OS either in a virtual or real
device and, in addition, after running an app for a fixed period
of time, the algorithm can produce some feature logs which
are consisted the dynamic behaviors that occurred from the
tested apps. Thus, these techniques could generate learning
patterns with extracted features to detect malware during the
running apps [17], [18].

In recent years, anti-malware companies have been
proposed more powerful malware detection techniques for
smartphones. These anti-malwares could provide high security
more than basic mechanisms of smartphone OSes so that they
utilize both (static and dynamic) detection techniques to
identify new malware apps. For example, Kaspersky Lab
registered nearly 40 million malicious attacks on smartphones
and protected “4,018,234” specific users of Android devices in
2016 [42].

Table 4 includes eight top mobile security software and
their features of 2017 which are released by the latest analyses
of TopTenReviews [74]. To getting more details about the
performance of these security software, we suggest readers to
look at the TopTenReviews web site in [74].

B. Countermeasures against Malware

These days, the users used to think of malicious apps (or
malware) only as a threat to personal computers and laptops.
But as the most of the users moved to smartphones,
cybercriminals are targeting these devices to a far greater
extent. As we have already outlined, there are some challenges
and vulnerabilities associated with mobile malware, how the
users can reduce these issues by takingg control of their
devices. In this section, we present seven security
countermeasures for protecting smartphones and mitigating
malware infections that help the users reduce those threats by
focusing on them.

a) The users’ knowledge about Smartphones malicious
risks

Most of the users do not realize a smartphone is similar to a
computer and should protect it. As we have already pointed
out, there are many fake apps (or adware apps) which are
released on app markets. Practically, malware apps play a role
like a real app (or adware app) in order to install and infect the
target device by the users. Due to this reason, the users always
should consider the source of apps (e.g. app, game, etc.). It is
very difficult to distinguish whether an app is a malware or
real, as well as, the difference of malware app and adware app
is complicated, but there is a way to guess the malware app
with more probability. In the Android OS, when a user wants
to install an app (APK file), the OS shows a list of permissions
and, therefore, the target app will have access to them on the
device and user should approve the list to install it. For
example, if an app asks for more permissions than what
requires to perform its job, then, the user should not install it. It
can be malware or adware apps [7], [20], [36].

As depicted in Fig. 9, while the app asks “it will get access
to:” some permissions such as full network access, allow Wi-Fi
Multicast reception and retrieve running apps, etc. which are
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not really required for a real video player installation.
Therefore, the user should consider the actual requirements of
the app and the permissions which are required to do its job.

b) Install apps from trusted sources

The users should only download and install apps from
trusted app markets such as Apple Store and Google Play
Store, etc. However, the users should also consider the
developers of apps (or building enterprise on app stores). For
example, when they want to download the apps or games, it is
safe that select those ones with high ranks (5 stars) and good
comments [11].

¢) The security of wireless networks

Generally, wireless (e.g., Wi-Fi, 4G, 3G, etc.) networks are
not protected, for example, if a user is connecting to a free Wi-
Fi (data connection) at the airport, then the data connection
may be exposed by hackers that are eavesdropping the wireless
traffics on the same access point. The network designers must
consider acceptable usage policies (e.g., VPN (virtual private
network)), and it is essential that the users connect through a
protected tunnel [47], [63].

d) Prevent Root (Android) and Jailbreaking (iOS)

Root is the process of adding a file in the Android OS that
provides full access to the Linux kernel. When the users root
an Android device, they actually add a standard Linux function
that basically was removed. This function is a simple file
which is called “Super-User” and it is located in the OS. In
addition, it provides some permissions so that another user can
perform (or remote access) it as well. It is considered for
switching users and if the user performs an app, then it will
switch the user’s permissions and credentials from a normal
user to the Super-User.

@ HD Video Player

Do you want to install this
application? It will get access to:

PRIVACY

e read phone status and identity

'-I-Y modify or delete the contents of your
on d

the contents of your SD card
DEVICE ACCESS

T, full network a

view network wections

iew Wi-Fi connections
B retrieve runni 1qQ apps

H allow Wi-Fi Multicast
prevent phone from sleeping

CANCEL INSTALL

Fig. 9. Anexample of app permission access.
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TABLE IV.  THE BEST MOBILE SECURITY SOFTWARE OF 2017 [74]
Product Features oS License
o Anti- phishing sites .
. . Android
MacAfee Mobile e Anti-malware ios
i
Security o Anti-spam such as SMS, multimedia messages, etc.
L BlackBerry
[75] o Network monitoring . .
. . Windows Phone Commercial
[66] e Anti-QR codes exploiting
o Full data backup and restore
o Parental control
e Anti-theft .
. Android
Kaspersky Internet e Encryption ios
i
Security o Anti-spam .
. Windows Phone
[76] o Anti-malware .
. Commercial
o Real-time app analyzer
o Firewall
o Malicious website blocker (Phishing infections)
WebRoot e Automatic app monitoring .
. Android
Secure Anywhere o Anti-spam (calls and messages) ios
i
[77] o Anti-malware Commercial
o Detecting system flaws (e.qg., devices and OSes backdoors)
o Anti-malware
o Anti-spyware
ESET Mobile Security . PYW
e Anti-spam (SMS-MMS) . .
[78] o i Android Commercial
o App scanner before downloading into the device
o |t does not drain device battery
o Anti-theft.
Bitdefender e Anti-malware .
. . . Android
Mobile Security e Anti-spam i0s
i
[79] e Lock Wipe from web . .
o . Windows Phone Commercial
[80] o App scanner before downloading into the device
o Remote security manager
o Anti-malware and anti-Spyware
) e Lock Wipe from Web
F-Secure Mobile o
. o Anti-phishing .
Security i Android
e Anti-theft .
[81] ) o . i0S .
o Fill scanner before downloading into the device . Commercial
Windows
o Call & message blocker
e Malware scanner & malware cleaner
Trend Micro Mobile o Fill scanner before downloading into the device .
. . Android
Security e Anti-Spyware ios
i
[82] o Backup and restore on the offered online storage (up to 50MB) Commercial
o |ost-device protection
. o Remote anti-theft
Lookout Mobile . .
. e Anti-malware and anti-Spyware .
Security . Android
e Privacy of data . .
[83] i0S Commercial
o Calls & messages blocker
o Full data backup and restore
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In continue, the user (i.e., with Super-User granted
permissions) can have complete control on permissions and
remove anything, add anything, access to the functions of the
device, which the user could not reach before root it. For
example, “Ztorg” is a malware which is used to infect the
victim’s device by installing various hidden apps through the
Super-User. It can steal login passwords and credentials on
infected device [43]. Initially, Android does not have root
access (e.g. there is no Super-User app in OS) because it
provides full access to the system processes and increases
criminal attacks. Jailbreaking is the act of removing the
security limitations of the iOS which imposed by the vendor.
This also means bypassing (or breaking) the security of iOS
and permits all the apps including malware ones to access the
data which assigned by other apps [1], [24]. The most
important countermeasure against malicious attacks is that the
users refuse to install ‘Root’ or ‘Jailbreaking’ on their devices.

e) Keep smartphone OS up to date

Generally, there are some limitations for updating the
Android OS such that the updates can be blocked in a number
of ways: by the manufacturers (which may consider some
updates only for the latest models); by Google (which updates
or improves security or errors in the OS); or by the network
providers (which may not expand the bandwidth of their
network to support updates). As the results, almost all the
smartphone OSes have some errors and bugs, which without
the ability to update, they are vulnerable to criminal attacks.
The best advice is that the users check software updates of their
devices periodically in order to receive the existing patches
(e.g., improving security errors) [24].

f) Encrypt Smartphone

Losing a smartphone is one of the high-risk matters that
may expose it to malicious attacks. It is obvious that the users
should secure their devices by fully encrypting that makes it
incredibly hard for someone to break or bypass the security and
steal the sensitive information. It can be set by the pattern lock
or a strong password for the device, even for the SIM card, is
an important matter [24].

g) Encourage Smartphone Users to Install Mobile
Security Software

Obviously, the infection risk of Android by malware is
higher than iOS. The Google and Apple companies have taken
preventive measures to prohibit malware in Android and iOS
devices, but new attacks and sophisticated malware still have
the effective impacts on these devices. As we already
introduced, there are some trusted mobile security software that
are able to protect the smartphones with high-security features
such as anti-theft, anti-malware, anti-spam, etc. It is necessary
that we encourage the users to use those security apps.

VI. SUGGESTIONS FOR THE FUTURE WORKS

In case of security and privacy, the smartphone users are
not able to figure out the number of attacks on their devices
and also how much money malicious apps may steal from their
accounts. The duty of the researchers is that investigate about
making clear security issues and announce to the users. There
are still a huge number of malicious attacks, that are targeting
smartphones more and more as mentioned in Section 3. As the
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results, most of the users do not use premium mobile security
software and their devices are exposed as the ideal target for
malware designers. In this survey, we outlined smartphones
vulnerabilities, attacks and some trusted solutions for them.
Due to the unpredictable growth of the malicious attacks with
different types of techniques, it is obvious that this area needs
to be drawn more by considering the following suggested
points:

e The users usually download and install apps from the
app markets and, moreover, they tend to know directly
whether the app is included a malware or not, without
concerning too much about the risk assessment.

e Technically, the malicious apps have various accesses
to the OS processes in the background of fake apps that
are utilized to infect the device. The researchers can
investigate about the process monitoring and find a
relation between app processes and output results in the
fake apps. In addition, it can be used for the features
extraction in OSes to announce the users about the risk
of analyzed apps.

e Using new machine learning techniques for providing
real-time behavior analysis and identifying fake apps.

e The network monitoring also can be used for the
feature extraction in machine learning techniques, due
to the malware apps exploit a network connection for
transferring data to the hackers. For example, when the
device is idle and an app is using a network
connection, then it can suspect to be a malware.

e Deep learning algorithms can be utilized for the
features extraction with more accuracy during the
malware testing.

e The accuracy of the malware detection techniques still
is not efficient to mitigate the huge number of
malicious attacks.

e The Mobile OS companies, especially popular ones,
should consider more security mechanisms for
preventing against unpredictable attacks.

VII. CONCLUSION

With the rapid proliferation of the smartphone gadgets and
developing apps with a lot of features, as several sensors and
connections, the number of malware and attacks is raising. In
the other hand, the diffusion of malware is increased due to
lack of the users’ knowledge. Essentially, the users need more
general awareness to reduce malware threats. In this survey,
first of all, we have discussed different types of the smartphone
OSes, malicious apps, software vulnerabilities and threats, by
summarizing its evolution along with some highlight samples.
Secondly, we have classified known attacks against
smartphones OSes, especially at the application level, focusing
on how the attack is executed and what is the target of the
attackers. Finally, we have reviewed current possible solutions
for the smartphone users by focusing on existing mechanisms,
and then, we have suggested some future directions in order to
improve this research area for the cyber security researchers.
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Abstract—Online shopping is getting popular even in the
rural areas of developing countries. However, few research has
been conducted to identify the factors associated to online
shopping by the poor villagers. Whereas people living at the
bottom of the economic pyramid (BoP) has an aggregate
purchase power which is a huge market and online shopping has
the potentiality in reducing BoP penalty by removing
unnecessary middlemen from the supply chain. In this research,
we have conducted a field survey on 600 households in the
western part of rural Bangladesh to find out current status of
online shopping use by the BoP people and the demographic and
behavioral factors associated with online shopping. Chi-square
test of association and multi-variate logistic regression test have
been performed to analyze data. Result shows that cell phone use,
computer use, social media use, and mobile money transfer use
have significant relationship in online shopping use at the BoP
community.

Keywords—Online  shopping; BoP;
behavioral factors; Bangladesh

demographic  and

I.  INTRODUCTION

Online shopping has been gaining acceptance rapidly due
to the dot-com boom in the 90s globally [1]. The level of its
acceptance and popularity has been growing since it has the
potentiality to go beyond international boundaries enabling
activities within the virtual marketplace. It has the flexibility of
time and distance [2] in purchasing products. It provides wider
product selection opportunity within limited space. Overall, it
saves time, money and labor [3] of the consumers. Several
studies on the usage of online shopping identified different
factors, such as demographic factors, behavioral factors,
infrastructural factors and so on [4]-[6]. Different studies
identified the barriers of online shopping expansion globally
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[71, [8]. If we see the basic requirement of online shopping
usage we find there are three major components to access
online shopping such as; 1) Internet connectivity to access
online catalog, 2) Payment mechanism such as credit card,
mobile wallet etc. to make payment, and 3) Product delivery
infrastructure [3].

However, these components are not equally ready
everywhere in the world so that the consumers could get equal
benefit from online shopping. Online shopping service
primarily designed targeting the consumers at the top of the
economic pyramid and gradually expanding towards the
middle of the economic pyramid. Bottom of the economic
pyramid (BoP) had been ignored. Currently, there are 4 billion
people at the BoP, comprising 54% of the world population
[9], [10]. Disposable income of the people in this segment is
basically low [11] and shopping for daily needs is the norm and
online shopping is not a priority. However, this scenario will
change as more consumers continue to move up the socio-
economic ladder.

Bangladesh, a developing country where online shopping
usage continues at a rapid pace with recent growth of Internet
usage, 3G roll-out in 2013 [12]. Mobile money transfer service
replaced the need of credit or debit card as payment
mechanism. Different product delivery companies are starting
up to fulfill the need of online shopping product delivery. This
infrastructural environment is increasing the use of online
shopping and currently it is much popular in major urban areas
in the country [13]. Although online shopping usage at the
rural areas in Bangladesh is limited compared to the urban
areas but it is expected to increase in the long run as we can see
online shopping started to become popular in the rural areas of
developing countries such as China and India [14]. Several
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researches have been conducted to identify the factors of online
shopping. However, few research has been conducted to
identify the factors associated to online shopping targeting the
BoP community. This research is much important to the online
shopping service providers so that they can design the service
more efficiently after knowing the factors those affected behind
online shopping decision making by the current online
shopping users at the BoP community. Therefore, this research
attempts to identify the factors that are primarily responsible
behind online shopping by the BoP consumers. It aims to find
the differences in socio-demographic and behavioral
characteristics between low and high family expenditure
groups of the online shopping users in BoP community.

Section Il explains the motivation behind this research and
Section Il introduces the method of the experiment.
Section IV describes the findings, Section V discusses the
findings and Section VI concludes the article.

Il. RESEARCH MOTIVATION

This research started with a strong motivation to explore
the existence and reasons of BoP penalty, and to design ICT
based social services those can reduce the BoP penalty. The
people at the BoP often pay higher prices for basic goods and
services than do wealthier consumers [9]. Toyota Motor
Corporation and Kyushu University in Japan are jointly
carrying out a research and implemented in Bangladesh to see
whether ICT and mobility could reduce BoP penalty or not
since 2011. Grameen Communications in Bangladesh is
supporting the experiment. A 10 seated Toyota Hiace vehicle is
shared to carry ICT based 4 major services such as: 1) Remote
healthcare; 2) Female friendly transport using car sharing
model; 3) E-learning; and 4) Last mile delivery service of
online purchase. This research project is known as Social
Services on Wheels (SSW) [15]. Under SSW project there
were two experimental sites in two districts in Bangladesh.
One was in Kalihati Upazila under Tangail district (105 km
away from the capital Dhaka city) and the other one was in
Bheramara Upazila under Kushtia district (235 km away from
the capital Dhaka city). In this research, we have used
Bheramara Upazila as experimental platform. Bheramara is
located in the western part of Bangladesh under Kushtia district
and is close to the border of India. According to the census of
Bangladesh Bureau of Statistics (BBS) 2011, the Bheramara
sub-district has a population of 208,000 in six unions. We have
found the existence of BoP penalty (Table 1) from a baseline
survey conducted in a rural area (Bheramara Upazila) and an
urban area (Dhaka city). However, we argue that, online
shopping can be used to reduce BoP penalty [3] as it has the
potentiality to enable villagers to purch
ase products from a village at any time of the day and get the
desired products delivered to their doors. In this research we
planned to explore current online shopping user status, online
shopping use environment, and the factors that affected online
shopping decision making in our experimental site.

Vol. 8, No. 10, 2017

TABLE I. PRACTICAL EXAMPLES OF BOP PENALTY
Item Bheramara |Dhaka Es::tty Categor
[Taka] [Taka] y gory
[%0]
. Food and
Mineral water (500 ml) 18 15 20 00 _én
Nutrition
Blood glucose test (1 time) 300 150 100 Healthcare
Food and
Rice (1 k 60 50 20
ice (1 ko) Nutrition
LP gas cylinder (12 kg) 1000 800 25 |Home
gascy g appliance
Mosquito net (1 piece) 950 800 18.75 |Healthcare
T-shirt (1 piece) 400 300 33.33 |Clothing
Rickshaw fare (1 km) 15 20 (25) Mobility
Paracetamol (1 tablet) 2 2 0 Healthcare
Soap (1 piece) 20 20 0 FMCG
I1l. METHODOLOGY

A. Data Source and Data Collection Procedures

We have conducted a field survey at one of the
experimental sites of SSW project to collect data from
community residents of Bheramara sub-district to identify
online shopping user status, online shopping use environment,
and the factors that affected behind online shopping decision
making. The survey profile is mentioned in Table 11 below.

TABLE II. SURVEY PROFILE
. Bheramara sub-district, Kushtia district,
Location
Bangladesh
Duration June 1 to June 15, 2016

Face-to-face interview using semi-structured

Mode of interview questionnaire

Type of sampling Stratified random sampling

Sample size 600 households

Avrea covered during
the survey

6 unions of Bheramara sub-district. 100 samples
from each union
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Participants were individuals from the rural households.
Only one respondent was interviewed from one household.
Three field staffs who had been working with SSW project
were trained with a semi-structured questionnaire to collect
data from the rural households.

B. Dependent and Independent Variables and Measurements

The outcome variable was online shopping use. Online
shopping use was defined as online shopping experience by the
respondents once in their lifetime and was classified
dichotomously as “yes” or “no”. All the independent variables
(computer use, social media use, and mobile money transfer
use) except cell phone user per family were dichotomously
coded as “yes” or “no”. Cell phone user per family was coded
as “two or less (N<2)” and “three or more (nN>3)” per family.
Age, gender, employment status, education, and monthly
family expenditure were selected as the main control variables.
The households who had monthly family expenditure of 10000
taka or less belonged to low family expenditure group and the
households who had more than 10000 taka as monthly family
expenditure belonged to high family expenditure group.

C. Data Analysis

Socio-demographic and behavioral characteristics of the
sample were analyzed separately by low family and high
family expenditure groups (Table I11). Pearson’s chi-square test
of association was performed to describe the unadjusted
association between dependent and independent/control
categorical variables (Table 1V). Multiple logistic regression
analysis was performed to describe the adjusted association of
independent variables with the outcome variable online
shopping use after adjusting with age, gender, employment
status, education, and monthly family expenditure (Table V).
Odds ratio (OR) and 95% confidence interval (95% CI) were
calculated. Each independent variable was included in the
logistic regression models separately because the independent
variables were highly correlated (multi-collinearity). Thus, the
following four distinct models were used considering one
independent variable in one model:

Model 1: Logit Y1 (X) = B0 + B1 (age) + P2 (gender) + B3
(employment status) + B4 (education) + B5 (cell phone user per
family) + ¢

Model 2: Logit Y1 (X) = B0 + B1 (age) + B2 (gender) + B3
(employment status) + B4 (education) + B5 (computer use) + €
Model 3: Logit Y1 (X) = B0 + B1 (age) + B2 (gender) + B3

(employment status) + p4 (education) + B5 (social media use)
t+e

Model 4: Logit Y1 (X) = B0 + B1 (age) + P2 (gender) + B3
(employment status) + B4 (education) + B5 (mobile money
transfer use) + ¢

All statistical analyses were performed using SPSS version
22 (IBM Corp., Armonk, NY). A P-value <0.05 was
considered significant.

IV. FINDINGS

Age range of the samples was from 15 to 80 years, and
mean age was 37 (Table IIl). More than half (54%) of the
samples were within the age-group of 15-39. Majority (79%)
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of the samples were male. A total of 35% of the samples were
unemployed [N=558]. However, students and housewives were
the major portion of the unemployed samples. Majority (86%)
of the samples had high school level or less (up to grade 12)
education [N=539]. 14% of the samples had higher education.
In low family expenditure group, 7% people had higher
education where it was 18% in high family expenditure group.
34% households had 3 or more cellphones. In high family
expenditure group having 3 or more cellphones was more than
double (43%) compared to the low family expenditure group
(20%). 28% of the total samples reported as computer user
which is almost 20% for low family expenditure group and
33% for high family expenditure group. One fifth (20%) of the
respondents were social media user, 14% belonged to low
family and 23% belonged to high family expenditure group.
More than half (54%) of the respondents were mobile money
transfer service user, 61% belonged to high family expenditure
and 44% belonged to low family expenditure group. More than
one-fifth (22%) of the respondents were known to online
shopping, however, less than half of the respondents in low
family expenditure group (12%) were known to online
shopping compared to high family expenditure group (29%).
Out of 587 respondents, 51 (9%) used online shopping. In low
family expenditure group 6% respondents used online
shopping and in high family expenditure group 11%
respondents used online shopping.

Education showed a significant association (Table IV) with
online shopping usage (P<0.001) in total and high family
expenditure groups. However, in low family expenditure group
the relationship was not significant (P=0.214). 21.1% of the
respondent who had higher education used online shopping. On
the other hand, 6.7% respondents who had up to 12 years of
education used online shopping. Monthly family expenditure
had a significant association (P<0.05) with online shopping
usage. 5.9% respondents who had 10000 taka or less as
monthly family expenditure used online shopping. Compared
to that, almost double (11%) respondents used online shopping
who had monthly family expenditure more than 10000 taka.
Use of computer (P<0.001) had a significant association with
online shopping usage. There was a significant relationship
(P=0.024) between online shopping use and cell phone user per
family. 16.2% respondents who had 3 or more cell phone users
in their households used online shopping compared to 9.0%
respondents who had 2 or less cell phone user. 22.2% of the
computer user was online shopping user as well. More than
double respondents used online shopping who belonged to high
family expenditure computer user group (26.1%) compared to
low family expenditure computer user group (12.8%). Use of
social media (P<0.001) had a significant association with
online shopping usage. 20.9% of the respondents used social
media who were also online shopping user. More than double
respondents used online shopping who belonged to high family
expenditure social media user group (24.7%) compared to low
family expenditure social media user group (11.8%). Mobile
money transfer user (P<0.01) showed a significant association
with online shopping usage. However, a border line association
was found for low family expenditure group (P=0.091). 11.7%
of mobile money transfer user used online shopping. Knowing
online shopping showed a significant association with online
shopping (P<0.01). However, for low and high family
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expenditure groups online shopping user percentage did not

differ significantly (27.6% and 32.0% respectively). TABLE IV.  CHI-SQUARE TEST RESULTS OF DEPENDENT AND INDEPENDENT
VARIABLES AND A COMPARISON BETWEEN HIGH AND LOW FAMILY
EXPENDITURE GROUPS

TABLE Ill.  Socio-DEMOGRAPHIC AND BEHAVIORAL CHARACTERISTICS
OF THE SURVEYED SAMPLES COMPARING HIGH AND LOW FAMILY Online shopping user (Yes, n=51)
EXPENDITURE GROUPS - - -
Low family High family
Low family High family Total expenditure expenditure
Items Total expenditure expenditure (<10000 taka) (>10000 taka)
(<10000 taka) (>10000 taka) ch teristi p-
N % N % N % aractersty e PN % halulN % P
— — — cs alue alue
Mean = Mean = Mean = e
Age group _rca-|36.82 _ 33.21 N = 39.29 N=58|n=5 N=23 |n=1 0.06 N=34|n=3
N=587 Range = N=239 Range = |348 Range = /Age group N i 0.173 o 4 - " 0.221
15-80 15-73 15-80 10. 13,
15-29 years 198 |34.0 83 [347 90  [259 15-29 220 24 g 99 9 pl %9 13 )
30-39 years 117|200 76 |318 66 19.0 >30 367 P71 [74 140 |5 [3.6 249 4 (9.6
40-49 years 141 24.0 50 20.9 91 26.1 N=58 [n=5 N=23 [n=1 0.51
50-59 years 86 [15.0 22 9.2 64  [18.4 Gender | | 0277 13" |4 348 P37 0.086
>60 years 45 7.0 8 3.3 37 10.6 11
Gender N=587 N=239 N=348 Male 465 44 9.5 177 |10 5.6 288 (34 3 ’
Male 465 |79.0 17 |741 288  |82.8 Female 122 7 7 62 4 65 0 B Js0
Female 122 |21.0 62 25.9 60 17.2 Employment|N=55 |n=4 0350 N=23 [n=1 0.75 |[N=32|n=3 0343
Etmtployment N=558 N=230 N=328 status 8 b o BB o 8 B :
status
Unemployed (197 (14 [7.1 96 |6 6.3 101 B8 [7.9
Unemployed 197 350 |96 |41.8 101|308 POy -
Employed 361 |65.0 134 58.2 227 69.2 Employed [361 [35 [9.7 134 [7 [5.2 227 (28 3 '
Education N=539 N=206 N=333
. N=53|n=4| [<0.00[N=20|n=1| 0.21 [N=33|n=3
<Grade 12 463 [85.9 191 92.7 272 81.7 Education 9 7 1 5 > 4 B 5 0.001
Ce>|(|3;1d§n1e2user 6 141 15 73 61 183 <Grade 12463 [31 6.7 191 [10 52| P72 P17
per family N=587 N=239 N=348 >Grade 12 [76 |16 il' 15 |2 éa 61 [14 (2)3'
n<2 389 [66.3 192 80.3 197 56.6 Monthly
n>3 19_8 33.7 47_ 19.7 15_1 43.4 family N=57 225 <0.05
Computer use N=587 N=239 N=348 expenditure
Yes 162 |28.0 47 19.7 115 33.0 <10000 239 114 .9
No 425 |72.0 192 80.3 233 67.0 I
Social media use |N=587 N=239 N=348 >10000 336 37 0 ’
Yes 115  ]20.0 34 14.2 81 23.3 Cell ohone
No 472 |80.0 205 85.8 267 76.7 P N=58|n=5 N=23 [n=1 0.03 [N=34 n=3 <0.00
Mobile money user per 7 i 0.024 o 4 6 s 7 i
transfor Use N=587 N=239 N=348 family
Yes 316 [54.0 104 435 212 60.9 n<2 389 119 21)60 192 8 1122 197 i1 i76
No 271  146.0 135 56.5 136 39.1 n>3 198 [32 5 ' a7 |6 5 ' 151 |26 5 '
;’;%"F‘)’:ﬂg online |\N=sg7 N=239 N=348 Computer |N=58[1=5| [<0.00|N=23n=1| [0.03[N=34]n=3| [<0.00
Yes 129 [220 |29 121 100|287 use L3 C SR 6 8 I L
No 458 [780 _ [210 [87.9 248|713 Yes 162 (36 [ a1 b | s po £
Online
shopping use N=587 N=239 N=348 No 425 |15 3.5 192 |8 |4.2 233 |7 3.0
Yes 51 9.0 14 59 37 106 Social media[N=58 |n=5 <0.00|N=23 [n=1 0.12 [N=34 |n=3 <0.00
No 536 |91.0 225|941 311 (894 use A L 9 4 N 1
Yes 115 pa [0 30 o [ 81 po [+
9 8 7
No 472 27 5.7 205 |10 [4.9 267 (17 6.4
Mobile _ _ _ _ _ _
money N=58 2_5 <0.01 21_23 2'1 (1)'09 2"34 9'3 0.036
transfer use
Yes 316 g7 b 104 o B7| P12 p8 B3
No 271 [14 5.2 135 5 [3.7 136 9 [6.6
Knowing _ _ _ _ _ _
online N=58 n=5 <0.01 N=23 [n=1 <0.0 [N=34 |n=3 <0.01
. 1 9 4 1 8 7
shopping
31. 27. 32.
Yes 129 40 0 29 |8 5 100 (32 o
No 458 |11 2.4 210 |6 [2.9 248 b5 [2.0
49|Page
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Table V displays the results of Model 1 and 2 and Table VI
displays the results of Model 3 and 4 of multivariate logistic
regression analysis. Model 1 shows that participants who had 3
or more cell phone users in their households were 3.4 times
more likely to use online shopping compared to the participants
who had 2 or less cell phone users (OR =3.41, P < 0.001) after
adjusting age, gender, employment status, education, and
monthly family expenditure. The multivariate results from
Models 1-4 (Table V and VI) for online shopping use
indicated that participants with cell phone use, computer use,
social media use, and mobile money transfer use were
significantly more likely to use online shopping (OR = 3.4, P <
0.001; OR=6.2,P <0.001; OR=3.8,P <0.001 ANDOR = 2.1,
P = 0.037, respectively) after adjusting for age, gender,
employment status, education, and monthly family
expenditure. The results of Model 2 for computer use indicated
that the computer user are 6.2 times more likely to use online
shopping compared to the non-user of computer (OR = 6.22, P
< 0.001). The results of Model 3 for social media use indicated
that social media user are 3.8 times more likely to use online
shopping compared to the non-user of social media (OR =
3.78, P < 0.001). The results of Model 4 for mobile money
transfer use indicated that the mobile money transfer user are
2.1 times more likely to use online shopping compared to the
non-user of mobile money transfer service (OR = 2.13, P =
0.037).

TABLE V. AGE, GENDER, OCCUPATION, EDUCATION, AND FAMILY
EXPENDITURE ADJUSTED ODDS RATIOS (ORS) AND 95% CONFIDENCE
INTERVALS (95% CIS) FOR FACTORS ASSOCIATED WITH ONLINE SHOPPING USE

Vol. 8, No. 10, 2017

who were employed were more likely to use online shopping
compared to the respondents who were unemployed (OR = 3.6,
P = 0.016; OR = 3.2, P = 0.024; OR = 3.0, P = 0.030,
respectively). The employment status in Model 2 showed a
border line relationship with online shopping use (OR = 2.4, P
= 0.093). With regard to the education, Models 1-4 showed a
statistically significant relationship. The respondents who had
higher education (more than 12 years of education) were more
likely to use online shopping compared to the respondents who
had the education level high school or less (OR = 3.3, P =
0.001; OR =24, P =0.020; OR=3.1,P =0.002; OR = 3.4, P
< 0.001, respectively). However, with regard to monthly family
expenditure, Models 1-4 did not show statistically significant
relationship with online shopping use after adjusting for age,
gender, employment status, education, and monthly family
expenditure.

TABLE VI.  AGE, GENDER, OCCUPATION, EDUCATION, AND FAMILY
EXPENDITURE ADJUSTED ODDS RATIOS (ORS) AND 95% CONFIDENCE
INTERVALS (95% CIS) FOR FACTORS ASSOCIATED WITH ONLINE SHOPPING USE
(MODEL 3 & 4)

Model 3 (N =512) Model 4 (N = 512)
95% 95%
OR [P cl OR |P cl
15-29 Ref.
Age group 0.09- 0.10-
>30 0.22<0.001 0.54 0.25]0.002 0.61
Gender Female Ref
0.40- 0.37-
Male 1.16|0.777 316 1.09(0.871 299
Employment Unemployed | Ref TS TR
status Employed 3.17|0.024 868 3.0410.030 841
<Grade 12 Ref
Education 1.47- 1.62-
>Grade 12 | 3.12|0.002 6.43 3.39|<0.001 6.89
Monthly <10000 Ref
family 0.81- 0.82-
exp. >10000 1.66(0.177 361 1.67(0.171 3.59
Social media No Ref 192-
use Yes 3.78<0.001 740
Mobile O o
money Yes 2.13(0.037 450

(MODEL 1 & 2).
Model 1 (N =512) Model 2 (N = 512)
OR [P 95% Cl |OR |P 95% CI

15-29 Ref

Age group 0.09- 0.12-
>30 0.21|<0.001 053 0.31{0.012 077
Female Ref

Gender 0.39- 0.37-
Male 1.17|0.761 334 1.10(0.858 311
Un

Employment | employed Ref

status 1.27- 0.86-
Employed | 3.59 | 0.016 10.26 2.43(0.093 6.91
<Grade Ref

Education 126 q 5
>Grade 1.57- 1.12-
12 3.3410.001 6.89 2.43(0.020 510

Monthly <10000 Ref

family 0.68- 0.69-

exp. >10000 1.43|0.357 313 1.4410.347 315

Cell phone |n=2 Ref

user per 1.76-

family n>3 3.41|<0.001 6.79

Computer No Ref 314

use Yes 6.22 | <0.001 12.95

With regard to the age groups, Models 14 showed that the
participants whose age were 30 or older were significantly less
likely to use online shopping compared to those who were aged
between 15 and 29 years (OR = 0.2, P <0.001; OR=0.3,P =
0.012; OR=0.2, P <0.001; OR = 0.2, P =0.002, respectively).
With regard to the employment status, Models 1, 3 and 4
showed a statistically significant relationship. The respondents

V. DISCUSSION

This is the first study to investigate the relationships and
factors associated with online shopping in the western region
of rural Bangladesh as per the authors’ knowledge. This study
found 51 respondents (9%) out of 587 who had online
shopping experience. The key finding was that online shopping
use at the BoP community significantly associated with cell
phone use, computer use, social media use, and mobile money
transfer use after adjusting age, gender, employment status,
education, and monthly family expenditure. Among them,
computer use was the most significantly associated. Monthly
family expenditure had a significant relationship before
adjusting the variables. However, after adjusting with age,
gender, employment status and education, it did not show
significant relationship in all the four models in the analysis.
This means, younger participants whose employment status
was as employed and who had higher education showed a
combined association with family expenditure to go for the
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decision of online shopping. Moreover, this research has found
that, younger population (15-29 years old) were more likely to
use online shopping compared to elderly population (more than
30 years old) at the BoP community. However, age group was
not significant before adjusting the variables. The findings
showed a similar trend in a study on global online shopping use
trend where younger shoppers (21-34 years old) were the
majority group [16]. The research did not find any significant
relationship of online shopping with gender. However, findings
on online shopping user status in Bangladesh showed that male
were more likely to use online shopping compared to female
[5]. The respondents who had higher education were more
likely to use online shopping compared to the respondents who
had the education of 12 years or less. The finding supports the
online shopping use trend in developing countries [17]. This
research has found a significant difference in the behavior of
low family expenditure group and high family expenditure
group for certain independent variables before adjusting with
control variables. Education was significantly associated in
high family expenditure group, but not in low family
expenditure group. Similarly, social media use and mobile
money transfer use were significantly associated with online
shopping use in high family expenditure group; however, they
were not significantly associated in low family expenditure
group. Other independent variables such as cell phone user per
family and computer use were significantly associated for both
low family expenditure group and high family expenditure

group.
VI. CONCLUSION

This study aimed to depict current online shopping user
status and the factors associated with online shopping use in
BoP community. From the literature survey it identified that
online shopping has been getting popular especially in the top
and middle of the economic pyramid. Bottom of the economic
pyramid are lack behind to enjoy the benefit of online
shopping. This research targeted to find out current online
shopping user and associated factors believing online shopping
could be applicable in reducing BoP penalty. It collected data
from a BoP environment in rural Bangladesh and after
analyzing the data it found current status and factors associated
to online shopping. This research had limitations as it focused
on socio-demographic and behavioral factors. As a future work
this research aims to identify the psychological factors of
online shopping in BoP community.
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Abstract—Recently, the rapid development of inexpensive
RGB-D sensor, like Microsoft Kinect, provides adequate
information for human action recognition. In this paper, a
recognition algorithm is presented in which feature
representation is generated by concatenating spatial features
from human contour of key frames and temporal features from
time difference information of a sequence. Then, an improved
multi-hidden layers extreme learning machine is introduced as
classifier. At last, we test our scheme on the public UTD-MHAD
dataset from recognition accuracy and time consumption.

Keywords—Action recognition; features; key frame; temporal;
extreme learning machine

I.  INTRODUCTION

Action recognition has been a hot research topic due to its
wild range of applications in many areas, such as intelligent
video surveillance, smart living and human-computer
interaction [1]-[3]. Although quite a lot of achievements have
been reported in the latest several years, human action
recognition still has great difficulties [4], [5]. Challenge mainly
includes the high intra-class variability, e.g. one same action
performed by different subjects and inter-class similarity of
actions, e.g. different actions captured from one same person.
These difficult issues constraint the further progress of vide
technology based on RGB sequences [6], [7]. However, the
release of Kinect sensor presents a new idea and more
information to resolve these problems [8]-[10]. The Kinect
sensor can provide high-resolution RGB images, depth maps
and skeleton at same time. Compared with traditional color
sequence, depth sequence is invariant and stable to the
illumination and body appearance. Besides, it also provides
body structure and shape information for action classification.
Based on these advantages, many methods were proposed these
years. In [11], Chen et al. projected depth images onto three
orthogonal planes and a depth motion maps (DMMs) was
produced by stacking these projected maps. Histogram of
oriented gradients (HOG) [12] was then used as feature
descriptor. Xia et al [13] detected STIPs from depth maps
directly (called DSTIP) and then used a correction function to
remove interest points resulting from noise. Further, for every
DSTIP, they extract a depth cuboid similarity feature (DCSF).
This feature is applied to describe the local 3D depth cuboid,
which size is setting adaptable. Unlike using information only
from depth sequences, there are some methods combing
multiple information to do action recognition, such as color

Hongyuan Wang

Department of computer science
Changzhou University
Changzhou, China

data, skeleton data and depth maps. Ni et al. [14] proposed two
multimodality fusion methods, which is simply based on the
concatenation of color and depth sequences. Moreover, two
feature representation methods are introduced for action
classification. Zhang et al. [15] extracted coarse depth-skeleton
(DS) feature by utilizing gradient information from depth
sequence and distance information from skeletal joints. To
refine the coarse DS feature, they combine the sparse coding
approach and max pooling method. Then, the Random
Decision Forests (RDF) was used to classify different actions.
Hsu et al. [16] introduced a new scheme by producing Spatio-
Temporal Matrix Intensity (STMI) from raw RGB and Spatio-
Temporal Matrix Depth (STMD) images from depth images
respectively. This method was demonstrated to be view-
invariant. HoG and HoF features were generated by
constructing BoW-Pyramids, which made the classification of
reversed actions become possible, such as from sit to stand and
from stand to sit. Finally, the presented representation was
applied to train a support-vector-machine (SVM) for
recognizing different actions. Theoretically, the combination of
different attributive data can effectively improve the
recognition rate. However, the difficulties and disadvantages
are negligible, such as features selection, different dimensional
features fusion, training and testing times consumption, which
has great relationship to judge the algorithm whether can be
used on-line or not.

Inspired by the effectiveness of depth-based action
recognition, in this paper we propose a novel algorithm for
recognition using depth maps. To reduce calculating burden,
key frames are produced from skeleton sequence by using
joints as spatial-temporal interest points (STIPs) and mapped
into depth sequence to represent an action sequence. Human
contour is extracted from each key frame. Then feature
representation is introduced including features obtained from
human contour and temporal difference. Finally, an improved
multi-hidden layers extreme learning machine is utilized as
classifier for action recognition. The rest of the paper is
organized as follows. In Section 2, we introduce key-frame
extraction technique. Section 3 describes the proposed feature
representation method. In Section 4, an improved method of
multi-hidden layers extreme learning machine is presented for
performing action recognition. In Section 5, the experimental
results demonstrate the effectiveness of our framework from
recognition accuracy and time consumption. Finally, we
conclude our work in Section 6.
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Il. KEY FRAMES EXTRACTION

Key frames are usually used as the most informative frames
because they can capture the major elements of a sequence.
Key frame extraction approaches can be roughly divided into
two categories: one is based on the interframe difference and
the other is based on clustering [17], [18]. In the approaches of
interframe difference, a new key-frame will be extracted if the
interframe difference exceeds a setting threshold. Clustering-
based approaches try to look for similar low-level features
from frames and group them. Then a frame is selected as the
key-frame, which locates closely to the cluster center [19],
[20]. In this paper, considering skeleton provides detail body
joint positions, so key frame extraction method based on
distance difference accumulation is proposed. Define a joint
position as PiJ. ={xi,j’yi,j’zi,j}’ i is frame index and j is joint
index. The accumulated difference of the ith frame can be
calculated as follows:

2

D, = én- ”sz - lej” 1)
=L

Where, ||>H and n denote the Euclidean distance and the
number of skeletal joints, respectively.

Usually, the key frames are defined as the motion with
maximum or minimum D, within a sliding window. However,
in most cases, D, has low value in the first or last several
frames or shows extremes in intervening time. As a result, the
extracted key frames will be more centralized, and the

sequence cannot be accurately and comprehensively expressed.
Here we propose the following steps to address these issues:

1) For an action video with N frames, accumulate the total
differences from the second frame to NtA frame and express
as:

BN :iDi _
i—2

2) Set key frames number as K and calculate the average
differences increment:

D,,=D, /K.

3) From the second frame to Lt frame, we calculate the
difference:

W,=D, - k*D,, k1 K.

We gain a set {5, } and the minimum value of this set on
sth frame. So, the s¢/4 frame is the key frame.

The improved algorithm can effectively extract key frames
to express the whole sequence. Key frame numbers are mapped
to depth sequence and then human contour is extracted. A
complete overview of the involved stages can be seen in Fig. 1.
We select an action of ‘draw circle (clockwise)’ from UTD
Multimodal Human Action Dataset (UTD-MHAD) as an
example [21]. The first row of Fig. 1 shows the extracted six
key frames from the skeleton sequence. The second row shows
the corresponding depth images. In the third row, we list
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human contours based on the second row images. To facilitate
the next step’s feature representation, a treatment method with
data smoothing and curve fitting is applied in the processing of
contour extraction.

Fig. 1. Human contour based on key-frame extraction.

I1l. FEATURE REPRESENTATION
To a contour with m points CP ={cp,,cp,, -, cp, }» the
contour center CP, =(x,, y,) can be calculated with respect to
the m number of points:

g g
a xm aym
xc == 7 yE =i (2)
m m

Take the center we can divide the contour into Q radial bins
of the same angle. Then, based on the work in [22], [23] we
extract features from contour. The point wise Euclidean
distances between each contour point and the center of mass
are calculated and recorded as ¢p, " il {L---,m} .

Considering contour points should be in the same order, the
corresponding bin ¢, of each contour point CP, is assigned as

follows:

i; arccos(XYe) 280 Jifx,3 0
1180 +arccos(Zi-2e) =22 | else
1 P
_€0>gC
Saeti 4
8360 ¢ @

So, the feature vector of each bin can be described as:

v.= S(ep--cp))

T ®)
94,
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!
f(cpk,---Cp,)=é(ij- u) and y, is the average

=k
distance of the contour points of bin ¢,. Next, we concatenate
Q bins features to form a feature de for the kth key frame

image based on its contour, { is feature dimension.

However, by analyzing we find that some distinct activities
may be very similar to each other on key frames. For example,
two different activities of ‘sit to stand’ and ‘stand to sit’, the
high similarity of key frames will lead to serious possibility of
failure classification. Actually, they contain almost identical
frames but different in time. So, we have to calculate time
difference of key frames as temporal features, which can
effectively help to distinguish different actions.

Assume kth key frame’s original number in depth sequence
is k. The feature of kzhkey frame in previous work is J/7.
The temporal difference of feature vector kad can be defined
as:

Ty J1Ek <k,
|
thd =1 Vk B V/:'j-k + ' (6)
I3 k- k,+1

k,is the temporal offset parameter1 <k < N.

The final features 7 of a key frame are concatenation of
the spatial feature J;’ and the temporal feature }/“

V= (YT
IVV. ACTION RECOGNITION

Extreme learning machine (ELM) was proposed by Huang
et al. [24], [25] as a novel learning algorithm, which is based
on the single hidden layer feed forward neural networks
(SLFNSs). In ELM, the input weights and first hidden layer
biases can be assigned randomly instead of learning. This
advantage guaranties the learning and classification extremely
fast and particularly suitable for online applications.

For N (x,t)

training where
— T —
X; _[xil!xz'z’""xin | R"and ¢, _[til’tt'Z"“’l'

samples
T m
wml | R

The standard SLFNs have Z hidden neurons. Then the
activation function can be formulated as follows:

VA

o
abig(yyi»(j+bi):qﬂ j=1--- N @)

=1
w, =[w,, W, w, ]"is used as weight vector, which
connects the zh hidden neuron and the input.
b =[b,, b, b, ] is defined as the weight vector
connecting the ith hidden node to the output nodes. b, is

applied as the bias term of the ith hidden neuron. If SLFNs can
approximate the N samples with zero error, which means that
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yA
é”o,- th=0, j=1---,N. There exist b,, w,and b,
LA
OZ
suchthat b g(w X +b)=t,
i=1

It can be expressed as the following matrix calculation:

Hb=T (8)
@l(xl)@ %(xl;wll bl)"'g(xl;wzv bz) l;'
Where,Hzg u_e . . : u
e ~ue - ' oo
gi(x,)8 &e(x,;w,b)-g(x,;w,,b,)8,
éblTU étT u
b, U S L
Thereexistsb:gg 3 and T:gi 3
é,ru é, u
&b.u,, &nG,

In ELM the input weight and bias are initialized and valued
randomly, the output weight can be generated by solving the
least square of £. In the condition where the number of hidden

nodes is same with the number of input samples, the resulting
H matrix will be square and invertible. But in actual
applications, the number of hidden nodes is always not equal to
the input samples, which makes H non-invertible. As a result,

b can be formulated as finding a least squares solution b.

|t v, )6 7] )
:Vwb!r;||H(W1WZ’ble)b_ T”

To enhance the stability of the numerical solution of
SLFNs, a regularization coefficient/ is given by considering

the application of ridge regression method and Tikhonov
regularization. The least-squares solution of (8) can be
expressed as follows:
b=H"(HH" +j IY'T (10)
Therefore, the output function of ELM can be expressed as
o(x) =g(x)b.

Let Pks denote the probability to an input sample x_,
whose output is o, . d/,j:L--.,Zis variable quantity of

activation function of hidden layer nodes. Then, we construct a
matrix J¥ composed by w; and b,,i =1,---, Z:

gbl bz ot bz lil
e u
W= @Wn Wy o o Wy, [;|
é: . . . %
é U
evan WnZ ot WnZ Ll, z
(11)
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So, Pk“' can be formulated as follows:

B =[wy, W, by byycyeevyc,dyedy S I 12)

¢, T {0,1},g=1---, n is abinary variable. It is used to
express an input reserved or not.

Multi-hidden layers ELM is a multilayer neural network
based on extreme learning machine. It not only can
approximate complicated function but also does not need
iteration during the training process. It has much better
generalization performance and processing rate.

For single hidden layer feed forward neural network, the
activation function usually defined as a sigmoidal function. But
for multi-hidden layers ELM, we define the activation
functions as follows:

}'0 ;=0
{ (13)
o h Y=t 1
g(.xi,Wj;bj) : A_'_exp(- (W/. Xxi +b/)) , d/. =1
fwj xc, +b, , else

Once pks is calculated, the next formulation is used to
discriminate the final classification of an input:

C(x,) =max{F’} (14)

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we test our proposed action recognition
scheme on the public UTD-MHAD [21] dataset that consists of
depth sequences and skeleton data. Our method is then
compared with some existing methods.

A. UTD-MHAD Dataset and Tests Setting

The dataset records 27 different actions performed by 8
persons (4 females and 4 males). Each subject repeated each
action 4 times. The subjects were required to face a Kinect
during the performance. The same experimental settings as
reported in [26] are followed in our tests. 20 actions are divided
into three subsets as illustrated in Table 1. In test one, half of
the action samples are utilized for training and the rest for
testing; in test two, 3/4 action samples are applied as training
samples; and in the cross subject test, half of the subjects
including 1,3,5,7 are applied as training samples and the rest
subjects are used for testing.

B. Comparison with Other Methods

In order to evaluate the effectiveness of approach proposed
in this paper, our method is compared with the existing
methods and the obtained classification accuracies are
recorded. Three algorithms are selected: first, algorithm from
literature [13]. In this method spatio-temporal information and
depth cuboid similarity feature (DCSF) are used. Then bag-of-
words is presented for classification. Second, algorithm
reported in [27]. A depth motion maps (DMM)-based human
action recognition method using 12-regularized collaborative
representation classifier is introduced. Third, method in [28]
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skeleton joint position information with temporal difference is
produced as final feature, and extreme learning machine is
used for action recognition. The comparison results are listed in
Table 2. The best recognition results are highlighted in bold.
By comparison, it can be seen that our scheme outperforms the
approaches published in [13] in all three test cases. For the
challenging cross subject test, algorithm in [28] produces better
results on AS2 and AS3. The most probable reason for this
may be that actions in the two subsets are more complicated
and the proposed accurate joint position information can
effectively solve the problems of high intra-class variability
and inter-class similarity. In test one and test two, only on
action set 1 our results are slightly lower than C Chen’s method
[27] from 0.3% to 0.6%, while our method shows highest
recognition rate in the overall results.

TABLE I. THREE SUBSETS OF UTD-MHAD DATASET

Action Set 1 (AS1) Action Set 2 (AS2) Action Set 3 (AS3)

1. right arm swipe to the left

2. right arm swipe to the
right

3. right hand wave

5. right arm throw

8.right hand draw x

9. right hand draw circle
(clockwise)

10. right hand draw circle
(counter clockwise)

4. two hand front clap
6. cross arms in the
chest

7. basketball shoot
13. front boxing

14. baseball swing
from right

15. tennis right hand
forehand swing

12. bowling (right
hand)

21. right hand pick
up and throw

22. jogging in place
23. walking in place
24. sit to stand

25. stand to sit

26. forward lunge

11. draw triangle

19. right hand knock on
door 17. tennis serve
20. right hand catch an

16. arm curl (two

) (left foot forward)
arms
27. squat (two arms

stretch out)
18. two hand push

object
TABLE II. RECOGNITION ACCURACIES(%) OF DIFFERENT TESTS
X Lu et C Chen X Chen Our
al. [13] etal. [27] | etal. [28] | method
AS1 91.1 95.0 87.4 94.7
Test AS2 87.3 91.4 86.2 92.8
One AS3 90.5 93.6 89.1 94.1
Average | 89.6 93.3 87.6 93.9
AS1 91.6 98.7 89.1 98.1
Test AS2 91.3 93.4 90.5 95.2
Two AS3 92.5 99.3 91.0 100
Average | 91.8 97.1 90.2 97.8
AS1 86.4 90.6 73.8 91.9
Cross AS2 723 82.7 87.6 81.5
Subject
Test AS3 78.1 83.4 86.2 79.3
Average | 78.9 85.6 82.5 84.2

The real-time efficiency of the proposed scheme is further
discussed and reported. There are three major processing
components including key frames computation, features
extraction and fusion, and classification. In Table 3, we list the
average time needs of each component for the UTD-MHAD
dataset. All the experiments are carried out using MATLAB on
a PC equipped with Intel Xeon 3.4 GHz CPU with 16 GB
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RAM [29]. From the report in Table 3 we can find that the
proposed scheme can be applied on a real-time depth video
processing which requires the processing rate to be not less
than 30 frames per second.

TABLE Ill.  PROCESSING TIMES ASSOCIATED WITH THE COMPONENTS OF
OUR METHOD
Action classification Average processing time
(ms/frame)
Key frames extraction 2.3
Features extraction and fusion 6.4
Classification 13.7

VI. CONCLUSION

In this work, we present an action recognition scheme for
Kinect captured data. We extract features from human contour
of key frame from depth sequence and calculating temporal
difference as constraint. We use an improved multi-hidden
layers extreme learning machines as the classifier for its high
classification accuracy and low time consumption.
Experimental results indicate that the proposed features not
only can be easily obtained but also provide distinctive
information for classification. To further expand our work, we
plan to conduct some experiments involved human-human
interactions by using method proposed in this paper.
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Application using Mobile Cloud Computing
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Abstract—This study presents the development of a mobile
GIS Property mapping application for use by local authorities in
developing countries. Attempts to develop property mapping
applications especially in developing countries have mostly used
GIS desktop productivity software tools that required the
digitization of property maps by highly skilled GIS experts. In
addition, these applications lacked real time capture of attribute,
spatial and image data of properties. A survey was conducted in
the Kafue local authority to gather systems requirements for the
mobile application. After design and modeling, the developed
application was trialed in the field and 10 properties were
mapped successfully. The software tools used in this study
included Android Studio, Leaflet mapping library, Apache2 web
server, PostgresSQL  with  PostGIS  Extensions and
OpenstreetMaps and MapBox mobile cloud computing mapping
services. The hardware tools used included a laptop computer
and a mobile phone running android operating system. The study
showed that mobile property mapping applications can be
developed by tapping into the computing resources provided by
mobile cloud computing. The benefits of this model include real
time complete property data capture and the use of non GIS
experts in mapping projects.

Keywords—Leaflet; MapBox; mobile cloud
OpenstreetMaps; property mapping

computing;

I.  INTRODUCTION

Property mapping is very important because local
authorities generate revenue from properties. The revenue that
is generated is utilized on the provision of basic services,
infrastructure development and maintenance of infrastructure
within the jurisdiction of the local authority. Despite the
benefits that would accrue to local authorities through the
collection of property taxes, it still only makes a small
contribution of 0.5 percent to the GDP in Sub-Saharan Africa
compared to a contribution of 2 percent in the developed
world [1]. The small contribution to the GDP in Sub-Saharan
Africa is attributed to paper based property databases that
local authorities maintain. These databases do not
substantially help in the process of identification of properties
because they do not have the required geographical
information on the properties that are physically on the ground
[2]. The property databases also in most cases do not have
street names of the residential areas. This has resulted in the
failure by the local Authorities to locate the properties for
purposes of bill delivery either physically or through the
public postal office system. In addition, follow-ups to
residents that have defaulted on tax payments have proved to

Monde Kabemba

Department of Computer Science
University of Zambia
Lusaka, Zambia

be a very daunting task [3]. The other challenge pertains to the
update of the maps that show the geographical locations of the
properties that are captured in the property databases. This
problem has been exacerbated by the high number of
properties that are being developed [4].

In this study, we develop a field based mobile GIS
property mapping application to help the local authorities
overcome challenges of property identification and capture.
We begin by first reviewing the literature on the existing
technologies and the related applications that have been
developed. We then proceed to discuss the materials and
methodology used in the study after which we describe how
the application works. A discussion on the design and
modeling then follows. We then compare our application with
related applications before we discuss the work and then
conclude.

Il. LITERATURE REVIEW

A. Mobile Cloud Computing

Applications developed for mobile devices are
increasingly becoming abundant because mobile computing
has provided tools to users for utilization wherever they are
and whenever they want to use them irrespective of their
geographical position [5]. Examples of applications that have
emerged include m-commerce, m-learning, m-healthcare, m-
travelling and m-GIS applications [6]. This mobility has
created a resource constraint for mobile devices because they
were designed with limited computing, storage and energy
resources [7]. The solution to this problem has been provided
by mobile cloud computing technology which is an
amalgamation of mobile computing and cloud computing.
Cloud computing depends on the sharing of network resources
to attain a high availability of computing resources and it
helps in reducing management and economic costs. It is
facilitated by hardware virtualization technology, parallel
computing, distributed computing and web services [8].
Applications are delivered as services on the internet and are
provided by shared hardware and software systems in very
large data centers. This model ensures that computing
resources are offloaded from the mobile device and are in turn
provided as pay as you go and on demand services [5].

B. Leaflet, GeoJSON and OpenStreetMaps

The Leaflet mapping Library and GeoJSON objects are
some of the tools that can be used to build mobile GIS Cloud
Computing applications. The Leaflet Mapping Library is an
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opensource JavaScript Mapping Library that is used for
mobile friendly interactive maps. It has a very small
JavaScript code footprint of only 38Kb and it has most of the
mapping features that developers require for use in their
mobile mapping application projects. It works on almost all
the existing desktop and mobile platforms and it is scalable
through the use of plugins. It is also used for rendering vector
and raster maps such as OpenStreetMaps and MapBox
respectively [9]. GeoJSON objects are geographical data
formats coded in JavaScript Object Notation (JSON) that are
used for encoding different geographic data structures. The
geographic structures include point, polygon, multipoint,
multistring and multipolygon geometries [10].
OpenStreetMaps are free vector maps that are being
constructed by mapping volunteers around the globe. The
OpenstreetMap (OSM) project was started because
geographical data is not provided for free in many parts of the
world. The affordable GPS units embedded in mobile devices
have facilitated the voluntary creation of free vector maps by
mapping volunteers around the world [11]. OSM is sometimes
referred to as the Wikipedia of maps because the project
facilities distributed work around a common product (maps).
Its database contains geographic data for many parts of the
world. Its website has a set of software tools that enables
registered users to contribute to, download, or otherwise
interact with the spatial database [12]. The most common
method used to record spatial data is through a GPS receiver
and the spatial data is later edited using the freely available
editors. Additional information about the collected spatial data
is added by supplying attribute data and storing the final data
set in the OSM database [13].

C. Related Works

In the USA, Rutgers University developed an offline
vacant property mapping application that used a smartphone
running ArcGIS collector as the front end and ArcGIS desktop
as the backend. The backend and the frontend were linked
using ArcGIS online (AGOL) that provided the map data.
Primary attribute and spatial data was collected offline and
later synchronized because of budget limitations [14]. In
Ghana, Martey and Tagoe developed a GIS based Property
Information System (GPTIS). GPTIS was developed to help in
the administration of Property Tax through the use of a digital
Map that showed the properties in the Municipality. It was
developed for Tarkwa Nsuaem Municipal Assembly (TNMA).
GPTIS was programmed using the .NET development
framework and Visual Basic was used as the programming
Language. The Map Object Library developed by the
Environmental Systems Research Institute Inc(ESRI) was
used to provide Mapping functions. MapBox Earth API’s
were also used. The Backend for data storage used shape data
files, image files and Microsoft Access Database. GPTIS
interface allowed users to perform spatial and non-spatial
queries, update of newly registered properties, update and
processing of property attribute data. Spatial data was
obtained by digitizing the Map of the study area and GIS
software was used to geo-reference the Map. Non Spatial
Attribute Data was entered through the user interface. GPTIS
was designed as a standalone application with limited remote
access features [15].
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In Nigeria Oluwadare and Ojo used GIS in Olorunda Local
Government Authority to determine the geographical location
of each property with the associated property attribute data to
help in the effective collection of tenement rates (property
taxes). Spatial data was collected using a GPS receiver device
on 85 parcels of land in Orolanda Local Government
Authority. Satellite imagery of the area was downloaded from
MapBox Earth software application. The Satellite image was
then digitized into vector Maps using Corel Draw 11 and
ILWIS 3.0 environment for georeferencing software
applications. The final digitized map layers were then
exported to ArcView 3.2a software. Property attribute data
and GPS co-ordinates were input in a Microsoft Access
Database and then linked with ArcView GIS. The GPS dataset
helped in determining the shape and size of the property land
parcels [16]. In Oluyole local Government Area of Oyo state
Nigeria, a land information system was developed to map
properties. Spatial data was acquired through the digitization
and geo-referencing of the hard copy layout plan of the area.
Attribute data was obtained through a social survey on the
ground. ArcGIS desktop GIS were used both as a front end
and a backend [17].

In Sri Lanka, an Integrated Geographical Buffering System
(1GBS) was developed by for use to value land parcels for the
purposes of property Taxation in the Gampola region in
Kandy District in the Central Province of Sri Lanka. A high
resolution satellite image of the area was digitised using
ArcView GIS Version 3.1. A hand held GPS Receiver Device
(Geo Explora XT) was used to assign co-ordinates on the
image of the location of interest. IGBS features included
acquisition, storage and retrieval of valuation and taxation
information about the land, compilation of complete tax
records, graphical display of spatial data, analysis and
processing of meaningful land valuation [18]. In Mexico,
Bently federated GIS developed the Cancun Federated
Geospatial Information System so that Property Tax
Collection Revenues could be increased. Ariel Photography
was used to capture the Image of Cancun Municipality.
Mobile hand held GPS devices where used to capture Geo-
Coordinates, property attribute data and images of the
property. The property spatial and attribute data was
subsequently integrated into a single map desktop GIS. The
GIS system allowed the update of property information,
discovery of properties with new development, entering,
recording and production of property tax records. The GIS
database was centralized and was accessible by other
departments within Cancun Municipality [19]. In China, a
Service Oriented GIS based Web Application was developed
by Yang et al. to provide information on land and the
corresponding prices in Feng County in the Jiangsu Province
of the People’s Republic of China. The Latest city maps of
Feng County were digitized using ArcGIS and later uploaded
to a Server. SQL Server 2008 was used as the main Relational
Database Management Systems and ArcSDE and ADO.NET
were used as communication tools between the business logic
tier and data tier. This was done to facilitate management of
spatial and attribute data in SQL Server 2008. ArcGIS server
was used to display, query and analyze land prices. The
features of the GIS based Web Application included, map
frame for viewing of spatial land price Information, Zoom
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infout, map printing, document download, upload of new data
sets of spatial and attribute data [20].
I1l. MATERIALS

The materials used in this study included hardware and
software tools. The hardware included an Asus Laptop
Computer and a Huawei G630 mobile phone. The software

TABLE I.
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included Android Studio 1.3.2, PostgresSQL version 9.3 with
PostGIS extensions, Apache2 version 2.4.7, the Leaflet
Mapping Library version 0.7.7, jquery and OpenStreetMaps
and MapBox mobile cloud computing services. Table 1 gives
the specifications of the hardware tools that were used in the
study.

HARDWARE TOOLS SPECIFICATIONS

Hardware Specifications

1TB HDD

Asus Laptop

5th gen Intel Core i5 processor 2.2 GHz with Burst Frequency up to 2.7 GHz
8GB of RAM clocked at 1,600MHz

2GB Nvidia GeForce 920M

366 x 768 pixel resolution

64 bit Operating System

GSM/HSPA Network

Huawei G630 Mobile Phone 4GB,1GBRAM

GPS with A-GPS
Android 4.3

720 x 1280 pixels (~294 ppi pixel density)
Quad-core 1.2 GHz Cortex-A7

Camera - Geo-tagging,8 MP Back , 1 MP front, autofocus, LED flash

microSD, up to 32 GB (dedicated slot)

IV. METHODOLOGY

The study wused the agile software development
methodology. The mobile application system requirements for
the study were formulated from the survey that was conducted
at Kafue local authority and from secondary sources in the
literature. The survey used questionnaires and interviews to
inform the design of the mobile mapping application. Before
the property mapping commenced, the trial mapping area was
mapped by using the embedded GPS unit of the mobile phone
and OpenStreetMap mapping tools to include roads and points
of interest. More than five days later, the changes become
visible on the global OpenStreetMap vector maps. The
mapping of roads facilitated the smooth mapping of property
land parcels. The developed mobile application was trialed in
the Parkview Estates of Kafue local authority. The attribute,
spatial and image data was captured in real time on the ground
from residents after consent was obtained to have their
properties mapped. The property data was stored on the laptop
computer. Ten properties were successfully mapped. Spatial
data was obtained using a combination of MapBox raster
maps and the Mobile Device's GPS unit in conjunction with
OpenStreetMaps vector maps from the mobile cloud
computing services. The mobile device's Internet speed and
the saving of the property attribute, spatial and image data on
the laptop using the phone’s WIFI (802.11 b/g/n) did not
manifest any adverse latency during the mapping sessions.
The latency was less than 100 milliseconds (0.10 seconds) on
average.

V. OPERATION AND USE OF THE MOBILE GIS PROPERTY
MAPPING APPLICATION

This section describes how the implemented mobile GIS
application is operated and used. The first task in the property
mapping process involves the capture of the property attribute
data which includes the capture of owner, land and property

details. The second task involves the capture of spatial data
and property image data.

A. How to Capture Attribute Data

Property attribute data capture is carried out in three stages
using three different screens. The first screen that is used is
shown in Fig. 1. This screen captures details that pertain to the
property owner. Validation checks are performed to ensure
that data is entered correctly and that all mandatory fields are
not left blank. When the create button is clicked the property
owner record is saved in the PostgresSQL database and a
unique owner identity number is generated.

(=™

Owner Details

—-Select Town—
—-Select District—

—Select Province—

CREATE

Fig. 1. Property owner details capture screen.
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Fig. 2 shows the screen that is used to capture land
attribute data. When a valid Owner Identity Number is entered
and focus moves to the next field, property owner names and
national registration card number (NRC) are retrieved. The
rest of the fields from the land use type to ward require the
user to fill them manually. As data is entered in the fields,
appropriate validation and mandatory checks are done. When
the create button is clicked, the land record is created and a
unique land identity number is generated.

Fig. 3 shows the property details screen that is used to
capture property (building) attribute data. When a valid owner
identity number is entered in the owner id field, details from
the owner record and from the associated land record are
retrieved. Property Descriptions, year constructed and building
use data fields are entered manually by the user. As the data
fields are filled, validation and mandatory field checks are

done.
owne0

Select Town
Select District

Select Province:

Fig. 2. Land details capture screen.

[+

Property Details

Fig. 3. Property details capture screen.

Vol. 8, No. 10, 2017

B. How to Capture Spatial and Image Data

Fig. 4 and 5 shows the first and second tabs of the property
mapping screens, respectively. The first tab is used to retrieve
owner property details as shown. The second tab is used to
select the property mapping mode and also to capture images
of the property.

i

Main Menu

FROP. DETAILS MAR PROF.

Cwner Id 100

Owner Names
MNRC

Street

Area

Ward

Flat Mo

Title Dead No
Land Use Type
Prop. Desc
Year Constr.

Building Use

Fig. 4. First tab.

=™

Main Menu

PROP. DETAILS MAP PROP.

MAP USING SATELLITE MAP

MAP USING GFS

TAKE PICTURE

Fig. 5. Second tab.
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Fig. 6 shows the MapBox satellite image of the property CE ¢
mapping area when the Map Using Satellite Map option is Draw Land Parcels
selected. The mapper zooms in on the property using the (+) -
zoom icon. When the property is located, the mapper uses the
line tool bar to draw the land parcel as shown. When the
Finish menu item is clicked, the GPS coordinates represented
by the white squares are then saved to the database and an
appropriate message is displayed.

Fig. 7 shows the screen for the Map Using GPS option.
The GPS Blue Marker, shown is displayed for ten seconds. As
the mapper moves around, the marker also moves. When the
approximate visual position of the GPS marker is on an
approximate beacon location as guided by the underlying
OpenStreetMap roads, a white square is placed on top of the
marker to capture the GPS coordinates. This process is
repeated for all the beacons. When the finish menu item is

flet | Map dats

clicked, the GPS coordinates represented by the white squares
are then saved to the database and an appropriate message is Fig. 6. Mapping using the MapBox Satellite Image.
displayed.

The take picture function invokes the mobile device
camera to enable the mapper take pictures of the property. A
picture is transmitted to the webserver for storage immediately
it is taken. The application allows the mapper to take as many
pictures as possible. =

C. How to View Mapped Properties g P\ | Oviern bt mivs | G |

Fig. 8 and 9 shows the list of properties and an overview
of land parcels respectively when captured during the property
mapping Exercise.

c o0

Fig. 10 shows the Mapped Land Parcels and the Pictures
of the Property when mapped. When the Land parcel is tapped R cmoxtopintto revattine. |
on the map, details of the property are displayed as shown.
Clicking on the view photos of the property link displays the
pictures of the property that are captured during a mapping —
exercise as shown in Fig. 11. Fig. 7. Mapping using device GPS.

© [aal ﬁ © 234 Sall 22%L] 2:48pm

Properties Mapped Btw Two Dates

PROPERTIES MAPPED BETWEEN 2017-5-30 AND 2017-5-30

LAND ID* PLOT NUMBER TITLE DEED NO. OWNER ID NRC AREA WARD BUILDING USE

32 4854 5512 101 200280/11/1 PARK VIEW ESTATES CHIFWEMA DWELLING HOUSE
35 9119 8828 104 187722/51/1 PARK VIEW ESTATES CHIFWEMA DWELLING HOUSE
33 6614 6126 102 306625/21/1 PARK VIEW ESTATES CHIFWEMA DWELLING HOUSE
31 6255 6172 100 200380/31/1 PARK VIEW ESTATES CHIFWEMA DWELLING HOUSE
34 6626 6511 103 551255/51/1 PARK VIEW ESTATES CHIFWEMA DWELLING HOUSE
37 7255 2454 105 177267/51/1 PARK VIEW ESTATES CHIFWEMA DWELLING HOUSE
38 6179 6434 108 626268/31/1 PARKVIEW ESTATES CHIFWEMA DWELLING HOUSE
39 7161 9764 109 277766/31/1 PARKVIEW ESTATES CHIFWEMA DWELLING HOUSE
40 6172 9778 110 172736/54/1 PARKVIEW ESTATES CHIFWEMA DWELLING HOUSE
43 4643 2845 111 155527/36/1 PARKVIEW ESTATES CHIFWEMA DWELLING HOUSE

*Tap Land Id to view the Map of the Property. Tap the Land Parcel to View Details when the Map is Displayed

Fig. 8. Viewing mapped properties report.
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Fig. 9. Viewing mapped land parcels.

2 Call Call 21%0 2:40 pm

= © &

Area Mapping Status

First Name: VICTOR

Surname: NEENE

Plot Number: 6255

Title Deed No: 6172

Building Use: DWELLING HOUSE
Year Constructed: 2012

view Photos Of Property

=
= E

[

— 1
Fig. 10. Tapping mapped land parcels.

Leaflet | ® OpenStreetMap contributors

MO @ %l "l 43%4 1819

& 192.168.43.55/0sm/showim

—
=

View all 7 images

Fig. 11. Viewing property images.

VI. APPLICATION MODELLING

This section presents the results of the final application
modeling that was achieved after the several requirements
formulation iterations.

A. Entity Relationship Diagram(ERD)

Fig. 12 shows the ERD of the application. The
development of the ERD first started by identifying the
entities from the business rules. There after the relationships
between the entities were identified and the multiplicities and
participation were also identified appropriately. There after
primary and foreign keys for each entity were also identified.
This was followed by the identification of other attributes for
each entity. Lastly, the ERD was reviewed and revised by
following the steps described until the final ERD was
developed. The entities that were identified were the location,
map, user, land, valuation, property, owner and individual.
The ERD depicts the primary keys, foreign keys and
attributes.

B. Class Diagram

Fig. 13 shows the classes that were developed to model the
Application. The classes modeled the map, location, land,
owner, property, valuation and individual entities in the
property mapping problem. The relationships among the
classes and methods of the classes are also shown. The map
class can have one or many instances of the location class. It
can also have one or many instances of the land class. The
land class can have one or many instances of the property
class. It can also have one instance of the location class. The
property class can only have one instance of the valuation
class. The owner class can have one or many instances of the
property class. It can also have one or many instances of the
location class. The individual class inherits from the owner
class and re-implements the public functions.

C. Mapping System Sequence Diagram

Fig. 14 shows the System Sequence Diagrams (SSD) of
the mapping spatial and image data. It depicts the exchange of
messages between the mapper and the system. The user sends
a message to the system to open the property mapping screen
and the system responds by opening the screen. The user then
sends a message with an owner id to the system and the
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system responds with the property details. A create map
message is sent together with the captured GPS coordinates
and the system responds with a confirmation message after

| landID
2 maplD
= userid
plothumber -

firstname
surname
password
accountstatus
activationhash
permissions
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area locationpaint
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________ JRT -

I S
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| propertiD
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= ownerld
= userld
description
| ) usetype
size
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successfully creating the map. The user then sends a save
image message with an image and the system responds with a
confirmation message after saving the image successfully.

| Individualld
"ﬁ-,awner}d
firstname
surname

nrc
dateofbirth
occupation

usetype P cydle yearconstructed
deedno status
B tenure Ll od
description
size
Al Paradigm Community Edition €%
Fig. 12. ERD for the property mobile mapping application.
a Location
a Map 1.* |+insert()
+insert() 1 has +delete()
+deletel} +update()
+update(} +retrievel }
+ogetGPSCoord()
1
Found 1
1.+ found
a2 Land 1.*
+insert(}
+delete(} liwes
+update() ¥
+retrievel) = e
+insert(}
+deletei)
+update()
1 1 +retrievel )
has
1% has 1 avaluation
e Pro +insert(}
- perty +delete(}
+insert(} e
+delete( A
+up-date:tll} +retrievel}
+retrievel ) . a Individual
- has +insert(}
+delete(}
+update()
+retrieve(}
Fowered By Visual Parad | e e i e Eelieien @
Fig. 13. Class diagram for the property mobile mapping application.
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] 1: openMapPropScreent() bl—
1.1: mapPropOwnerscreen
e
2: retrievePropDetails{ownerid)
L.
2.1: property details
-
3: createMaplgpscoord)
L
3.1: comfirmation message
-
4: saveimage| picture)
L
4.1: comfirmation message
-
L Powered By Visual Par ] AU nity Edition 4
Fig. 14. System sequence diagram for the mapping spatial and image data mapping.
<<device>> -
mobile device <<device>>
server
mapping
application apache2
WIFI,LTE,4G,HSDPA <<artifact>> | <<device>>
server
<<device>> phps
gps ETHERNET PostgresSQL
<<artifact>> | -
<<device>> php5-pgsql <<attifact>> O
camera postGIS
<<attifact>> D
leaflet.js
WIFI,LTE,4G,HSDPA
- - <<artifact>> DO
mobile cloud mapping jquery.js
<<artifact>> D
OpenStreetMaps
<<artifact>> O
MapBox
By Visual Paradigm Community Edition §¥

Fig. 15. Deployment diagram of the mobile application.

VII.SYSTEM ARCHITECTURAL DESIGN

Pressman describes System Architecture as the manner in
which the various parts of the software system are integrated
to form a cohesive whole. The components can include a
simple program module, object oriented classes, databases,
middle ware, networks, clients and server hardware. System
Architecture is important because it enables communication
among stakeholders involved in the computer based system
development. It also simplifies the model of how the system
will be structured and how the components will work together

[21]. Fig. 15 depicts the Deployment Diagram of the mobile
application. The following sections describe the components
depicted:

A. Mapping Application Component

The mapping application component constitutes the
frontend that runs natively on the mobile device. It uses the
mobile device’s GPS and camera hardware. It is interfaced
with the Apache2 web server and the mobile cloud mapping
services.
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B. Mobile Cloud Mapping Component

This component is invoked by the Leaflet library mapping
code that is loaded from the apache2 webserver. The leaflet
library in turn renders the OpenStreetMap vector and the
MapBox raster maps provided by the mobile cloud computing
services. The library also provides a map drawing tool plugin
for capturing the property GPS Coordinates from the vector
and raster maps.

C. Apache2 Webserver Component

The webserver component hosts the php business layer
logic, JavaScript leaflet library and the jquery image display
code that interfaces the mobile application (front end) and the
PostgresSQL  database (backend). The php5-pgsgql API
connects to the spatial database server. The php, leaflet and
jquery code are invoked by the mapping application
component during user interface interactions.

D. PostgresSQL Spatial Database Server Component

The database server component is made up PostgresSQL
with PostGIS extensions Spatial relational database and it
performs the role of the backend. The database is accessed by
the php scripts residing on the Apache2 webserver component
through the PostgresSQL php5-pgsql API. The API performs
database manipulation and retrieval operations.

E. Network Connectivity

Network connectivity is provided by WIFI, LTE, 4G,
HSDPA and Ethernet technologies to move data among the
components.

VIIl. COMPARISON OF THE MOBILE GIS PROPERTY
MAPPING APPLICATION WITH RELATED APPLICATIONS

Our Mobile GIS property mapping application and the
related applications described in the literature review section
all have a component of capturing GPS coordinates either
through a GPS Device or Geo-referencing a digitized map.
However, some key differences pertaining to implementation
exist.

The related applications require the digitization of maps of
the area where properties are located. The maps are obtained
either from primary or secondary sources. The process of
digitization requires the use of desktop GIS productivity
software. In contrast, our mobile GIS application uses existing
digitized vector and raster maps of the property area provided
by OpenStreetMaps and MapBox cloud computing mapping
services respectively. Secondly, related applications capture
data using a two stage approach. Spatial data is first captured
in the office and then attribute and image data is later captured
in the field. Thereafter, all the three data sets are then
integrated as one. Our mobile GIS application, on the other
hand, captures all the three data sets holistically in real-time in
the field and in one session. Thirdly, related applications use
Microsoft Access database, Microsoft SQL database or
databases that are embedded in the GIS desktop productivity
applications. In contrast, our mobile GIS application uses
PostgresSQL with PostGIS extensions relational database that
is designed specifically to store and process primitive
geographic data types. Fourthly, related applications do not
use the Leaflet mapping library that enables mobile mapping

Vol. 8, No. 10, 2017

on mobile devices as compared to our mobile GIS application.
Lastly, related applications do not use existing wireless
technologies in their implementations; hence, they are devoid
of mobility and full multiuser capabilities. In contrast, our
mobile GIS application is fully mobile and multiuser.

IX. DISCUSSION

The results of the mapping demonstrated that the
application can be an efficient and useful tool in mapping of
properties in the real time setting. The real time aspect has the
advantage of capturing complete property data on the spot as
residents will be available to provide the attribute data
pertaining to their respective properties. Secondly, a good
number of properties can also be captured over short periods
of time and that would result in the clearance of property
capture backlogs. Thirdly, on the local authority part, they can
also hire and use non GIS experts in the mapping exercises
because of the intuitive characteristics of the mobile mapping
application user interface. Lastly, on the technological front,
mobile computing, cloud computing and opensource software
tools used in the development of the mobile GIS mapping
applications have shown that it is possible to develop robust,
user friendly and efficient mobile solutions. The cost of
building mobile applications when these technologies and
tools are used will be low because they can be used and
obtained freely or at a very minimal cost.

X. CONCLUSIONS

In this study, the development of the mobile GIS property
mapping application was presented. Affordable opensource
development software tools and mobile cloud computing
mapping services were used in the development and
implementation of the mobile mapping application. A review
of GIS based property mapping applications that were
developed was conducted. The review showed that these
applications lacked real time capture of complete property
data and they used GIS desktop productivity software that
required the skills of highly trained GIS experts. The study has
shown that mobile GIS mapping applications can be
developed by using mobile cloud computing services and
opensource software tools. The mobile mapping application
can help local authorities, especially in developing countries,
in overcoming the challenges that they experience in property

mapping.
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Abstract—Traditional supervised machine learning
techniques require training on large volumes of data to acquire
efficiency and accuracy. As opposed to traditional systems Active
Learning systems minimizes the size of training data significantly
because the selection of the data is done based on a strong
mathematical model. This helps in achieving the same accuracy
levels of the results as baseline techniques but with a
considerably small training dataset. In this paper, the active
learning approach has been implemented with a modification
into the traditional system of active learning with version space
algorithm. The version space concept is replaced with the divisive
analysis (DIANA) algorithm and the core idea is to pre-cluster
the instances before distributing them into training and testing
data. The results obtained by our system have justified our
reasoning that pre-clustering instead of the traditional version
space algorithm can bring a good impact on the accuracy of the
overall system’s classification. Two types of data have been
tested, the binary class and multi-class. The proposed system
worked well on the multi-class but in case of binary, the version
space algorithm results were more accurate.

Keywords—Active learning; machine learning; pre-clustering;
semi-supervised learning

I.  INTRODUCTION

Machine learning plays a vital role in the concepts and
models that are related to artificial intelligence. It can be
simply defined as a procedure, which makes the computers so
intelligent that they can assist the human in some of the most
difficult and time-consuming tasks, like decision-making,
forecasting, pattern recognition etc. The most distinguishing
feature of machine learning is that it empowers the machine to
learn how to behave and react in a certain situation based on
the rules and patterns it drew from the training dataset.

We are living in a world exploding with information. Data
is everywhere in the form of, tweets on social networks,
comments/reviews on popular blogs, threads on networks,
daily publications and news feeds to name only a few sources.
The need of the hour is to make our information systems so
intelligent that they can extract, transform and reproduce this
huge volume of data into a form useful for analysis and
prediction. For example, consider a disease discovery system.
A disease has certain sets of symptoms and after effects. This
information can get updated if we are able to continuously
extract new and unique information from the data which is
being stored and updated in the patient’s history.

Maryam Razzak

International Islamic University
Islamabad

The classification of text is the process of assigning a set
of predefined categories to the document on the basis of
content present in the document by Yang & Liu [16].
Classification could be on the basis of labeled data. The
volume of which may vary according to the method used. One
of the shortcomings of labeled data is that it is not readily
available. The process of labeling data is an expensive task as
it involves a lot of human effort. This problem brought new
areas of research and most popular of them are Semi-
Supervised Learning and Active Learning. They both aim at
solving the problem of labeling unlabeled data by using a
significantly small volume of labeled data [18].

Active Learning is a technique of semi-supervised
machine learning which enables the learning algorithm to
query a user interactively and be able to infer desired outputs
for newly admitted data.

Active Learning can be implied on many domains where
we have large amount of unlabeled data present and labeling
tends to be a hard issue in terms of cost, time, and human
effort; for example, in drug discovery [14], natural language
processing [10], information extraction [9], information
retrieval [15] and many more.

Il. A REVIEW OF SEMI SUPERVISE LEARNING

Semi supervise learning is the basis of most of the active
learning techniques. Semi-supervised learning and active
learning both tackle the problem of dealing with unlabeled
data with only a small volume of labeled data [19].

Many studies have been undertaken for the purpose of
comparison between supervise learning and semi-supervise
learning like Zhu & Wu [18] proposed a technique for
handling noisy datasets. The researchers mainly focused on
improving cost sensitive classification. They started by
applying a general classification strategy that integrated the
misclassification of cost for noise handling. Then they boosted
up their research by bringing a semi-supervise classification
type strategy in which the noise detection results were added
to the training iteration by iteration and the accuracy of overall
system in noise identification was improved. The major focus
in their work was given to the cost of expensive classes, which
was actually giving all the focus to some of the classes while
the others were being neglected. This could cause inaccuracy
in the calculation of the predicted value of the most important
class; therefore, causing all the results to become
unpredictable.
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Fig. 1. A semi-supervise learning model.

The Semi-Supervise learning process can be well
explained with a diagram. Fig. 1 depicts a structure of semi-
supervise learning. On the top we have the unlabelled data
having just one attribute and that is the feature vector which
contains details of the features of the data other than class. A
portion of the unlabelled data is selectively chosen and labeled
by a human expert. This labeled data goes to the machine
learning algorithm enabling it to learn a mathematical model
from it. Next the remaining portion of unlabeled data is fed to
that algorithm in the form of testing data. The algorithm then
predicts the expected labels of the data according to its
prediction model.

Semi supervised learning has received a lot of attention in
the field of clinical research. Automated text analysis
specifically in electronic health records (EHR) using natural
language processing and machine learning have become very
popular in the recent decade [13]. The paper proposed an
automated system for selecting clinical records that could
contain valuable information regarding disease diagnosis or
regarding the symptoms of some disease. The classifier was
trained on the records of numerous patients diagnosed with a
disease. The major advantage of the proposed system was that
it did not require any human effort. The proposed model could
achieve good efficiency as it was trained based on careful
selection of the training data.

I1l. LITERATURE REVIEW

The term active learning gained popularity among
researchers in the 1980s [1] and since then it is a very rich
area of research. The main idea proposed by Angluin [1] was
that the learner may have the option to ask queries that might
be related to its membership (For example, is this instance
member of A class or not.), relevance (For example, is this
instance related to this class or not?) etc. The learner alters the
value of instances by asking queries and thus after a specified
number of iterations a model can be generated.
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Machine learning gains efficiency using active learning as
it reduces the human effort required for labeling the
vectors/instances. It gives the system liberty to choose the
vectors/instances that will be labeled. This is achieved by
defining a selection criterion for the vector, which would be
labeled and then used as training set for the classifier. In this
way, the input domain of the classifier can be defined
efficiently.

Active Learning can be classified into two modes, single
and batch mode. Therefore, the first step is selection of mode.
Next is the selection of a suitable active learning technique.
Two of the active learning techniques popularly used are: Pool
Based Active Learning and Stream Based Active Learning.
Pool based active learning as the name suggests, works for a
large pool of unlabeled data while the stream based active
learning works dynamically for a live stream of unlabeled
data. Our proposed model will work on a large pool of
unlabeled data. Finally, we are left with the selection of
approach/strategy for active learning by which the sample of
training data will be selected. The most common active
learning strategies are ‘error reduction strategy for sample
selection’, ‘uncertainty based strategies for sample selection’,
‘uncertainty sampling with Bias’, ‘uncertainty sampling with
prediction’ and ‘relevance based strategies for sample
selection’. The strategy that we have followed in our work is
the uncertainty based sample selection.

Biswas & Parikh [2] has proposed an active learning
system following an attribute based feedback process in which
the learner not only queries for the labels of the instances but
the human expert also gives his feedback about the query.
This established an interactive connection between human and
machine and this project was further applied for image
classification. The human expert played the role of a
supervisor to teach visual concepts to a machine. For example,
for a certain image, the learner says, “This is a garden, what
do you say?” the supervisor might respond saying, “No, this is
too open to be a garden”. After getting the feedback of the
supervisor, they also introduced a weighing schema for
checking the likelihood of any image; thus, enhancing the
active learning process.

Active Learning supports multiple instance learning [17]
and this process is being commonly adopted because research
is now shifting from working on a single instance to a bag of
multiple instances. Moving on to the bag instead of single
instance can be risky in terms of computational cost. To
overcome this problem Yuan & Liu [17] proposed a model of
pairwise similarity based instance reduction for Multiple
Instance Learning (MIP). The process was dependent on the
similarity among the instances within a bag, which was named
as training bag. Better performance could be achieved if pair
of instances without using the concept of bags was used.

Hu et al. [4] used a simple active learning process for
selecting the most informative query that was created with the
help of support vector machine. The overall process worked in
the binary class domain and initially it started with two
instances in the hyper plane, one positive and the other
negative. As the process continued, the values of hyper plane
kept changing and the instances were selected according to
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their minimal distance from the hyper plane. The overall
system’s accuracy was above 90 percent and a major
contribution of the new system was that, it was not working on
an artificial dataset as the dataset was being assigned a proper
location near or far from the hyper plane.

Our proposed model is very similar to this work and to
summarize the entire process we begin with a large pool of
unlabeled data and follow a batch mode of active learning
technique by which we selected a certain number of vectors as
training data and applied pool based active learning on it.
Finally, the uncertainty based sample selection procedure was
used on the tested vectors that our classifier labeled according
to its model.

SVM is one of the most popular and frequently used
classification Models. According to a statistical learning
theory it is the best classification technique for binary
classification.  Apart from performing just binary
classification, this classifier if merged with some other active
learning approaches could give better results in multi-class
systems as well.

IV. ISSUES REGARDING DESIGNING OF ACTIVE LEARNING
ALGORITHM

The process of Active Learning starts with some
preliminary decisions that are required for a successful
implementation of an AL system. The tools and algorithm
used for the active learning procedure will be discussed in the
later section. First point of concern is to deal with some issues
that are common for all learning algorithms.

The first issue is related to defining some selection criteria
for choosing unlabeled data. Mostly, it is done randomly
because at start, we just predict a small sample to be
informative and then after applying our technique we dig out
where the good ones are located. This work can also be done
by Pre-clustering, which requires some solid boundaries for
picking the informative vectors.

Second issue is to decide the size of the initial training set.
The size of the training set is very important, as the
performance of the classifier depends on how well it is
trained. If we take a small subset of data from a particular
dimension, then our classifier will be bounded in its decisions.
This problem does not arise in incremental Learning as the
training set incrementally gets appended by new and
informative examples. For selective learning, this issue
requires attention because based on initial training set the
classifier will recognize the patterns/features and will perform
the later tasks.

Third issue is to define the stopping criterion. The stopping
criteria can be pre-defined and post-defined. In most cases, we
see that stopping criterion is developed when observations
have been made on the initial selection of data. A very general
stopping criterion of this type is the one which checks for the
performance of trained classifier after each iteration and then
it stops the overall system when the classifiers performance
ceases to improve.

Fourth issue is the selection of classification algorithm.
Active learning mostly doesn’t have any particular classifier
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that is used for AL only and in most cases, it uses the typical
classifiers that are used for machine learning. There are many
classifiers available for supervising learning tasks but the
selection of a problem specific classifier is very critical. For
example, if we have to do active learning for document
classification then we will have to explore which classifiers
perform well in that domain.

V. ACTIVE LEARNING SCENARIOS

According to the fore mentioned concept of supervised
learning, a random set of training data was always being
selected for the classification but it was actually stopping the
performance of overall system at some point. To overcome
this issue, the term active learning was developed which
actually gave the freedom of selecting the most informative
training data for some valid requirements. Two most general
scenarios of active learning that are used in majority of the
active learning systems are: Pool Based Active Learning and
Stream Based Active Learning.

A. Stream based Selective Sampling

The stream based selective sampling is utilized when we
do not have static data and the learner has to process a
continuous stream of data.

From Fig. 2, it can be seen that the learner, which is any
algorithm is getting a dynamic stream of unlabeled data. At
first it gives the data directly to the human expert for labelling
but once it gets trained on a model then it decides by itself
whether to give it to human expert or discard it being
unimportant.

The work done by Kapoor & Horvitz [5] is based on
discarding, caching and then recalling the samples in active
learning. They have performed the classification in stream
based environment. The main idea of the paper was based on
the observation that dynamic data like handwriting recognition
data may vary over time so instead of discarding data after
labeling we must have some recall function that may ask for
the label of same data after some iteration. Their stream based
setting was repeatedly based on decisions of removing data
from active stream, then caching those decisions and then
recalling that data later in future. It was found that the
proposed setup was very beneficial for learning especially
when we have to update our model for the new coming data.

% Dynamic Data
nqm\a/_’ -y — O < Source
5 Unlabeled
/ Leamer auanple
g

Labeled
Training
Veclors

VeclorsExample " \‘ | W‘

Human
Exper

Fig. 2. Stream based active learning model.
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Stream based sampling often faces the challenge of
deciding whether to label a given instance or not. A possible
solution to this issue could be the informativeness of the
instance, which happens to be our central research idea. This
could be done through selective sampling algorithm a
discussion on these algorithms will be done the following
section.

Another very interesting observation in the domain of
stream based selective sampling was that some researchers
were using this to enhance the pool based active learning.
Moskovitch & Nissim [8] have done selective sampling in
order to enhance their SVM classifier, which was working
mainly on the pool of unlabeled data. An online detection
system for the unknown computer worms was developed and
the data was taken by monitoring 323 computer features
which were later reduced to 20 after feature selection. The
stream based sampling was actually utilized to get the real-
time records and the performance was observed to be
considerably improved after the addition of active learning
with the simple SVM classification.

The term active learning has been utilized in the context of
exploration and exploitation by Loy & Hospedales [6]. They
developed a system that worked opposite to the previously
used heuristics method in Bayesian classification. According
to them if the process of classifying the image and videos was
extensively used it could produce better results. A learner
would be fed ambiguous instances constantly while a human
expert would keep on labeling. Both activities would take
place simultaneously. This process continues until the entire
posterior distribution of classes have been utilized. During this
process a committee of previous hypothesis was made. Thus,
two hypotheses were created for each instance. If the classifier
showed disagreement on both hypothesis, then that instance
would be directed to the human expert for labeling. Next the
instance that got labeled by human annotator would be sent to
the classifier as training data. This model outperformed all the
previous stream based active learning systems but a limitation
in the system was that, it did not handle noisy data well. Thus,
in case of any noise in the data the hypothesis might get
affected and cause the overall system’s accuracy to
deteriorate. The system can be further enhanced by tackling
the noise in online streams of data.

By the time, the advancement in areas of research is
bringing new concepts into the domain of active learning. The
area of concept drifting was introduced under the stream based
active learning range. As we know that the data in streams
carries the requirement of getting predictions in real time and
here the main issue that can arise is concept drifting. So the
learning should be so strong and adaptive that instances don’t
get wasted from memory without getting labeled. In the paper
by Zliobait & Bifet [20] three active learning strategies had
been adopted to overcome the above-mentioned problem. The
three concepts are based on uncertainty, randomization and
dynamic allocation of data. The results proved that the
proposed strategies of splitting data according to concept drift
performed very well especially when the labeling resources
are very small.
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B. Pool based Active Learning

Real time data is available in huge volumes. The task of
labeling this data belonging to various domains gave rise to
the concept of Pool Based Active Learning. Usually queries
are drawn from the pool which is non-static in their nature, but
this is not always the case as there can be presence of dynamic
data at some instances. The major difference between stream
based and pool based active learning is that the first one
sequentially goes through all the data while the latter deals
with multiple instances at a time in the form of a huge pool of
data.

Pool based active learning has been performed in many
real-world scenarios, like Text classification, image
classification, disease diagnosis, speech recognition etc. Much
of the work in active learning is done by the technique of pool
based, Maccallum & Migham [7] have utilized it for reducing
the cost of labeling for a huge set of unlabeled data. The
model of (Query by Committee) QBC was extended with the
key aim of getting the density of the document explicitly at the
time of selecting the examples for labeling. They proposed a
probabilistic framework that was based on the EM algorithm
in addition to the typical active learning framework. The
combination of density weighing methods and EM with active
learning methods proved that the accuracy of the system could
be improved by having a small training dataset. A limitation to
this system was the density estimation which is difficult to
calculate especially when dealing with high dimensional data.
The work could be further improved by combining the
concept of poor probability with the density weight scheme.
The techniques for interleaving EM and active learning could
also be explored to improve performance.

Ganti & Gray [3] used pool based active learning to
overcome the problem of binary classification. The proposed
system was named as UPAL (Unbiased Pool-based Active
Learning) which tries to minimize the unbiased estimator of
risk. The proposed system was developed assuming there was
no noise in the data and it only worked towards unbiased
sampling of the labeled data. This made the model quite rigid
as such requirements were hardly ever satisfied by real time
data.

Pool based active learning can be carried out for a single
instance selection mode or multiple instance selection mode.
Wang & Kwong [11] performed the Pool Based Active
Learning for Multiple Instance selection criteria. The work
was performed on MNIST handwritten data and almost 100
bags were created from the whole pool of unlabeled data. The
Multi-criteria decision-making procedures were applied for
the selection of bags with the help of active ranking. It was
seen that the bag margin based active learning outperformed
the random sampling as well as the simple SVM active
Learning procedures.

V1. INSTANCE/ VECTOR SELECTION

Once the active learning technique, whether Pool Based or
Stream Based Active Learning, is selected the next stage is
selection of the most informative instances. For the Selection
of instances, many strategies have been applied in active
learning some of which are ‘Error reduction/estimation based
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strategies’, ‘uncertainty Based strategies’, ‘Uncertainty
sampling with prediction’, ‘Uncertainty sampling with bias’,
‘Inconsistency based uncertainty sampling’, ‘Relevance based
selection strategies’ etc.

In our work, we have focused on uncertainty based sample
selection strategies. According to the concept of Query by
Committee (QBC) algorithm, a committee of classifiers is
developed and trained on different training data. Then a Test
data is provided to all classifiers for the sake of predicting
class labels. After that the labels of all classifiers are
compared and the instances which carry highest value of
uncertainty are selected for first querying the human expert
and then being added into the training data of main active
learning classifier.

The selection strategy of an active learner mostly revolves
around two concepts: one is Query Construction and the other
is Selective Sampling

A. Query Construction

In query construction an arbitrary value is given to a query
which is then forwarded to the expert for labeling. The
arbitrary value chosen is mostly the extreme possibility of any
situation and is well suited for the purpose of training the
learner system. For example, if we are required to classify a
document we will either add the exact keyword (required to
keep the document as a member of certain class) in the
arbitrary query or we will give it extreme negative keywords
that might be slightly related to the keyword of that class.
Query construction is not applicable in most of the
classification problems as it is based on the system’s/ expert’s
knowledge rather than being based on patterns found in the
data.

B. Selective Sampling

A relatively more practical approach than query
construction is the selection sampling. This approach proceeds
by selecting the query from the large pool of unlabeled data.
In in this approach the learners’ select queries from the dataset
provided and then forward it to the expert for labeling. Thus,
labeling is done on real time data rather than arbitrary data
making the training process more authentic.

This research also focused on the selective sampling
technique and but before that we applied a pre-clustering
technique. Pre- Clustering technique divides the data into as
many clusters as possible and then the query is selected by
taking one, two or more members from each cluster. Pre-
clustering assists the active learner to get trained on data
coming from each data distribution therefore, various types of
data get labelled and classified making the learning process
very robust.

Before going into the details of the proposed system, we
will discuss the base work by Wang & Kwong [12] which has
been implemented in the experiments of this research. Wang
& Kwong [12] followed the same procedure for finding the
inconsistency based active learning but they worked on the
version space concept of general to specific ordering. The GS
ordering is always performed on binary class data. We on the
other hand have tried to extend this model to work with multi-
class data.
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The version space algorithm processes a given pool of data
based on two hypotheses. According to hypothesis one: it
labeled all the data instances as positive while the second
hypothesis labeled all the data instances as negative. Two
separate SVMs were trained on the dataset from both of these
hypotheses and then the testing of those SVMs was performed
on the same data. According to concept of QBC both the
classifiers give their classification results for testing data. The
conflicting data was collected in separate metric and an
inconsistency value was added as a feature to all that data. For
training, the member with higher inconsistency value was
selected for being labeled by the human expert. Finally, the
labelled instances were provided to the final classifier as
training data.

The modifications made to the base work has been
discussed in the next section.

VIl. PROPOSED ARCHITECTURE

The Active Learning task is always initiated with a random
training data which later gets updated with each iteration. The
initial data was selected so as to represent data from all the
areas of the pool and for that purpose equal volume of data
had been provided from each of the cluster that were
generated by the DIANA algorithm. A working model of
DIANA is shown in Fig. 3.

The Learning of the classifiers continues until it has added
a pre-defined number of training vectors after which the
process of learning terminates. The testing was done
iteratively by assigning different sizes of training data L. Since
the data gets selected randomly on each iteration that’s why
the results generated were different from each other on each
run. We checked for the consistency of the results and they
were found to be quite consistent for most of the instances.
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Since we started with the idea of keep our training dataset
as small as possible we initially restricted the value of L to be
90. However, since the number of vectors in binary data are
usually high therefore the value of L was raised to become
120.

The first and foremost task of this proposed architecture is
the handling of noisy data. We have applied the procedure of
Mean Average for tackling the missing values in the data. This
allowed us to fill in all the missing values with the mean value
of the remaining parameters.

To validate the performance of our proposed system, we
did a comparison of our classifier with existing real time
labeled data and after that the accuracy of the system was
calculated.

VIII. DIVISIVE ANALYSIS (DIANA)

We selected a hierarchical clustering algorithm for our
model. In simple clustering data is divided into a number of
groups that are based on the similarity between objects but in
hierarchical clustering a proper hierarchy of objects is built.
The unique feature of our work is the pre-clustering in which
the divisive analysis-s algorithm is used. In this algorithm we
create a hierarchy of clusters. Traditionally used clustering is
not applied here because we want to get as many clusters as
the level of resolution among the data allows us. Another
reason for not using simple clustering methodology is that the
initial number of cluster are unknown at the start of the
process. This problem can be rectified by hierarchical
clustering which gives us the freedom of choosing N number
of steps to produce a suitable number of clusters for our
analysis.

The DIANA algorithm is applied here to check for inter
cluster similarity among two are more chief clusters. In
DIANA the hierarchy is created in the inverse order, we start
from the most general form in which we have two clusters and
then from those clusters we move on to as many clusters as
possible. DIANA initially starts with one cluster which
contains all the data instances. On every iteration the larger
clusters split up into two clusters and this process continues
until every object belongs to its own cluster. The whole
hierarchy in DIANA is built up in N-1 steps.

The Overall algorithm of DIANA proceeds as follows.

1) Get the objects having highest level of dissimilarity
with all other objects and this becomes the splinter group.
2) For every object ‘i' compute the following formula:
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5) The cluster having the largest diameter will get selected
as the largest dissimilarity between any of the two objects.
Next, this cluster will get further divided.

6) All the above steps will keep on being repeated until
we get one object in each cluster.

IX. MULTILEVEL CLASSIFICATION VIA SUPPORT VECTOR
MACHINE

Support Vector Machine commonly known as simply
SVM is basically a binary classifier but it can be turned into a
multiclass classifier by combining some of its’ approaches.
Following is a discussion on some of the variants of SVM:

A. Multi-SVM

The main classifier of SVM was developed in 1995 by
Cortes and Vapnik and since then it has proven to be one of
the best classifiers for binary classification of data. The main
concept behind SVM is to plot the whole data on a high
dimension space and try to bring a maximum margin
hyperplane among the sets of data.

Some of the common approaches for the multi-SVM are:
e One Against one

e One against All

e DAGSVM

In this study, we have followed the one against all
approach which is described in the next section.

B. One against All

SVM was primarily designed for binary classification
problem but then it was extended to work with multiple
classes. One Against All is an extension of SVM in which we
construct kK SVM models that deal with k number of classes.
Suppose we have an i"" SVM which is trained on i"" class that
has all instances of positive labels and all other examples with
negative labels. Now if we are provided with the training data,

|, which is in the form (Xl’ yl) """"" (Xi’ yi)

Where, % R T=Lo 0y, efl,.....

actually the class of Xi. The i™ SVM will now solve the
following problem.

H 1 i i I i
min_, . . E(\/\/ dY'w +C ,-2:1 =

Di = [average d(l, J)J ¢ Rsplintergroup]_[average d(l, J)J € Rsplintergroup]

3) Let’s suppose we have an object h for which we have
to calculate the distance Dy using the above-mentioned
formula. If the value of Dy, is largest and also if it is positive,
then we can say that h is close to the splinter group but on an
average.

4) The 2" step is repeated until we get all the values of Dy,
to be negative. At this point the whole pool will get divided
into two groups.

(W) @(x,)+b =1— £ if y, =i
(W)T@(x;,)+b' <1+ &Lif y, =i
5; = Os j - y === ,I

Where, C is the penalty parameter in the above mentioned

equations and the function ¢ is actually mapping the data X
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on the higher dimensional space. In the above equation the
main part is minimizing the

% (Wi )T Wi

which actually shows that we should maximize the

i
2/flw ||margin between the two groups of data. The main
aim behind the SVM classification was to search for a balance
between the regularization term

%(Wi )T Wi |

And the errors obtained while training the data.

After finishing with the above mentioned problem the k
decision functions were checked.

(W)" $(x) + Db’
(W)" #(x) +Db"

Now we can say that z is the class, which has the largest
number of decision functions:

class of z = argmax,, (W) ¢(z)+b')

X. EXPERIMENTAL SETUP

For the demonstration of the results achieved by the
proposed method, two datasets have been used. The
comparison has been made with the study conducted by Wang
& Kwong [12] who applied inconsistency based active
learning with the help of version space’s general to specific
ordering. The Key objective of this work is actually the
comparison of version space with divisive analysis (DIANA
Algorithm). Some of the features of our proposed system are
the handling of missing values with the help of average mean
formula and the comparison of final classifier’s results with
the actual values of the data and then calculating the overall
accuracy. The datasets were taken from the UCI machine
repository and the details of both datasets are represented in
Tables 1 and 2.

TABLE I. USER KNOWLEDGE MODELING DATASET

Dataset Details

No. of attributes 5 Plus class
No. of instances /vectors 259
Attribute Characteristics Integer
Missing Values No
. . Knowledge level of use (very low,
Variables to be predicted low, middle, high)

TABLE II. PIMA INDIAN DIABETES DATASET

Vol. 8, No. 10, 2017

XIl. TRAINING AND TESTING DATA

Gendat function is used to generate data randomly for
testing and training; according to that 70 per cent data is used
randomly for training and 30 per cent for testing. Random
selection of the instances follows the prior probability of the
class. So the estimation of the sample that would be selected
from the particular class is equal to P*N, where P is the prior
probability of the class. And N, is the percentage of the data
for training.

XI1.RESULTS

The Classification work is performed under MATLAB
R2010a and the ‘SVMtrain’ and ‘SVMPredict’ functions have
been used from LibSVM. The Algorithm has been executed
on a computer with 2.13GHz Intel Core i3 processor with
2 GB memory and Windows 7, 64-bit Operating System.

As we have worked for the betterment of accuracy and
decrease in the computational cost so the results have been
shown in terms of time consumed on each iteration and then
the accuracies attained in each iteration with different volumes
of ‘L’ which is the training data.

The results have been obtained from the classifier in
different iterations, as on each iteration, the classifier chooses
random available data and thus the accuracy may vary.
Although random results are generated after each run but
accuracy still remains better than the base method. This leads
us to believe that the base system (Active Learning with
Version Space) is not iterative in nature as the classifier
always gives the same accuracy and performance regardless of
the length of execution. Fig. 4 shows a graph for all the values
of L for which we have tested both systems.

100
=@=Dpase multi
50 == prop multi
base binary
0 T T T T T T T T T T 1 aé prop blnary
20 40 60 80 100120

Fig. 4. Accuracies of both systems with binary and multi-class data.

XI11. OVERALL CLASSIFICATION ACCURACIES OF BOTH
SYSTEMS ON MULTICLASS DATA

From the results shown in Table 3 and Fig. 5, we can
observe that the rate of accuracy is increasing with the
increasing values of ‘L’. It is also noticeable that the proposed
classifier’s accuracy is better than the base method’s classifier.

TABLE Ill.  ACCURACIES IN TERMS OF PERCENTAGES OF BOTH SYSTEMS
WITH DIFFERENT VALUES OF L ON MULTI-CLASS DATA

Dataset Details

Total Attributes 8 Plus class

Missing values Yes

Instances/Vectors 768

Attribute types Numeric

Variables to be detected Presence /Absence of Disease

(=2 [ =3 | =4 [ L=5 [ =6 |L=7 |L=8 |L=9
Method | 5=~ | 4 0 0 0 0 0 0
ALWIth | 15 | 453 | 680 | 642 | 720 | 67.1 | 746
version 5 3 6 9 6 6 0 72
space
ALwith | 4y 5 | 578 | 533 | 642 757 | 842 | 856
Divisive 5 7 7 5 725 5 5 9
Analysis
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Fig. 5. Accuracies of both system on multiclass data.

Another significant observation is that for L=20 the
accuracies of both the systems were same and the obtained
accuracies after following 10 iterations also came out to be
same. This may be because of the value of L=20 instances out
of 258 instances proved to be an extremely small sample size
and so the actual performance gain of the proposed algorithm
could not be accurately measured. This is the reason both
algorithms have run to a level that is similar to the normal
classification and because of this the results of each iteration
obtained from both of the algorithms stays the same.

XIV. COMPARATIVE ANALYSIS OF BASELINE AND
PROPOSED CLASSIFIERS ON BINARY DATA

In the previous section, we discussed the performance of
our classifier with respect to a user knowledge database which
happened to be multiclass database. In this section, we will
discuss the results obtained for Pima Indian Diabetes database
which is a binary class database. From the results depicted in
Table 4 and Fig. 6, a clear comparison of our technique can be
seen for both the binary data and the multiclass data.

TABLE IV.  ACCURACIES IN TERMS OF PERCENTAGES OF BOTH SYSTEMS
WITH DIFFERENT VALUES OF L ON BINARY DATA

L=70 L=80 L=90 L=100 L=110 L=120
AL with
version 46.03 55.55 56.37 61.90 69.84 72.22
space
AL with
Divisive 44.26 49.20 53.17 62.69 65.87 67.46
Analysis
80
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Fig. 6. Accuracies of both system on binarydata.
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Time Calculated for Multi-
Class Data
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Fig. 7. Calculated time for both systems in multi-class enviornment.

Time Calculated for Binary
Data
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Fig. 8. Calculated time for both systems in binary enviornment.

The results obtained on the binary data are not up to the
mark as in most of the cases the proposed method is lagging
behind the base method. The dataset here consisted of 768
vectors and the sample amount of training data that we have
chosen to represent the results of our technique, ranges
between 70 and 120. It can be clearly viewed that in most of
the cases the accuracy of proposed method is below the
accuracy of the base method when working with binary data.

Apart from the accuracies another major challenge of this
work was the computational cost in terms of time. It has been
noticed that although the proposed system with DIANA
clustering has not attained a good consistency in the accuracy
for the binary data, but as shown in Fig. 7 and 8, on both types
of data, the calculated time of the proposed system was better
than the base system and this was even more consistent as
compared to the accuracies.

XV.CONCLUSION

From the experimental setup, it has been observed that the
proposed technique which is basically the implementation of
pre-clustering approach in active learning brings an
observable change in the performance of the overall
classification of the system. The main idea behind any active
learning system is to reduce the computation cost & time. The
proposed idea is an effort to improve the performance of the
baseline classifier. We begin with the assumption that, if the
classifier gets trained on a logical group of data rather than
one based on random assumption then its accuracy can be
improved. This hypothesis was further validated to be correct
for the multi-class data.
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On the other hand, the proposed model did not produce
any performance gain for the binary data. It was observed that
the version space algorithm works better on binary data. A
disadvantage of version space algorithm as stated by Zhu [19]
is that it does not work well in cases where there is noise
found in the data and also in the case when the learning
concept tends to be disjunctive in nature. The major
contribution of this research is the comparison of version
space with multiclass clustering and as stated above the results
have shown that the multiclass clustering performs better in
case of data with multiple classes but in the case of binary data
the version space algorithm performed better.

The aim behind the usage of version space or DIANA is to
minimize the cost of classification system and in our work.
We pre-clustered the data according to divisive analysis
clustering (DIANA) procedure and then train the classifier on
a fixed ratio of vectors from each cluster. This approach
brings a training data that carries member from each group of
the given pool of data and thus the classifier trained on this
diverse data shows better performance than the classifier that
gets trained on a supposed group of data. The volume of
training data was also reduced considerably.

XVI. FUTURE WORK

The traditional concept of active learning follows the
selection of instances and asks the user to label those instances
but with the same technique and with the same proposed
method one can extend this work for the feature selection. The
feature selection phenomenon can be used individually for any
research and it can also get summed up with the instance
selection as well.

We have worked on the pool based active learning
scenario but the work can be extended in almost the same way
for the stream based active learning scenario which works for
the dynamically coming data streams.
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Abstract—The researchers have proposed and implemented a
general application architecture model that complies with the
demands of the Saudi tourism sector to be used by tourists on
their mobile devices. The design architecture aims to improve
tourism sector opportunities, facilitate tourists’ guidance in the
holy and historical places, fill in the shortage of having
multilingual tourists’ guides, cut off cost expenses and build up
capacities. It can support KSA to be a tourist attraction in the
region. The research project employs the usage of the Quick
Response (QR) codes and the Information Communication
Technology (ICT) which are capable of converting the smart
phones into a tourist guide device. This new system can be
considered as a Smart Cicerone (S-Cicerone). The research
project has a flexible design that allows tourists, guests and
administrators to interact easily with the system in order to use its
services and perform a regular system update and management.
The system design is based on component-based architecture
including Tourist Layer services, Smart Tourism System Layer
services and the Administration Layer services. The components
are divided into further services and smartly integrated to
formulate the main application functions. This project is meant to
be implemented in the Kingdom of Saudi Arabia as a pilot project
and is also valid for implantation in any other countries.

Keywords—Smart tourism; smart systems; QR-Code; Saudi
tourism; Saudi Vision 2030; S-Cicerone

I.  INTRODUCTION

Smart systems facilitate daily life activities by using
sophisticated appliances which integrate and function
seamlessly with minimal human intervention [1]. Smart
systems may employ the touching technology “Smart Touch
Technology STT” for functionality. However, smart systems
are defined to be the integration of technologies and services
through networking for a better quality of living standards [2].
The term Smart has been added to different applications to
indicate smartness in such systems. For instance, smart cities
imply the use of smart system technologies to achieve
resource optimization, effective and fair governance,
sustainability and quality of life. Smart tourism, smart home,
smart factory, smart traffic, smart card, smart TV and so on
are examples of employing the term smartness in the real
world for the beneficiary of the end user [3].

Smart tourism is a modern expression that implies the use
of emerging forms of Information and Communications
Technologies ICT with the tourism industry and which allows
the exchange of massive data for better tourism services [4].
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University, Arar, K.S.A.
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The term Smart describes economic and social developments
armed with technology that utilizes sensors, hardware,
software, embedded systems, big data and special connectivity
(i.e. Internet of Things (10T), Radio Frequency ldentification
(RFID), Quick Response (QR) code, and Near Field
Communication (NFC)).

The Kingdom of Saudi Arabia “KSA” has launched its
future vision “Saudi Vision 2030 which covers many sectors
including tourism. In the tourism sector, the vision states that
“we will enrich pilgrims’ spiritual journeys and cultural
experiences widely in KSA. We will establish more museums,
prepare new tourist and historical sites and cultural venues,
and improve the pilgrimage experience within the Kingdom.”
[5]. By 2025, the tourism industry is expected to create over
930,000 jobs [6] which means that tourism in KSA is very
promising and needs more capital and technology investments
which are mainly the high concern of the public and private
sectors. The Saudi Commission for Tourism and National
Heritage published its road map for the Saudi tourism for the
years 2002-2020. The commission stated that currently the
Saudi tourism sector relies on the cheap labor of people from
South East Asia to cover the tourism sector jobs. The
commission has launched a training program “Ya Hala” to
train 1.5 million Saudi people in the tourism sector. This
rehabilitation program includes many tracks such as the
tourism guide, learning languages and many other tracks.

Il. TECHNOLOGY IN TOURISM

A. Facts and Tools

Tourism is considered as one of the largest industries
worldwide. It generates about 11% of the global gross
domestic product (GDP), employing more than 200 million
employees worldwide, and serving more 700 million tourists
each year [7]. Recently, the adoption of ICT has changed the
traditional viewpoint of tourism from conventional towards
electronic tourism (e-tourism). Using smartphones-based
services to provide smart tourism might be called smart
tourism instead of e-tourism. Different technologies have been
adopted to support using technology in tourism. For instance,
Internet of Things (loT), Radio Frequency ldentification
(RFID), Quick Response (QR) code, Near Field
Communication (NFC) are examples of such technologies. In
this work, the researchers have chosen the QR-code for
implementation.
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B. Quick Response (QR) Code Technology

A Quick Response (QR) code is a type of barcode that can
save information about certain object. The amount of
information is much more than the traditional bar codes. This
technology is accessible for any smartphone equipped with a
camera, a QR code reader/decoder and a network connection.
The QR codes are widely used in video streaming, online
menus, advertising campaigns, linking to websites, and
signing up to pages [8]. QR Codes have a well-constructed
error correction scheme that allows recovery of damaged
codes up to 30% of the damage [9]. The QR code orientation
is usually managed and adjusted automatically by the QR code
reader [10]. The only limitation on reading the code is the
reading distance.

Some facts should be already known about the QR codes.
It is worth mentioning that these facts call for either
mandatory or optional requirements. Some researchers
mentioned the basic facts and QR code requirements as listed
below [11]:

1) A QR Code is 2D Barcode.

2) QR code can store a variety of data (Typically: 7,089
numeric characters without spaces or 2,953 alphanumeric
characters with spaces and punctuation).

3) Most smartphones can scan QR
Reading/Decoding purposes.

4) QR code can be placed in nearly any location.

5) There are some other types of QR codes (Data-Matrix
code, Google tags, PDF417 and AZTEC) [12].

6) Toruna QR code you need the following:

a) QR code generator (website service)
b) QR code reader (mobile application)
¢) Optional QR code management/tracking tool (website
service)
d) Generators: Different generators have varying
features. Choosing a generator is based on the options for:
i. Code Format (i.e. QR, EZcode, Tag, etc.)
ii.  Stored Data (i.e. hyperlink, meCard, SMS,

codes for

etc.)
iii.  Output (i.e. color, size, download file type,
etc.)
7) Management tools are available to track scanning

analytics.
8) QR code content should provide special value for the
customer.
9) Small or complex QR codes can’t be scanned by
smartphones with lesser quality cameras.
10) Testing scan ability factors are:
a) Smartphone cameras (resolution/auto-focus)
b) Reader apps
¢) Scanning context (i.e. lighting, shadows, surfaces)
d) Scanning distance
e) Scanning timing
f) Scanning angle
g) Scanning in different environment conditions.
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I1l. RELATED WORKS

Some governments in Europe like Australia and Asia (i.e.
China and South Korea) have started to support smart tourism
infrastructure. The governments’ interests differ from region
to region but all of them care about end-user applications that
enrich tourism experiences [3].

Different tourism institutions from different countries over
the world have conducted research work and implemented
tourism applications in different forms. In the research [7]
Smart Travel Guide: Application for Android Mobile, the
researchers have proposed using android-based application to
provide timely information for tourists and tourism institutions
whenever it is needed. Mash-up technologies along with web-
based applications have been used to collect and manipulate
the requested information like the weather and the tourist’s
current geographical location, map, and distance between
cities. The Smart Travel Guide has the choice to retrieve the
required information either as text, picture or video formats.

In the work of [3], the researcher introduced an overview
of the smart tourism concept. Koo identified smart
destinations, smart business ecosystems and smart experiences
as the three basic components supported by layers of data
creation, processing and exchange. He also defined using
technology in tourism as an infrastructure rather than
individual information system and focused on the traveler as
the user of the system. The system aims to support travelers by
three services. First, it suggests user’s needs and interests like
dining and accommodation. Second, it enhances travelers’
experience by offering information, location-based services,
maps, inquiries and interactive services. Third, it shares
travelers’ experiences. The research work has distinguished
between e-tourism and smart tourism, not only in the
technologies it employs but also in the approaches that make
use of tourist experience and feedback.

In the work presented by [13], they discussed the problems
that face the tourists in their travels. The collaborative nature
of tourists is used to design implications on how we could
build better tourist technology. Tourists usually work together
in groups, negotiate and arrange their activities according to
their schedule. The system allows tourists to collaborate, share
and exchange their experiences and activities. It also aims to
help tourists gain experience and plan their visits beforehand
by means of shared practices such as maps that show the
current ‘social structure’ of the city. The system has expanded
and become part of the City project; it has developed tourist
best activities to support cooperation between local and
remote museum visitors and has explored media in city life.

Juho Pesonen and Eric Horster [14] expected the NFC to
be one of the tremendous technological progress in the coming
few years especially in the travel and tourism sectors. They
also presented the several NFC implementations and
possibilities. NFC offers tourism many useful tools and
applications. Juho and Eric reviewed earlier researches in
NFC technology and investigated the current state of NFC
technology usage in tourism companies. They considered the
several critical issues that affect the commercial success of the
NFC mobile service. These issues are stated as the slow
adoption of NFC mobile-based services, unclear revenue that
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are attractive to end users and the fact that there is no business
model to handle diverse interests and possible conflicts. A
generalized approach for NFC application development is
being developed which is the inclusion of the Mobile Network
Operators and Service Provider in this model. Smart posters as
advertisements is another usage of the NFC where the user can
hover the phone over the NFC tag located on the poster and
have a URL transferred to the smartphone. Then the user can
easily follow the link. Benyd, on the other hand, presented
NFC-based application that is capable of handling a smart
shopping cart system for retail stores. This system eliminates
the need to stand in line in order to pay. Another
implementation is the indoor navigation system that is called
NFC Internal. Spreading the NFC tags over a building enables
easy data to transfer for indoor navigation just by touching the
tags. Utilizing social media is another possibility of using
NFC applications. For example, Hot in the City is an NFC
application that allows users to make friends by touching other
users’ NFC devices through the peer-to-peer mode. [15]

IV. PROPOSED SOLUTION

The Smart Tourism System (STS) is a funded research
project that attempts to support the Saudi vision 2030 on the
context of improving the tourism sector opportunities. STS
aims to help the Saudi tourism authorities to facilitate
marketing and managing the tourists’ activities in the holy
ancient and historical places while keeping tourists’ privacy
safe. The project also aims to fill in the shortage of having
multilingual tourists’ guides, cut off cost expenses, build
capacities and hence prepare KSA to be a tourist attraction in
the region. It thrusts the country to switch up from the
traditional models of monolingual to multilingual approach.

The STS research project employs the usage of the QR
codes technologies to facilitate access to the information of
the historical and ancient places in KSA. Once the QR code is
scanned, the project will:

1) Convert the smartphone to operate as a smart well-
trained multilingual tour guide with a professional guiding
experience.

2) Show pictures of the place along with its history.

3) Display a proposed guided tour walk through the site.

4) Operate on behalf of the tourism help desk in the sense
that it can demonstrate how to start and end the tour timely and
manageably.

5) Maintain tourist privacy and give the tourist the
opportunity to move freely anywhere and anytime without
being confined with the tourist schedule.

The following sub sections explain the proposed solution
in more details.

A. STS Assumptions
The researchers assume the following:

1) Tourists are aware of the existence of the Smart
Tourism System STS application in the site location.
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2) Tourists have already uploaded the STS application
from Google/Apple store.

3) Tourists’ smartphone is ready for mobile data and/or
Wi-Fi connection.

4) Tourists’ data plan and credit allow access to the STS
services (The ministry of tourism might provide Wi-Fi access,
either free or paid, that covers the whole site).

5) Tourists are aware of using and utilizing QR codes.

6) The QR codes are easy accessible, cannot be tampered
with and clearly shown to tourists.

7) The QR codes are large enough to be scanned from
distance. The relationship between scan distance and minimum
QR code size is approximately 10:1. So a 2.5°" QR code
requires an effective scan distance of about 25°", and a 50"
QR code size requires an effective scan distance of about 5™
[16].

B. STS Constraints
The research constraints are out-of the control of the

project and can limit the design alternatives. The following
summarize some of these constraints [17]:

1) Mobile data connection speed might not support the
required audio/video streaming speed.

2) The research project will only cover Arar ancient
mosque, as the first phase (pilot project). After that the
researchers will cover some other historical ancient sites before
launching the final project countrywide.

3) The NFC tag phase will be implemented on the second
phase of the project.

4) Implementing the project might face resistance from
some tourists’ guides since the project might threaten their
careers.

5) Using Google maps will be limited to the allowed
Google terms and conditions of free access (i.e. 2500 free
request per day). In case of requested charge fees for any
Google map service, that service will not be supported.

C. STS Component Services

Fig. 1 shows the main system components services
including Tourist Layer services, STS Layer services and the
Administration Layer services. These layers are integrated
together to generate the main system services. The three layers
services are logically divided and categorized according to the
type of the offered service.

The Tourist layer services are intended to provide tourists
with registration and authentication and allow tourists to share
their experience and provide feedback. However, the STS
layer services generate location-based and content delivery
services. The type of content delivery depends on the type of
the user whether he/she is a registered or a guest user [18].
The Administration layer service mainly concerns about the
administration control services and the database management
and tuning services.
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Tourist Layer Services

| Registration and Login |

| Tourist Experience |

{

| Localization |

5TS Layer Services

| Content Delivery |

{

Administration Layer Services

| Databases |

| Admin Control |

Fig. 1. STS component services.

The separation between the three different layers is a
logical separation rather than a physical one and it is for
control purposes only. This separation makes the STS services
more manageable.

D. STS Workflow

This section presents the working flow of the mobile
tourist guide system. Firstly, we assume that tourists have
already registered with the system and provided their personal
information. Afterwards the system services can be
categorized as shown in Service architecture[19]:

0OR code, GPS
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: I ("/’;
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\ Content L

2 Delivery
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Content Delivery

Device
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Fig. 2. Service architecture.

F

The algorithm shows the basic STS services. These
services can be listed in the following steps:

1) Initialization step: It prepares the STS application to
operate; it turns on the available internet connection (i.e. Wi-Fi
or mobile data) and the QR code reader, GPS services and the
STS application.

2) Registration step: It aims to encourage tourists to
register their basic information in the STS database. In this
sense, the registration process builds a communication channel
between tourists and the tourism agencies to enrich the tourist
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experience and add more future customer services depending
on tourists’ notes and feedback. The services offered to the
registered tourist are not restricted; they can enjoy the full STS
system services like listening to audio, watching video, reading
textual data and providing feedback. In case of those users who
are not registered, the system will ask the user to register.

3) Check the tourist type step: The STS have three types of
users: Guest user, Registered user, and Admin user.

The users’ functions and services are:

1) The Guest user is allowed to access only the limited
STS services so that to encourage different tourist to register,
share their experience and provide feedback about their tour in
order to enhance the STS services based on the tourist
feedback.

2) The Registered user can use the full STS system
services and provide feedback.

3) The Administrator user can control the system, add,
modify, delete STS data, generate reports, calculate statistics
and perform system maintenance. In short, the administrator
can monitor the system performance and control the access to
the system. The STS can provide the administrator with
different types of reporting like number of played videos, the
peak time of playing videos, most frequent videos usages and
so on.

4) Reset credentials: Registered tourists can reset their
passwords and change their basic personal information.

E. STS Architecture

System architecture is composed of different system
components to support the system functionality. The grouping
components methodology is very common when building
mobile applications. The application designer usually takes
into consideration grouping the components into areas of
concerns and focuses based on interaction between the
different components and how those components work
together [20].

Fig. 3 shows the architecture and design. The STS
application is a piece of code that is designed to be installed
on the tourist mobile phone. It contains the main tourist
services like scanning the QR/NFC tags, choosing the
language preference, defining location, mapping the nearest
place to visit and providing tourist feedback. The Localization
contains the location and tagging services. The location
service is connected to the Global Positioning System GPS
which provides the users’ current and nearby locations.
Moreover, the Wi-Fi/Mobile data connectivity is provided
here to facilitate the Internet access. The Tagging services are
the QR-code or NFC tag that are posted on a specific location
and they contain the link address to access the required
information either by watching the video streaming or getting
the textual information about the desired location [21]. The
Processing Center service is responsible for answering the
users’ queries and providing the required information in a
specific format (i.e. video streaming or textual information)
and it allows tourists to provide feedback about their
experience.
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F. Algorithm Description

The STS is designed to operate on Android devices on the
first phase. Then it will be expanded to cover other operating
systems in later phases of the project, i.e. iOS and Windows
Mobile [19].

First of all, the tourist is supposed to install the STS
application from the digital distribution platforms for mobile
devices (i.e. Google play). The tourist device is supposed to be
connected to a Wi-Fi/ Mobile data connection, and for better
services, it is recommended to turn-on the GPS services. Once
the tourist has installed the STS application, the STS services
should be available upon request. The tourist can access the
services either as a registered tourist or as a guest. When
accessing the services as a registered tourist more services can
be offered by the system.

The following algorithm summarizes the general STS
services as follows:

Start
Initialize /* Internet, GPS and mobile data connection
initialization

[* Camera, QR-Code reader and application
initialization
If new tourist /* check for the type of user

If like to register

Register for service /* Not registered user
and wants to register

Vol. 8, No. 10, 2017

Get username /*Assign login ID for future
authentication
Assign password /* Set new credentials
Else
Login as Guest /*not registered user and
want to login as Guest
End-if
Else
Provide login credentials /* Already registered user
If Valid credentials /* provide the user ID and
password (Authentication)
Determine user type (Tourist, Admin)
Else
Enter valid credential /* want to reset
password or forget password
Reset credentials
Loop
End-if
End-if
Case user
Guest user /*Guest Services will be provided
Get basic services
Get tourist guide in text format /* only
textual data is provided
No available feedback services
No available GPS services
Valid authentic Tourist /* Full STS services will be
provided to a registered user
Get STS services
Get tourist guide in audio, video and text
format
Get feedback services
Get available GPS services
Valid authentic Admin /* Administrator services will
be provided
Get STS services
Update STS raw data in different format
Get STS reporting and statistics
Perform system maintenance and tuning
Monitor system performance and tourists’
feedback
End-case
End

V. COMPARISON WITH OTHER SYSTEMS

None of the related work mentioned above provides the
same service as the STS does. For most of the above
mentioned works either focus on tourist services like booking
accommodation, flights, restaurants and entertainment or help
tourists explore or navigate attraction. On the other hand, the
STS project aims to convert the smartphone device into a
handy smart tourist guide with no extra charges. Table 1
shows a brief comparison of STS with other similar works.
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TABLE I. STS COMPARISON WITH OTHER SYSTEMS
STS Smart Travel Guide:
Service/ usage or support Smar_t Tourism Applicatio'n
Tourism via Smart | for Android
System Phone Mobile
10T support Yes Partially No
QR-Code usage Yes Partially No
Smartphone based Yes Yes Yes
Web-based support Yes Yes No
Entertainment No Yes Yes
Tours guides Yes Yes Yes
Booking and Reservations No Yes No
Rating and Feedback Yes Yes No
Multi-lingual tourist guides Yes No No
Cloud Computing No Yes No
Location Based Services Yes Yes Yes
Weather Forecast No No Yes
Calculate Distance between Yes Yes Yes
Places

VI. CONCLUSION AND FUTURE WORK

The STS system can be a multilingual and a well-trained
tour guide system with a professional guiding experience and
which is considered as a replacement of a human tourist guide.
The STS can show pictures and display a proposed guided
tour walk through the site. It can also be a beneficial tool for
the tourism help desk in the sense that it can organize the tour
smoothly. However, it can also keep the tourists’ privacy safe
and help the tourist move freely without being confined with
the tourist guide schedule.

In the future, many smart services can be added to the
system like smart object sensing and recognition, service
rating, tourist crowded estimation, hotel booking, ticket
buying, restaurant reservation, car renting and many other
services. The STS could be implemented in the holy and
historical places in the Kingdom of Saudi Arabia as a pilot
project and is valid for implantation in any other country.
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Abstract—This paper presents a systematic literature review
on expert systems which are used for identification and
overcoming of Dengue fever. Dengue is a viral disease produced
by Flavivirus. The expansion of Dengue fever is because of
uncontrolled population and urbanization without suitable water
administration. With the quick technological enhancement, we
can identify and overcome Dengue fever by using expert systems.
These expert systems require knowledge of the relevant problem
and techniques to infer the result in order to make decisions. The
literature review provides a comparison of techniques,
methodologies, limitations and advantages of different Dengue
expert systems. These expert systems facilitate both doctors and
patients in Dengue detection. Multiple risk factors can be
eliminated by the detection of Dengue fever through expert
systems at early stages of Dengue. Furthermore, we find that
enhancement of knowledge base improves accuracy of expert
systems.

Keywords—Expert system; rule based; Dengue; health care;
disease; fever

I.  INTRODUCTION

Dengue fever is one of the viral diseases around the world
that is caused by blood feeding mosquito. Dengue fever
happens due to a single stranded RNA Flavivirus, which is
transmitted by mosquito bite [1], [2]. It is one of the most
emerging diseases of the world [3]. There are about 20-80
million cases annually and majority of these are diagnosed as
flu that causes about 24,000 deaths every year. Due to lack of
proper treatment around 2.5% of the infection results to be
fatal. The symptoms of this fever include joint pain, headache,
muscle-pain and skin rashes [4]. Dengue ranks as the most
important mosquito-borne viral disease in the world [5].
Countries which are most effected by Dengue are more than
110 in number [6]. Mainly this is due to bad sanitary
conditions in underdeveloped countries. The experts provided a
number of solutions regarding Dengue diagnosis but due to
inexperienced doctors it is still misclassified [7]. Thus,
throughout the world the experts are facing the problem of
diagnosis of Dengue due to its misclassifications. The
diagnosis process is quite time consuming which make things
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more complex. Much time is required for the identification of
its correct classification. There is no problem in diagnosis if the
number of patients is less but if they are huge in humbers and
the country has limited resources then it becomes problematic
to correctly diagnose this fever. The Dengue fever issue
motivates computer experts to devise an automated and time
efficient solution that correctly classify the Dengue. These
automated systems for Dengue diagnosis can be deployed in
faraway places as well as in epidemic situations to save
precious lives.

In computer science those systems that can solve a specific
problem and can reason rationally are known as Expert
Systems. Expert systems require knowledge of the regarding
problem and techniques to infer the result in order to make
decision [39].

Today there exists a number of expert systems for disease
diagnosis as for bacterial infection MYCIN, for lung disease
PUFF, for angiograms ANGY, for edema PIP, for meningitis
diagnosis NEOMYCIN, for chest pain MED1, for bacterial
infection GUIDON and for hematological disease HEME [8]-
[10]. There are several types of expert systems based on
knowledge base, i.e. rules, cases, hybrid approach (rules and
cases) and hybrid approach with ANN like Medical Expert
Solution (MES) system [25]. The MES uses a knowledge base
which consists of two knowledge structures, named as
symptom and diseases. The MES provides medical facilities to
those users who don’t have access for it. Further, we will
discourse research methodology, different mosquito borne
diseases, related work, discussion, conclusion and future work.

Il. RESEARCH METHODOLOGY

A. Rsearch Question
RQ1: Does expert systems correctly identify Dengue fever?

RQ2: Does knowledge base of expert system fulfill the
requirements?

RQ3: Does interfaces of expert systems are user friendly
for all type of users?
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B. Search Strategy

After observing and viewing all aspects of expert systems a
research has been carried out on expert systems for Dengue.
The field of computer science plays a major role in this
perspective because it provides us the tools and techniques for
gathering data from massive data stores/sources.

1) Identification of Search Terms: From research question
extract major terms and check their synonyms for search
related research papers. These terms verified in relevant
papers. OR operator use for concatenation of synonyms
words. AND operator use for concatenation of major terms.

2) Trial search: Trial search conducted by using the
following search string in Science Direct, IEEEXplore,
SpringerLink and ACM digital library. Table 1 contains
complete information of digital libraries with search items and
search conduction date.

(“Dengue” OR “Fever” OR “Malaria" OR “Rule based”
OR “Artificial Neural Network”) AND (“Identification” OR
“Overcoming” OR “Expert system” OR “Task” OR “Factors”
OR “Challenges” AND OR risks OR problems OR “issues”

TABLE I. TRAIL SEARCH RESULTS

S. No. Digital library Search | Conduction Date
1 IEEE Explore 144 01 January 2017
2 ACM Digital Library 118 10 January 2017

Google Scholar 101 15 January 2017
4 Science Direct 12 20 January 2017
5 Site Seer Digital Library 11 25 January 2017
6 Springer link 8 29 January 2017

C. Study Selection Criteria

Some of the papers are relevant to our research and
properly defining our research scope. These papers have been
included here that helped in the research and those papers
which are not relevant to our research, not properly defining
our research scope and their language is different, are
excluded.

1) Inclusive Criteria: After viewing different papers some
papers are, giving the answer of our research questions,
defining our search terms, their language is English and within
our scope, these papers are included.

2) Exclusion Criteria: Some papers are not within a scope
or not written in the English language which is prescribed in
this paper, or not giving proper answers of our research
questions, such type of papers is excluded.

D. Data Extraction and Assessment of Study Quality

As our inclusive criteria is defined, we have gathered the
data which is relevant to our research, fulfilling our
requirements and defining the scope of our research, also it will
guide us for quality study.

Vol. 8, No. 10, 2017

E. Electronic Data Stores

We search related data from the following electronic data
sources:

o www.ieeexplore.ieee.org
e Www.acm.org

e www.sciencedirect.com
e www.citeseer.ist.psu.edu
e www.scholar.google.com

o www.springerlink.com

Total number of citations receive from
literature review N=512

Reference selected for further
examination of title & Abstract
N=300

Not Retrived=50
Non English
Litrature=100
Ongoing Studied=50

Articles retrived & evaluate in full on
inclusion N=100

|

—

Included Exclude
N=46 54 ™

Reason:
No primary Research
No Dengue
No Expert System involve

|| Multiple
publication N=3

Number of unique
Articles include
N=43

Fig. 1. Research methodology.

Fig. 1 shows complete research process and number of
research paper included in our study. Duplicate publication and
non-primary research studies exclude.

I11. DIFFERENT MOSQUITO BORNE DISEASES

Here we describe the origin of different mosquito born
disease. These diseases have some common symptoms with
others. Some are viral while other are non-viral. Viral diseases
are either due to mosquitos like Yellow fever, Malaria, Dengue
and influenza [11], whereas non-viral are natural diseases such
as heart diseases, diabetes and cancer. Unlike non-viral
diseases, the viral diseases can spread in short spans of time
and are difficult to handle. Fig. 2 expresses hierarchical
structure of viral and non-viral diseases.
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Diseases

Viral Non-Viral
Modqils Other Viral Cancer o
Bome Diseases

Dengue Malaria Yellow Fever Measles Chicken Pox

Fig. 2. Viral and non-viral diseases.

A. Diseases Due to Mosquitos

These diseases are caused by viruses that are transmitted by
mosquitos. Which includes Dengue, Yellow Fever and Malaria
[12]. In past years’ research shows that there is leap in diseases
caused by mosquitos. This motivates researchers and scientists
to work to reduce these diseases [13]. Fig. 3 presents complete
detail of mosquitos borne diseases.

1) Yellow Fever: It is one of the infectious diseases which
is caused by Aedes mosquito that is infected by Flavivirus.
This mosquito is usually found in sub-tropical or tropical
regions [14].

Signs and Symptoms: Yellow Fever happens due to a virus
cause by mosquito. The symptoms appear in 3 to 6 days after
mosquito bite. There are three stages of this disease.

e Stage 1 (infection): The infected person shows
following symptoms in first 3 to 4 days, fever, loss of
appetite, headache, joint pain, vomiting and jaundice.
After day 4 these symptoms become brief.

e Stage 2 (remission): In this stage, most of the
symptoms are gone and people can be recovered but
due to carelessness the situation can get even worst.

e Stage 3 (intoxication): In organs such as liver, heart
and kidney different problems may occur [15], [16].

2) Malaria: Malaria is also a disease that happens due to
virus by a female mosquito Plasmodium of genus Anopheles
carry. If this disease is not treated in time it may lead to
complications towards death. There are two types of malaria
in general: simple and severe. Simple malaria is curable if
treated within time while severe malaria may lead to death.

Mosquito
Bome
l
v v v v
Dengue Malaria Yellow Fever Other

\
v v v
DF DHF DSS

Fig. 3. Mosquitos borne diseases.
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Signs and Symptoms:

o Simple Malaria: This disease remains for 6 to 10 hours.
Its symptoms are, cold stage that has sense of
shivering, hot stage with headache and vomiting and
sweating stage. Attacking schedule is with Tertain
parasite, it occurs every second day & with Quartan
parasite it occurs every third day. General symptoms
are: Fever, Headache, Sweating, Vomiting, Body ache
and Chills. The physical impact of malaria can be seen
on the infected body that includes, getting sweaty,
temperature rise up, mild jaundice, respiration
increased and weakness in body.

e Severe Malaria: During simple malaria if there arise a
complication of infection in any part of body by failure
of any organ it may create severe malaria.

3) Dengue: Aedes aegypti is certain type of mosquitos
that causes of Dengue. It is a viral disease and the virus is
single-positive strand RNA virus and commonly found in sub-
tropical and tropical regions [17].

Signs and Symtoms:

Major symptoms of Dengue are high-fever and
combination of at least two which are, Pain in joints, Bleeding
gums, Rashes on skin, Very low white-blood cells, Pain in
bones and severe pain behind eyes. To get better a proper
lookout is very necessary because after 3 to 7 days following
things can happen, Red spots on body, Pale skin, Drowsiness,
Pain in abdomen, Breathing in difficult. Dengue fever that
stays for 2 to 7 days is normally called Dengue Hemorrhagic
Fever (DHF). DHF warning appears when after 24 to 48 hours
fever suddenly drops and at this time bleeding is started, due to
this circulatory system is disturbed and it may lead to death
[18].

World Health Organization (WHO) has worked on the
Dengue risk factors that play the pivotal role in the disease
diagnosis [19]. Similarly, resources have showed that Dengue
is assorted disease, its symptoms are mixed with other diseases
that make its detection and diagnosis more difficult [20].

IV. RELATED WORK

A. Expert System using ANN

In this paper, SOM (Self Organization Map) was used to
distinguish between healthy and Dengue infected patients. The
research consists of two maps, one that contain BIA (bio
impedance analysis) factors and other contains disease
symptoms. The research resulted these major BIA factors;
Abdominal pain, Anorexia, bleeding and rashes that were
present in Dengue patients. After BIA analysis, they found
100-unit best map size with error of 0.033 and quantization
error of 1.313 [21]. Goal was to predict occurrence of Dengue
by comparing weights. The learning rate varied from 0.5 to 0.9
[22]. Table 2 demonstrates advantages and disadvantages of
expert systems by using artificial neural network.
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TABLE Il ADVANTAGES AND DISADVANTAGES OF EXPERT SYSTEM
USING ANN
Advantages Disadvantages

Reprogramming is not needed Proper training is needed to operate

Tasks are completed by adjusting

weights Large data, high processing time

Learning is by hit and trail Complexity is large if data is big

Easy to use and learn by examples Lack in history maintenance

Perform functions that a linear

system can’t perform Highly dependent on data

B. Emerge

This is rule-based expert system which was developed to
assist in emergency room. This system uses weighting factors
determined by neural network. It is composed of input &
output block and a hidden layer block that communicates input
to output. Neural Network learns from example & predict an
output based on this knowledge. It uses IF-THEN-UNLESS
instead of IF-THEN that make more precise decision [29].

C. Expert System using Rule based Reasoning

Here, Dengue was detected using Rule Based Classifier
that are: Decision Tree, Naive Bayes & Associative Classifiers.
The research proved that result from more than one classifier is
better than results by using one classifier. The result jumped up
to 70% by using more than one classifier thus giving better
result than single classifier [23]. In this paper, a Dengue
diagnosis system was proposed that observe medical record
procedures. It uses tree like model rather than DF and DHF.
Out of the record of 41 infected 27 were classified DF, 9 were
DHF-I and 5 were DHF-1I [24]. Table 3 provides different
advantages and disadvantages of expert systems by using rule
based reason.

TABLE Ill.  ADVANTAGES AND DISADVANTAGES OF EXPERT SYSTEM
USING RULE BASED REASON
Advantages Disadvantages

Representation of knowledge is

Knowledge range is narrow
natural

Knowledge is kept separately Cost effective expert system

Training is used to increase skills No creative solutions

There is no overhead No proper rules

Additional help is involved Can’t learn itself

Vol. 8, No. 10, 2017

D. MYCIN

MYCIN was one of the earliest diagnosis systems that used
to diagnose infectious diseases caused by bacteria. First it
describes the infection produced by bacteria then, it suggests
antibiotic to give the infected person based on the decision
[34].

E. PNEUMOCONIOSIS X-RAY Diagnosis Expert System

This expert system was developed by Miriam Kubiska and
Julie Herzner in 1992. The system has inference engine to
examine the shadows on the x-ray. These shadows are used to
determine the degree and type of PNEUMOCONIOSIS that is
a lung disease. System includes the following:

e The knowledge base that contain data of x-ray
representation.

e The interface that details the conclusions.

e Knowledge acquisition mode that allow user to add or
change information.

F. XDIS

XIDS had information of more than 250-300 internal
diseases and syndromes that are frequently met in practice
which help experts in diagnosis. The system has instructions
for each disease, if disease is curable the system will prescribe
medicine but if it is unable to identify the disease it will refer to
a specialist. This process takes no more than 10 minutes [29].

G. Expert System using Integration of Rule base and ANN

There is also a hybrid technique in which inference engine
is updated and maintained whenever a new rule come. The
purpose of new rule is to refining of time complexity and
efficiency of symbolic rule. The authors explained about neural
composition and how they can be shaped directly from results
of experiments. Also, they explained the pattern based
methodologies in comparison with Rule Based Cases [26]. The
expert system was also available on mobile application. The
data represented in form of decision tree & cases were stored in
table in symbolic form. They maintained database for cases
and rules which show that hybrid approach make system faster
and always available due to web [27].

H. Role of Ultrasound in Dengue Detection

In this paper, the authors perform a study using ultrasound
rays to find that can be used to diagnose Dengue fever and also
to be useful in predicting the severity of this disease. To test
the study 128 people were taken as a subject that suffer Dengue
disease. 40 people were identified to be positive case of
Dengue, remaining underwent ultrasound again until those who
were infected were differentiated from those who were not
infected by Dengue virus. They found that after 5 to 7 days of
ultrasound effect their gall bladder wall that got thick and had
pleural effusion and ascites. They concluded that in epidemic
of Dengue ultrasound can be used for diagnosis of Dengue
fever [28]. Table 4 presents detail comparison of various expert
systems and also express future guidelines for new researches.
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Expert System

Medical Expert
Solution (MES)
system [29]

Adaptive
Neuro-Fuzzy
Inference
System
(ANFIS) [30]

Adaptive-
Network-Based
Fuzzy
Inference
System
(ANFIS)[31]

An Application
of expert
system (AEXS)
[33]

Web-based
Patient Support
System[35]

Rule based
expert
system[36]

TABLE IV.
Targeted Expert System
Diseases Technique
Tropical 1. Inference
Diseases like engine
Dengue Fever, = 2. Knowledge
Malaria Base
1. Fuzzy
Dengue , |nferenc_e system
2. Hybrid
Dengue Fever , I -
- earning
Malaria -
algorithm for
ANIS
1. Fuzzy if-then
rules or fuzzy
Dengue conditional
Dengue Fever statements
2. fuzzy-rule-
based
systems
Varicella
(Chickenpox),
Dengue Fever
Hands-foot-
1.Forward
and-mouth chaining
disease
N 2. Rule-base
Epidemic svstem
parotitis 4
(Mumps)
1. Artificial
Intelligence in
Medicine
e, 2 Ryl
Diabetes Network
4.Centralized
Databases and
WWW
Dengue _1.B|oelectr|cal
- - impedance
infections

analysis (BIA)
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Expert System Methodology

MES consist of two main
sections:

1. User-interface: This module
used for Displaying
information and perform user
interaction with system

2. Expert system: It consists
of inference engine and
Knowledge Base. Knowledge
Base consist of two elements,
Diseases and their symptoms.
MES use this data for
diagnosis the diseases

1. Optimization of ANIS
structure

2. Optimization of hybrid
learning training parameters
3. Evaluation of optimal
models performance

1. Architectures and learning
algorithms

1.1 Architecture and Basic
Learning Rule

1.2 Batch (Off-Line) Learning
1.3 Pattern (On-Line)
Learning

2. Adaptive-network-based
fuzzy Inference system

2.1 ANFIS architecture

2.2 Hybrid learning algorithm
2.3 fuzzy inference systems
with simplified fuzzy if-then
rules

1. User-interface

2. Inference mechanism
3. Explanation facility

4. Knowledge acquisition
facility

1. WEB-BASED MEDICAL
DIAGNOSIS AND
PREDICTION

1.1. User-interface

1.2. Predication modules
1.3. Diagnosis modules

1.4. Database

1. Development of a rule
based expert system

1.1 Identifying the problem
1.2 Tree Diagram

1.3 Rule Based Expert System
1.4 Architecture of the Expert

Future
Guidelines

1. Enhance
Knowledge Base
for getting
accurate results.

1. Develop such
kind of system
which can be
used by
physicians in
hospitals or
clinics.

1. Construct
AExs for large
computer
program.

2. Web portal
design for easy
excess of user
anywhere.

1. Developed
distributed
databases for
improving quality
of treatment and
providing better
diagnosis.

1. Applying
nonlinear
modeling
technique for
improving
classification
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COMPARISON OF DIFFERENT EXPERT SYSTEMS PROPOSED BY DIFFERENT RESEARCHERS

Advantage

1. Beneficial for those
people who don’t have
excess to medical
facilities.

2. Provides first aid
facility before going to
medical consultant.

3. Reduce physicians
work.

4. It can be used in
epidemics and war
environment.

1. Diagnose risk in
Dengue patients.

2. It has better
performance as compare
to noninvasive system
which is developed for
diagnosis risks in Dengue
patients [32].

3. Diagnostic accuracy
achieved up to 86.13%.
4. More robust and
reliable than Ibrahim et al.
[32]

1. The System proposed
new fuzzy models for data
classification and feature
extraction.

2.Fixed structure of
ANFIS.

1. It is important for
diagnosis of viral
infections.

2. Provide feedback in
explanation component
and inference engine.

3. Complete system with
experimental results.

1. Artificial intelligence
used to make consultancy
more interactive.

2. Fuzzy logic used in
uncertainty conditions.

3. ANN produce better
results.

4. Provide Tele-health
care.

1. Perform Risk
classification in DF and
DHF.

Limitations

1. Training
required to use
the system.

1. Not practically
implemented yet.
2. No module for
physicians.

1. Training issue
regarding
overlapping
between adjacent
membership
functions and
minimal
Uncertainty.

1. User can only
select predefined
symptoms.

2. Lack of self-
inference ability.

1. Not deployed
in working in
environment.

2. Lack of
experimental
study.

1. Do not
recognize
complex patterns.
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Predicting
arboviral
disease
emergence
using Bayesian
networks [37]

Dengue virus

1. Bayesian
Belief Network
(BBN)
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System
1.5 Structure of the Patient
Database

1. Framework and process of
BBN risk modelling and
Mapping

2. Input data processing and
classification

2.1 Climatic parameters

2.2 Road and railroad density
2.3 Seaports and airports

2.4 Human population density
2.5 Frequency of DENV
introduction

2.6 Inclusion of endemicity
risk node

3. Infection risk under current
summer and winter Climates
4. Scenario modelling

5. Sensitivity analysis of risk

accuracy like
ANN.

1. Case study
done on a large
region and get
better results for
predicating
Dengue virus
risk.

2. By using this
model other
diseases like
Chikungunya,
Yellow fever, and
Zika virus can be
predicted.

1. Identify Dengue risk in
different environments.
2. Dengue virus risk
model developed which
predict Dengue risk in
particular condition.

Vol. 8, No. 10, 2017

1. Case study
perform only for
specific region.

node

1. Combination
of Integrated
Management of

The Integrated differential

Management of

1. Action and disease oriented

Diagnosis of malaria and

1. Used for diagnosis
Malaria and Typhoid
fever.

2. Used in rural area

1. Adaptive
interfaces can be

designed for 1. It is stand-

Malaria, o - urban and rural health care where alone application
Health Care Typhoid fever, Child illnesses typhoid fever R area users. maximum people are which cannot be
Strategies and (IMCl1) and 2. Knowledge engineering - - S
- - Cough 2. Provide illiterate. run in distributed
Differential Health 3. IMCI/HIS expert system support for 3. Provide user-interface environments
Diagnosis [38] Information interface architecture distributed for user interaction.

Systems (HIS).

V. DIscuUssION AND CONCLUSION

Dengue is a viral disease produce by Flavivirus. It has two
forms: one is Dengue fever and second is Dengue hemorrhagic
fever. DHF is more severe form of Dengue. It has become
worldwide major problem in recent years. The expansion of
Dengue fever is because of uncontrolled population and
urbanization without suitable water administration. If infected
female Aedes mosquitos bite human than Dengue virus
transmitted in human blood. In computer science, systems that
can solve a specific problem and can reason rationally are
known as Expert Systems. These systems require knowledge of
the relevant problem and techniques to infer the result in order
to make decision. In recent years, different researchers have
proposed different expert systems for identification, prescribe
medicine and overcoming Dengue disease. These expert
systems use different technique for getting better result like
Bayesian Belief Network (BBN), Artificial Neural Networks
(ANN), Fuzzy inference and Hybrid learning algorithm for
ANIS.

For implementing these techniques different researchers
have proposed different methodologies for determining
Dengue patient’s problems. The main common strategies in
these methodologies are User-interface, Knowledge base
engineering process and system evaluation process. User-
interface works as bridge between system and user. During
designing of user interfaces careful analysis of user tasks and
context must be done [40]. We suggest that user interfaces
should be well formed to convey knowledge according to user
mental model so that a friendly communication may be done
between user and system. Mostly knowledge Base consist of

4. System evaluation

environments. 4. Reduce child mortality

rate in rural areas.

two elements, Diseases and their symptoms which can be used
for determining disease and predict medical suggestions related
to particular disease. We find during study that knowledge base
has limited expressive power. Knowledge base should update
itself according to environment as if it faces a new symptom
which is not added in knowledge base than it should
automatically be added in the knowledge base. Knowledge
base should be supported for distributed environments. System
evaluation used for checking the performance of expert system.
A generic mechanism required for evaluation which can be
followed by every researcher during designing of expert
systems. Globally define certain set of rules to evaluate the
expert system.

V1. FUTURE WORK

Furthermore, we can enhance Knowledge Base of expert
systems for getting accurate results. Such kind of system
should be developed which can be used by doctors and patients
in web portal. Distributed databases should also be developed
for improvement of quality of treatment and to provide better
diagnosis. The expert system should be updated as it may be
used for other diseases like Chikungunya, Yellow fever, and
Zika. Adaptive interfaces should be designed for both literate
and illiterate users which would help them to use these systems
more easily and efficiently. Online assistance provided to
semiliterate users during use of expert system can enhance
their performance [42]. Ahmad, N. [41] introduced a new
approach which use a virtual character for providing assistance
to barely literate or deaf people. By using such kind of support,
we can enhance expert system utility by offering additional
services like automatic translation from text to sign language.
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Finally, autistic people are very sensitive and information
technology is very useful for resolving their problem [43].
Therefore, expert system can be designed for autistic people
because they also don’t know how to react in this situation.
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Abstract—Machine translation is an active research domain
in fields of artificial intelligence. The relevant literature presents
a number of machine translation approaches for the translation
of different languages. Urdu is the national language of Pakistan
while Arabic is a major language in almost 20 different countries
of the world comprising almost 450 million people. To the best of
our knowledge, there is no published research work presenting
any method on machine translation from Urdu to Arabic,
however, some online machine translation systems like Googlel,
Bing? and Babylon® provide Urdu to Arabic machine translation
facility. In this paper, we compare the performance of online
machine translation systems. The input in Urdu language is
translated by the systems and the output in Arabic is compared
with the ground truth data of Arabic reference sentences. The
comparative analysis evaluates the systems by three performance
evaluation measures: BLEU (BiLingual Evaluation Understudy),
METEOR (Metric for Evaluation of Translation with Explicit
ORdering) and NIST (National Institute of Standard and
Technology) with the help of a standard corpus. The results show
that Google translator is far better than Bing and Babylon
translators. It outperforms, on the average, Babylon by 28.55%
and Bing by 15.74%.

Keywords—Natural language processing; machine translation;
Urdu-Arabic  Corpus; Google; Bing; Babylon; translator;
BiLingual Evaluation Understudy (BLEU); National Institute of
Standard and Technology (NIST); Metric for Evaluation of
Translation with Explicit ORdering (METEOR)

l. INTRODUCTION

Urdu is the national language of Pakistan while Arabic is a
major language in almost 20 different countries of the world
comprising almost 450 million people. Among 7,105
languages spoken in different areas of the world, Urdu is
ranked at 19" number.* In Pakistan, Urdu language is the
medium of instruction in most of the public and private
institutions. The main information sources such as newspapers
and electronic media use Urdu language [1]. Arabic is the
main language in 20 different countries like Egypt, Iraq, Saudi
Arabia, Somalia, Sudan, Syria and the United Arab Emirates
[2]. Arabic is also considered as a religious language of
Muslims, as the Holy Quran and Hadith books are written in
Arabic language.

Machine Translation (MT) is a process of translating a
given input or source sentence from one language to the other
target language. Now-a-days MT plays a significant role in

! https://translate.google.com/

2 http://www.bing.com/translator

® http://translation.babylon-software.com/
* http://www. ethnologue. com

different areas like education, business, medical and trade, etc.
Different MT techniques such as Rule-based [3], [4], Direct
[6], Transfer [5], Statistical [6], Interlingua [7], Example
based [8], Knowledge-base [9] and Hybrid Machine
Translation [10], [11] (MT) are used to translate from one
language to the other.

All the approaches have their own pros and cons. No MT
approach is the perfect in all scenarios and for all languages
[12]. In this paper, we use the terms “translator”, “MT
system” and “MT tool” interchangeably.

A. Motivation

Pakistani and Arab communities have many things in
common like cultural heritage, religion, traditions, etc. These
communities need to understand each other for many reasons.
A large community of Pakistani people works in Arab
countries. Every year, a large number of Pakistani people
travels to Arab countries to visit sacred places (Makkah,
Madina), to get jobs and to promote their trade and businesses.
The Arab people also visit Pakistan to get higher education
and to promote their businesses. These communities need to
understand each other, but there is a language barrier.
Machine translation systems can help them remove this
barrier. The performance of online MT systems differs a lot. A
user of these MT systems may not know the best one. We, in
this paper, evaluate the performance of three online MT
systems to help the Arab and Pakistani communities to select
the best MT system.

B. Problem

Many MT approaches have been proposed in literature for
the translation of different languages. In the relevant literature,
we could not find any published machine translation approach
from Urdu to Arabic however some commercial machine
translation systems like Google, Bing and Babylon provide
Urdu to Arabic translation. The users of these translators,
while translating from Urdu to Arabic, do not know the
quality (accuracy level) of their translations. The users may be
interested to use the best translator but they might not know
the best one.

C. Contribution

In this work, we compare three online MT systems
(Google, Bing and Babylon). We evaluate these MT systems
by three different evaluation measures BLEU [13], METEOR
[14] and NIST.> The results show that Google translator is
better than Bing and Babylon translators. To the best of our

® https://www.nist.gov/
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knowledge, our work is unique and the first instance of
comparing the Urdu to Arabic MT systems.

Rest of the paper is organized as: Section 2 reviews related
work; Section 3 formulates the problem; Section 4 describes
the research methodology used for evaluation; Section 5
presents and discusses the results achieved and Section 6
provides summary and potential future work.

1. RELATED WORK

In literature, human, automatic and embedded evaluations
are three main types that are used to evaluate MT systems
[21]. Many automatic techniques like BLEU, NIST and
METEOR are used to evaluate the output of the MT systems.
BLEU and NIST techniques overlook the linguistic
characteristics of the targeted natural language because both
are language independent. Ying et al. in [22] use phrases and
identical words that are found in reference translation. An N-
gram co-occurrence algorithm is used in their study for
producing virtual translations in both techniques. METEOR
uses a score based computation in finding similar words
between the output of any machine translator and the
reference translation given to it. Lavie et al. [23] research
shows that the evaluation based on recall used in METEOR
having more consistency as compared to that of precision.

As mentioned earlier, there is no research work which
targets the content to be translated from Urdu to Arabic
therefore we here review some research works which are
related to Urdu or Arabic but the translation is aimed for other
languages. Different comparative studies of MT systems from
Urdu to other languages and vice versa are available in the
literature [15]. Same is the case of comparative studies of MT
systems from Arabic to other languages and vice versa [11],
[16]-[18].

Kit and Wong [16] compare five translators (Google,
PROMT®, SDL’, SYSTRAN® and WorldLingo®) using 13
languages (Arabic, Chinese, Dutch, French, German, Greek,
Italian, Japanese, Korean, Portuguese, Russian, Spanish and
Swedish) with BLEU and NIST scores. They use two
reference texts i.e., Universal Declaration of Human Rights
and European Union’s Treaties. According to their report,
SYSTRAN is the best for many languages, especially from
Greek and Russian to English translation, whereas Google
translator is the best in Arabic and Chinese to English
translation. PROMT works better from Portuguese to German,
and WorldLingo from Swedish to English than others.

Aiken and Wong [19] compare four translators
(SYSTRAN, SDL, WorldLingo and InterTran'®) using 20
Spanish phrases from an introductory textbook into English.
They use human evaluators as reference translation and
manually compare the translator results. According to their
report, SYSTRAN and WorldLingo are better than SDL and
InterTran. Vanjani et al. [20] compare SYSTRAN translator
with an expert and intermediate human translator using 10

© http://www.online-translator.com/

" https://www.freetranslation.com/

8 http://www.systranet.com/translate
*http://www.worldlingo.com/en/products_services/worldlingo_translator.html
10 http://transdict.com/translators/intertran.html
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English sentences. According to their report, the fluent human
translator accuracy is 100% and other’s 80%. Whereas
SYSTRAN got only 70% accuracy while it is faster than
human by 195 times.

For Arabic to English MT, Hadla et al. [11] present the
comparison of Google and Babylon Translators. The Arabic
sentences are categorized in four basic sentences: imperative,
declarative, exclamatory and interrogative. They report that
Google translator outperforms Babylon translator. Their work
is close to ours’. We perform comparative study of MT
systems from Urdu to Arabic and they compare the MT
systems from Arabic to English.

1I. PROBLEM STATEMENT

There are few commercial translators that provide this
translation. The users of these translators need to know the
accuracy level of these translators. If it is known the users will
prefer the best translator.

We formally define our problem as: “Given the set of
Urdu sentences as input to three machine translation systems,
compare the output of these translators (Arabic sentences) by
using multiple evaluation methods.”

Research Question: Which machine translation system is
the best out of the three translators?

V. METHODOLOGY

We compare three online machine translation systems
(Google, Bing and Babylon). We use Urdu sentences as input
while Arabic is output of the MT systems. The output is
compared with the corresponding reference sentences
(Arabic). The reference sentences are the true values or
ground truth as they are manually translated by the language
experts. Fig. 1 depicts the framework of the proposed
methodology.

In the following subsections, we describe the corpus and
the evaluation methods used in this work.

A. Corpus

We use the corpus™ exploited by Kabi, et al. [17]. The
original corpus contains Arabic and corresponding English
sentences. We use all the Arabic sentences available in that
corpus and corresponding Urdu sentences. We amended the
original corpus by manually translating the Arabic sentences
into Urdu sentences. Our corpus®? comprises of 159 Urdu and
Arabic sentences of three different types. The summary of the
corpus is shown in TABLE I. We use Urdu sentences as input
to the translators and, the human translated sentences (Arabic)
in as reference sentences. The reference sentences are used to
compare the output sentences of the MT translation systems.

The reference sentences are considered to be correct as
they are generated by human experts.

Uhttps://docs.google.com/spreadsheets/d/1bgknBcdQ7cXOKtY LhVP7YHbvrl
yJIsQggL60pnLpZfA/edit#gid=1057233962
12 https://drive.google.com/open?id=0B-gVOwW2HFyC1NIRiUkIzV3F2UUU
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TABLE Il shows one sample sentence of each type in
Urdu and Arabic.

To evaluate the score of the corpus we use different
techniques which are discussed in Performance Measures
section.

Vol. 8, No. 10, 2017

V. PERFORMANCE MEASURES

We exploit three evaluation measures (BLEU, METEOR
and NIST) to compare the performance (accuracy) of the three
translators from Urdu to Arabic. As a rule, a machine
translation that is closer to the reference translation is
considered to be more accurate. This is the gist behind the
machine translation evaluation methods.

TABLE I. THE CORPUS STATISTIC

Sentence Type No. of Sentences
Declarative 70
Exclamatory 49
Imperative 40
Total 159

Reference

Sentence

(Arabic)

A 4
Translators
Urdu (Google, Arabic sentence Comparison Accuracy
Sentence Babylon, Bing) Score
A
Comparison

Methods

(BLEU,

METEOR,

NIST)
Fig. 1. Block diagram of our comparative evaluation.
TABLE Il.  EXAMPLE OF ALL TYPE OF SENTENCES USED IN CORPUS averaging them with the corpus size to find the translation

Arabic Reference
Sentences

Categories/ Sentence Urdu Source
Type Sentences

Declarative ! Al gla s jla) () sida gall 32

[PHENIRRCE PRPRR-LS lasall e jasyaid

Exclamatory

Imperative ek 1 o S e S elld e sl

A. BLEU

The BLEU score is calculated by comparing each
translated sentence and then comparing with the reference
sentence. The average of these scores is computed by

accuracy. It is noteworthy that the evaluation does not take
into consideration the grammar correctness of the translation.
BLEU technique is constructed and put in place to calculate
the quality at corpus level. The use of BLEU technique to
evaluate the quality of individual sentences always gives an
output that lies between 0 and 1. These values tell the readers
how similar the reference and candidate sentences (translator
output) are. Words with values closer to 1 are closer to the
reference translation.

In our case, BLEU divides Urdu sentences into various n-
gram sizes, for example, unigrams, bigrams, trigrams and
tetra-grams. For each of the four gram sizes, the accuracy for
various translators such as Bing, Babylon and Google
translator is computed. In the end, for every n-gram sizes, we
calculate the n-gram scores of the sentence.
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The respective steps to calculate the score for all the n-
gram sizes are as follows:

1) Find the total number of common words in every
candidate and reference sentence.

2) Then divide their sum over the total number of n-grams
in the candidate sentence.

To calculate the BLEU-score these are the steps we need
to follow:

1) The first step we need to perform is to calculate the
Brevity Penalty (BP) which is calculated by choosing the
reference sentence that has the more common n-grams length,
denoted by r.

2) The second step is to compute the total length of the
candidate translation, denoted by c.

3) Lastly, we need to select the Brevity Penalty to be a
reduced exponential in (r / ¢) as shown in (1).

1 ifc>r
BP = { r 1
e(1-d) ifc<r @
BLEU = BP x exp(ZN_, w, logp,) )

Where, BP = Brevity Penalty; N = Total number of n-gram
sizes; w, = 1/N and p, = n-gram precision up to N. The final
BLEU score can be calculated using (2) and it is based on
Brevity Penalty (BP) shown in (1).

A higher BLEU score for a machine translation system
implies its superiority to other competitors having lower
BLEU scores.

B. METEOR

Another machine translation evaluation technique is
known as “Metric for Evaluation of Translation with Explicit
Ordering” (METEOR). It premises on the harmonic mean of
the unigram precision and recall. This technique is different
from the one mentioned above in the sense that it works on the
segment level while BLEU works on corpus level.

In METEOR algorithm, the first step is to map an
alignment between the reference and candidate sentences. This
alignment is established according to the unigram technique.
Mapping is also considered to be a line between single word
of one sentence with the others. Every single word of
candidate sentences must map to either zero or one in the
reference sentences. If two alignments map on the same word,
then we need to consider the one with the fewest one. The
final alignment completed by unigram precision (P) is shown
in (3):

p-M
Y 3)

Where, m = number of common unigrams in candidate
translation and reference translation and w; = number of
unigrams in the candidate sentences. After this we compute
the unigram recall (R) by (4):

R=—
W )
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Where, m is same as above and w, = number of unigrams
in the references sentence. We combine precision and recall to
calculate harmonic mean as shown in (5):

_ 10PR
mean T R4+ 9P (5)

This technique is only applicable to the unigrams and not
for larger segments. To evaluate the n-gram matches, penalty,
p as shown in (6) is used to obtain alignment values.

Processing penalty computations and unigrams are
combined with one another in possible groups, where these
groups are defined as the combination of unigrams. Longer the
adjacent mappings between the reference and the candidate
sentence, fewer the chunks are. A translation that is similar to
the reference translation gives only one chunk. Penalty (p) can
be computed by (6).

0=05 — 3 6)
u
m

Where, ¢ = number of unigrams and u, = number of
mapped unigrams. Final METEOR score can be computed as
shown in (7).

M = Fmean (1_ p) (7)

The procedure to calculate the METEOR score for the
entire corpus is to get the values for P, R and p and then utilize
the formula shown in (7).

C. NIST

NIST stands for National Institute of Standards and
Technology. Basically, this is a method devised to check the
quality of the text. It is similar to the BLEU metric, because it
works on n-grams but, at the same time, it is different from
BLEU because it does not calculate the brevity penalty. It is
similar, to some extent, to METOR as it computes the
precision.

We can calculate the score of NIST by using the formula
given below in (8).

Suisr = ﬁ=1 {Eallwl .. wp_in sys output info Wy... W'n.)} X exp {ﬁ log 2 [min (Z:_; , 1)] }(8)

Yallwy ... wy, insys output

Where, L. = the average number of words in a reference
translation averaged over all reference translations; L= the
number of words in the translation being scored; {8 is chosen to
make the brevity penalty factor = 0.5; N indicates the
maximum n-gram length; and info (w...w,) is

the number of occurence of wy...Wn_1 )

l‘)’lfO (Wl Wn) - 10g 2 ( the number of occurence of wy...wn
)

VI. EVALUATION THROUGH EXAMPLE

Here we take an Urdu sentence as an example and its
reference translation and machine translations from each MT
system.

Source sentence: “ux o xS S ol Hla ik 7
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Reference translation: “aall cu & &Y
Arabic Translation of MT system is as follows:
o Google: “aaill cull i i EY)”

e Bing: “Lll cay b o )BY) a7

e Babylon: “sas J e (& @Y

In this example, we see that all MT systems translate the
meaning of “* i <, (“w_8Y1”) correctly. For “ <" Google and
Bing matches the reference translation (<w) while Babylon
result is different. All translators give the translation of “i.”
which is not matched with the reference translation.

By calculating the results of above example BLEU score
for Google is 0.75, Bing 0.6 and Babylon 0.5. According to
METEOR, Google gives 0.75, Bing 0.73 and Babylon 0.5
score. For NIST Google score 2.7, Bing 2.1 and Babylon 1.22.
In all the measures, Google is the best in translation as
compared to Babylon and Bing.

VII. RESULTS AND DISCUSSION

In this section, we repot the results which are generated by
our evaluation metrics (BLEU, METEOR and NIST) for the
corpus which we mentioned above. We compare the accuracy
of each MT system according to three evaluation metrics
under separate headings.

A. Comparison of MT Systems Using BLEU Metric

In this section, we exploit BLEU score to compare the
performance of each translator. TABLE Il shows that by
applying the BLEU technique on different types of sentences,
Google translator gives 0.1675 score, Babylon 0.0645 and
Bing 0.1339 BLEU score for declarative sentences. Google
performance is better among all the other translators. For
exclamatory sentences, Google gives 0.0577, Babylon 0.0315
and Bing 0.0426 BLEU score. For imperative sentences,
Google gives 0.1242, Babylon 0.0459 and Bing 0.0586 BLUE
score. By calculating the average of all three sentence types,
we see that Google gives 0.1164, Babylon 0.0473 and Bing
0.0783 BLEU score. Average values show that Google’s
performance is more accurate as compared to those of other
translators’.

The average results are also shown in Fig. 2. We can easily
see that Google outperforms Bing and Babylon. Google
translator, as per BLEU evaluation measure outperforms
28.55% better than Babylon and 15.74% then Bing.
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Fig. 2. Comparison of translators by using BLEU metric.

B. Comparison of MT Systems using METEOR Metric

In this section, we exploit METEOR score to compare the
performance of each translator. TABLE IV shows that by
applying the METEOR technique on different types of
sentences, Google translator gives 0.21, Babylon 0.1118 and
Bing 0.2014 METEOR score for declarative sentences.
METEOR scores for Google and Bing are close to each other
and better than that of Babylon’. For exclamatory sentences,
Google translator gives 0.16, Babylon 0.14 and Bing 0.16
METEOR score. In the case of exclamatory sentences,
Google’s and Bing’s results are exactly same, and Babylon’s
results are also very near to them. For imperative sentences,
Google gives 0.1558, Babylon 0.0871 and Bing 0.1337
METEOR score. Performance of Bing in this type of
sentences is near to Google’s but Babylon shows poor
performance. Averaging the above results, we see that
Google’s performance is more accurate as compared to the
performance of other translators.

TABLE IV. METEOR SCORE OF ONLINE MACHINES
Type/ Declarative Exclamation Imperative Average
Translator | Sentence Sentence Sentence 9
Google MT
System 0.2100 0.1685 0.1558 0.1747
Babylon
MT 0.1118 0.1412 0.0871 0.1130
System
Bing MT
System 0.2014 0.1653 0.1337 0.1600

TABLE Ill.  BLEU SCORE OF EACH MACHINE TRANSLATOR

Translator type Declarative | Exclamation | Imperative
p Sentence Sentence Sentence Average

Google MT
System 0.1675 0.0577 0.1242 0.1164
Babylon MT
System 0.0645 0.0315 0.0459 0.0473
Bing MT System | 91339 0.0426 0.0586 0.0783

The average results of TABLE IV are also shown in Fig. 3.
Google translator, as per METEOR evaluation measure
outperforms 13.74% better than Babylon and 3.28% than
Bing.
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Fig. 3. Accuracy of all online machines using METEOR Technique.

C. Comparison of MT Systems using NIST Metric

In this section, we exploit NIST score to compare the
performance of each translator. TABLE V shows performance
of MT systems for different types of sentences using NIST
metric. TABLE V shows that Google gives 3.14, Babylon
2.0234 and Bing 2.9629 NIST score for declarative sentences.
For exclamatory sentences, Google gives 1.5199, Babylon
1.1885 and Bing 1.3881 NIST score. In the case of such
sentences, Google and Bing are nearly equal to each other and
both are better than Babylon. For imperative sentences,
Google gives 2.2591, Babylon 1.3469 and Bing 1.9808 NIST
score. Performance of Google in imperative sentences is much
better than that of Bing and Babylon. By calculating the
average of all sentence types, we see that Google gives 2.306,
Babylon 1.151 and Bing 2.089 NIST score. According to this
average, Google is the best in accuracy.

The average results of TABLE V are also shown in

2.5
| ]
2 . .
@ 15
Q —
Q 1
0.5
0
Google Babylon Bing
TRANSLATORS

. We can see that Google outperforms Bing and Babylon.
Google translator, as per NIST evaluation metric, outperforms
Babylon by 20.83% and Bing by 3.91%.
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Babylon MT

TABLE V. NIST SCORE OF ALL ONLINE MACHINES
Type/ Declarative Exclamation | Imperative Average
Translator Sentence Sentence Sentence g
Google MT | 5 1459 1.5199 2.2501 2.3060
System

2.0234 1.1885 1.3469 1.1510
System
SmgMT 1 2.9629 13881 1.9808 20890
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Fig. 4. Accuracy of all online machines using NIST Technique.
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Fig. 5. Summary of tools with respect to evaluation measures.

Comparing results in all techniques BLEU, METEOR and
NIST, it is concluded that Google always outperforms
Babylon and Bing translators. Fig. 5 shows the summary of all
results of all translators w.r.t BLEU, METEOR and NIST
metric.

VIII.

In this paper, we compare three machine translators
(Google, Bing and Babylon) for translating Urdu sentences to
Arabic sentences by using three performance evaluation
metrics (BLEU, METEOR and NIST). The corpus used in this
research contains three different types of 159 Urdu sentences
and their respective Arabic sentences. Our results show that
Google translator, on the average, outperforms Bing and
Babylon by 15.74% and 28.55% in BLEU technique, 13.74%
and 3.28% in METEOR technique, 20.83% and 3.91% in
NIST technique respectively. This study is helpful for those
who want to use online machine translators for Urdu to Arabic
translation.

SUMMARY AND FUTURE WORK

We will develop our own Urdu to Arabic machine
translation system by exploiting hybrid technique comprising
template based and rule based approach. We expect to have
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better results than the available online machine translators. In
future, we will also build a large corpus for evaluation MT
systems.
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Abstract—The most important functions in objects
classification and recognition system are to segment the objects
from the input image, extract common features from the objects,
and classify these objects as a member of one of the considered
object classes. In this paper, we present a new approach for
feature-based objects classification. The main idea of the new
approach is the fusion of two different feature vectors that are
calculated using Fourier descriptors and moment invariants. The
fused moment-Fourier feature vector is invariant to image
scaling, rotation, and translation. The fused feature vector for a
reference object is used for training feed-forward neural network
classifier. Classification of some hand tools is used to evaluate the
performance of the proposed classification approach. The results
show an appreciable increase in the classification accuracy rate
with a considerable decrease in the classifier learning time.

Keywords—Feature fusion; neural network classifier; invariant
features; objects classification

I.  INTRODUCTION

Pattern recognition is a complicated process that consists of
many steps, such as image preprocessing, segmentation,
feature extraction and patterns classification. The major steps
of the pattern recognition process are the feature extraction and
patterns classification. Selection of a feature extraction method
is probably the single most important factor in achieving high
recognition performance [1].

A principal characteristic of pattern recognition problem is
that the number of different objects that the system has to cope
with is unlimited. That is mainly because of the various shapes
of the object, e.g., by varying object scale, orientation and
translation. Thus, the problem can’t be solved by
straightforward template matching. Each object must be
classified to one of the pattern classes. The Neural Network
(NN) classifier is supervised trained based on a sample of
typical objects representing different classes. The classifier
then can classify new unknown objects with minimum error.

In the presented paper, we introduce a feature fusion based
approach for pattern classification. The proposed fused feature
vector consists of reduced Fourier descriptors and four moment
invariants. The new approach aims to enhance the
classification rate and learning time of the neural network
classifier by taking advantage of the inherent complementary
of the Fourier descriptors and moment invariants features.

The rest of the paper is organized as follows: In Section 2,
the related work is introduced. The proposed work is presented

in Section 3. Section 4 presents the pattern classifier. Section 5
shows the experimental results. Finally, the paper ends with the
conclusion.

Il. RELATED WORK

In literature, there are many image feature extraction
methods that have been offered by researchers. These
approaches can be categorized into either holistic or local
image feature extraction. The first is based on producing
statistical information pattern from a big number of training
samples of data such as the principal component analysis
(PCA) [2]. PCA is improved by many researchers such as 2D
PCA [3], block PCA [4], or incremental PCA [5]. Also, matrix
decomposition and linear combination are heavily used
methods [6]. The holistic approaches have a couple of
disadvantages. They don’t take into consideration the local
detailed information. They are easily affected by the geometric
shape changes and noise variation. The local feature extraction
methods can prevail over these disadvantages. In [7] authors
presented a texture feature description method. It is called a
local binary pattern method (LBP). The method is based on
computing a binary sequence with 3x3 neighborhoods matrix.
The central pixel values are compared to its neighbors and then
an LBP histogram is produced as a texture description feature.

The fixed neighborhoods make it easy to restrict the larger
neighborhood structure, which is an obvious disadvantage for
the LBP method. In [8], [9] authors introduced a region based
method with a co-occurrence matrix. This method gives good
results especially with medical data sets. To overcome the
illumination sensitivity problem, Gabor wavelets filters are
considered as a good candidate that could be used in handling
this issue. It is an excellent feature representation that is not
affected by the illumination or expression variation. In
literature, there are a lot of Gabor Extraction methods which
give very outstanding results with good performance indicator
and ability to work with wide range of applications such as
local normalization entropy-like weighted Gabor features [10],
Gabor wavelets combined with volumetric fractal dimension
[11] and fusion of multi-channels classifier [12]. Neural
networks have been extensively used for purpose of objects
classification. Among several NN architectures the Back-
Propagation model is the most widely used [13]. In [14]
authors presented an Extension Neural Network (ENN) for
recognizing the tool cutting state. Their results show shorter
learning time and better recognition accuracy.

97|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications

I1l. PROPOSED APPROACH

Fig. 1 illustrates the proposed objects classification process
using the feature fusion approach.

A gray scale images are acquired for each object by a
digital camera. These gray scale images are then converted to
binary images. An object pixel is considered a boundary point
if any of its neighbors is classified as background pixel.
Tracking the boundary around a pattern is the process of
keeping only those pixels that form the boundary of that
pattern. This process transforms the two-dimensional binary
image into a scalar vector representing the coordinates of
boundary points of that pattern. Each boundary is uniquely
determined by specifying the location of its initial point and a
sequence of points having the same labels as the initial point.
Contour tracking have been done using Left Most Looking
(LML) algorithm [15]. By taking the Discrete Fourier
Transform (DFT) of the object contours, we obtained 16
Fourier descriptors feature vector, which have been handled to
become rotation, scale and translation invariant, the same way
as described in [16].

A reduced Fourier descriptor feature vector of only 8
descriptors has been computed, by Appling the DFT on the
ordinary 16 Fourier descriptors feature vector [17].

Hu’s seven moment invariants that are invariant under
translation, rotation, and scaling have been calculated from the
objects [15], [18]-[20].

P = 150 + Moz

B, = (1120 — 1765)° + 4173,

b5 = (7730 —377,5)° + (37751 — 7703)°.

By = (30 + T1h2)° + (121 + 7703) %

@5 = (130 = 3105 ) 50 + 115 ) (750 +735)” = 3Ny + g ) + (30, =Ny )
(1721 + 1702) (77 + 7712)2 — (171 + 7703)2) ,

05 = (1o =0 ) (11 + 1) = (g + 71)") + 4113 (Mg + 7)1 + )

@, = (3171~ 10) (10 + 112 ) ([0 +7712)2 =3(7 + 7703)2] + (32 —7130) (17 +7705)
X (37750 + 1112)* — (11 + 1103)%) » 1
Where, nyq is the normalized central moment of order (p+q)
y7;
=—L w=P*9 4 )
Koo 2
and g is the central moment of order (p+q). For binary
pattern G is defined as

ﬂpq:ZZ(X_Xc)p(y—yC)q 3)
G

Where, (X, Y.) are coordinates of the center of gravity of
pattern G and are defined as:

M pq
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Ye = — (4)
mOO

Where, my,q is the regular geometric moment and for binary
pattern G defined as:

My :Zexpyq ®)
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Fig. 1. Proposed objects classification method.

Aiming to enhance the classification accuracy rate and
reducing the training time, we developed a new approach for
objects classification by combining the moment invariants
feature vector with the reduced Fourier descriptors feature
vector. Reduced Fourier descriptors are calculated from the
object contours while moment invariants are calculated from
the objects body. Thus, the fused feature vector is developed to
achieve higher classification accuracy rate and reliability by
taking advantage of the inherent complementary of the two
feature extraction methods. We have used the first four
moment invariants (¢1, ¢2, $3 and ¢4) in addition to the eight
reduced Fourier descriptors resulting in a fused feature vector
of 12 coefficients.

IV. NEURAL NETWORK CLASSIFIER

The Feed-forward neural network is the most frequently
used among many neural network paradigms, which satisfy the
requirements of pattern classification [18], [21]. A Feed-
forward neural network, consisting of an input layer, a hidden
layer, and an output layer, is considered as shown in Fig. 2.
The input layer has 8, 7 and 12 nodes in case of reduced
Fourier descriptors, moment invariants and fused feature
vectors respectively. The hidden layer has 6, 4 and 8 nodes in
case of reduced Fourier descriptors, moment invariants and
fused feature vectors, respectively. While the output layer has
only three nodes. Each processing element (neuron) is
connected to all those in the adjacent layers. The Sigmoid
function is used as node transfer function.
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Fig. 2. Neural network classifier using proposed fused feature vector.

We have considered four kinds of hand tools as training
patterns; so three output nodes are sufficient as they can
represent up to eight different patterns. The output should be
(001) for pattern number 1, (010) for pattern number 2, (011)
for number 3 and so on. For the neural network training, we
have applied “back-propagation learning algorithm” with
momentum. All the weights are initially set to random values
with a uniform distribution over [-0.5, 0.5]. The patterns in
Fig. 3 have been used as training patterns. The training error in
case of using any of the feature vectors found to be < 0.0001
with learning rate of 0.5 and momentum term of 0.7.

For classifying of the test patterns, we have defined an
output vector {out (1), out (2), and out (3) } by thresholding
neural net outputs zi in such a way that fori=1, 2, 3

1 forzi = 0.9
out(i) = 0 forzi < 0.1 (6)
unknown for0.1 < z; < 09

V. RESULTS

This section represents the conducted experimentations
along with their results. Two experiments have been
conducted. The first is to recognize hand tools. While the
second experiment is to recognize rotated and scaled version of
these hand tools.

The first experiment is to classify some hand tools without
any variations in scale, rotation or translation. As a sample for
this experiment four objects have been assigned as shown in
Fig. 3(a). First, the objects contours have been detected and
tracked as shown in Fig. 3(b). Second, the ordinary Fourier
Descriptors (FDs) and the reduced FDs feature vectors have
been calculated as indicated in Table 1. Then, we calculated the
seven moment invariants and the hybrid feature vector as
shown in Tables 2 and 3, respectively. Finally, the feature
vectors that were extracted using the above-mentioned methods
have been applied to a back propagation neural network
classifier.
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TABLE I. REDUCED FOURIER DESCRIPTORS FEATURE VECTORS

Object-1 Object-2 Object-3 Object-4

F1 ] 0.310 | 0.311 | 0.240 | 0.229 | 0.358 | 0.309 | 0.198 | 0.186

F2 | 0.276 | 0.282 | 0.154 | 0.145 | 0.270 | 0.242 | 0.154 | 0.140

F3 | 0.277 | 0.279 | 0.175 | 0.167 | 0.295 | 0.225 | 0.203 | 0.182

F4 | 0.330 | 0.339 | 0.170 | 0.177 | 0.300 | 0.231 | 0.241 | 0.215

F5 ] 0.033 | 0.048 | 0.027 | 0.012 | 0.035 | 0.077 | 0.063 | 0.056

F6 | 0.198 | 0.188 | 0.074 | 0.097 | 0.128 | 0.153 | 0.104 | 0.103

F7 | 0.460 | 0456 | 0.178 | 0.207 | 0.349 | 0.294 | 0.204 | 0.183

F8 ] 0.255 | 0.251 | 0.102 | 0.120 | 0.218 | 0.172 | 0.123 | 0.124

TABLE Il MOMENT INVARIANT FEATURE VECTORS

Object-1 Object-2 Object-3 Obiject-4

M1 | 0.296 | 0.296 | 0.758 | 0.780 | 0.712 | 0.716 | 0.978 | 0.968

M2 | 0.047 | 0.048 | 0.524 | 0.560 | 0.437 | 0.443 | 0.914 | 0.895

M3 | 0.016 | 0.016 | 0.280 | 0.269 | 0.002 | 0.003 | 0.364 | 0.375

M4 ] 0.009 [ 0.009 | 0.242 | 0.235 | 0.000 | 0.000 | 0.337 | 0.328

M5 | 0.000 | 0.000 | 0.063 | 0.059 | 0.000 | 0.000 | 0.118 | 0.115

M6 | 0.002 | 0.002 | 0.175 | 0.176 | 0.000 | 0.000 | 0.322 | 0.310

M7 | 0.010 | 0.010 | 0.012 | 0.012 | 0.017 | 0.017 | 0.011 | 0.010
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TABLE Ill.  HYBRID FEATURE VECTORS
Object-1 Object-2 Object-3 Object-4
F1 0.542 | 0.541 | 0.357 | 0.354 | 0.552 | 0.514 | 0.318 | 0.315
F2 0.310 | 0.311 | 0.240 | 0.229 | 0.358 | 0.309 | 0.198 | 0.186
F3 0.276 | 0.282 | 0.154 | 0.145 | 0.270 | 0.242 | 0.154 | 0.140
F4 0.277 | 0.279 | 0.175 | 0.167 | 0.295 | 0.225 | 0.203 | 0.182
F5 0.330 | 0.339 | 0.170 | 0.177 | 0.300 | 0.231 | 0.241 | 0.215
F6 0.033 | 0.048 | 0.027 | 0.012 | 0.035 | 0.077 | 0.063 | 0.056
F7 0.198 | 0.188 | 0.074 | 0.097 | 0.128 | 0.153 | 0.104 | 0.103
F8 0.460 | 0.456 | 0.178 | 0.207 | 0.349 | 0.294 | 0.204 | 0.183
F9 0.296 | 0.296 | 0.758 | 0.780 | 0.712 | 0.716 | 0.978 | 0.968
F10 | 0.047 | 0.048 | 0.524 | 0.560 | 0.437 | 0.443 | 0.914 | 0.895
F11 | 0.016 | 0.016 | 0.280 | 0.269 | 0.002 | 0.003 | 0.364 | 0.375
F12 | 0.009 | 0.009 | 0.242 | 0.235 | 0.000 | 0.000 | 0.337 | 0.328

In this experiment, we have examined our classifier by
applying the same feature vectors of the objects in Fig. 3(b)
that have been used for training the neural net classifiers. The
results showed that the recognition rate is 100% in all
approaches.

The second experiments evaluate the performance of the
proposed objects classification technique with rotated, scaled
and translated samples of the reference objects. Fig. 4(a) and
(b) show scaled, translated and rotated versions of the objects
that have been used in training the neural network classifier to
be used as testing sets of patterns. While Fig. 4(c) shows the set
of hand tools used for testing.

The first stage in this experiment is to obtain the first 16
Fourier descriptors and the reduced FDs for those patterns,
then, use the resulted reduced FDs feature vectors as input to
the classifier and record the results of recognition process. The
second stage is to obtain the seven moment invariants feature
vector and the hybrid feature vector for each pattern to use
them as input feature vectors for the neural network classifier,
then, records the results of recognition. At last, the results of
both stage’s recognition rates are compared.

For the performance evaluation of the classifier using the
feature vectors computed in first and second stages; a large
testing set for each of the target objects was constructed to
have seven scale variations from 1.0 to 0.4, for each of 12
rotation angles, a total of 12 rotation angles times 7 scale
factors equals 84 testing samples. This results in a testing set of
336 patterns for the four target objects. Table 4 shows a
comparison between the recognition rates using the three
feature vectors.

TABLE IV.  COMPARISON BETWEEN RECOGNITION RATES
Object Reduced FDs |Moments | Fused Feature vector
1 97.62% 100% 100%
2 92.86% 92.86% 97.62%
3 97.62% 100% 100%
4 92.86% 92.86% 95.24%
Training time (ms) 3855 2704 1673

Vol. 8, No. 10, 2017
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Fig. 4. Sample of testing objects set.

VI.

This paper introduces a feature fusion based approach for
objects classification. The proposed feature fusion based
approach consists of a fused feature vector of four moment
invariants and eight reduced Fourier descriptors. The fused
feature vector is invariant to object scaling, rotation and
translation. A feed-forward neural network has been used as
objects classifier. The proposed approach has been applied to
recognize and classify four different hand tools. The results
show that the use of fused feature vector outperforms the
individual use of Fourier descriptors or moment invariants. The
results show an appreciable increase in the classification
accuracy rate while considerably decrease the classifier
learning time compared to the learning time in case of using
reduced FDs or moment invariants feature vectors.

CONCLUSIONS
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Abstract—Schema matching is considered as one of the
essential phases of data integration in database systems. The
main aim of the schema matching process is to identify the
correlation between schema which helps later in the data
integration process. The main issue concern of schema matching
is how to support the merging decision by providing the
correspondence between attributes through syntactic and
semantic heterogeneous in data sources. There have been a lot of
attempts in the literature toward utilizing database instances to
detect the correspondence between attributes during schema
matching process. Many approaches based on instances have
been proposed aiming at improving the accuracy of the matching
process. This paper set out a classification of schema matching
research in database system exploiting database schema and
instances. We survey and analyze the schema matching
techniques applied in the literature by highlighting the strengths
and the weaknesses of each technique. A deliberate discussion
has been reported highlights on challenges and the current
research trends of schema matching in database. We conclude
this paper with some future work directions that help
researchers to explore and investigate current issues and
challenges related to schema matching in contemporary
databases.

Keywords—Data integration; instance-based schema matching;
schema matching; semantic matching; syntactic matching

I.  INTRODUCTION

Nowadays, integrating and managing a tremendous
amount of data has been extremely simplified due to the
advancement in information technology. Several solutions
have been proposed to combine data from different
heterogeneous sources to form a unified global view. This
process, called data integration aim to represent data in one
single view and facilitate the process of interacting with the
data to be appearing as one single information system [1].
However, it is very challenging to integrate and manage data
from several sources that are being independently developed.
This is due to the fact that there are different representations
of these sources, and data sources might not be designed in a
way to adopt the same abstraction principles or have similar
semantic concepts to be fully used [2]. Besides, there might be
various terminologies used to describe and store information
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which might negatively influence in the process of integrating
the data [3].

Many firms might attempt to integrate some developed
heterogeneous data sources where these businesses have
various databases, and each database might consist of a vast
number of tables that encompass different attributes. The
heterogeneity in these data sources leads to increasing the
complexity of handling these data, which result in the need for
data integration [4]. Identifying the conflicts of (syntax
(structure) and semantic heterogeneity) between schemas is a
significant issue during data integration. For this reason,
schema matching has been proposed to handle the process of
discovering the correspondence between schema and resolve
conflicts when occurred.

Nevertheless, using schema matching approach is
inappropriate when databases are developed separately and
without unified standards [5]. Furthermore, it is impractical to
employ the schema design information “schema attributes” to
determine the correspondences attributes when different
abbreviations of attribute names “column’s names” is used to
represent the same real world entities or objects [2]-[5].

Consequently, discovering instance correspondences
become an alternative approach for schema matching when
schema information is not available or insufficient to be used
for matching purposes. Instance-based schema matching
attempts to extract the semantic relationship between targeted
attributes via their values “instance”. Therefore, if the schema
matching approach fails to detect the match, then the instances
will be looked at to carry out the matching process. In this
paper, we surveyed and examined some well-known
techniques of instance-based schema matching. We described
the strengths and the weaknesses of these techniques and end
the paper with some future work directions that can benefit the
researchers in the area of data integration.

This paper is organized as follows. Section Il presents the
schema information levels. Section 11l presents and explains
the classification of schema matching methods and the process
of instance-based schema matching. In Section IV, the
techniques applied based on instance level matching has been
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explained. The related works for instance-based schema
matching have been reviewed and reported in Section V. The
discussion on the topics presented in this paper is reported in
Section VI. Conclusion is presented in the final Section VII.

Il. SCHEMA INFORMATION LEVELS

Due to the rapid development of information systems, the
demand for schema matching solutions is growing
dramatically [7], [8]. For example, the role and tasks of the
enterprise databases evolved from the traditional use of storing
and manipulating data to be an effective tool for data analysis
and interpretation. Different heterogeneous databases might
need to be integrated for various purposes. The heterogeneity
between databases encompasses the structure and the
semantic, which have resulted in the necessity of the schema
matching [2]. The driving force behind the significant
development in database role is due to the complexity in
obtaining data from various heterogeneous sources. Besides,
the need for intelligent decision supports tools that extract
heterogeneous data to ensure the best decision for users.
Identifying the correspondences (matches) between database
schemas has been commonly referred to as a schema matching
problem [6], [7], [9].

There are three types of information that commonly used
to solve the problem of schema matching by identifying the
semantic of schema attributes and detect the correspondences
between database schemas, i.e.,, 1) schema information;
2) instances; and 3) auxiliary information [9], [10]. Several
solutions have been proposed aiming at handling schema
matching based on the available schema information [12],
[13]. These information help in preventing the incorrect match
between schema attributes and lead to detect the similarities
between schema attributes, particularly for semantically
complex matching process. There are many beneficial levels
of information that can be utilized to identify the schema
matching. This includes metadata level, instance level, and
auxiliary level [2], [10]. Apparently, several approaches have
been proposed employed levels of schema information. Some
of these approaches rely on utilizing each level independently
as identified individual matcher based on their problematic
situations and information available [10], [15]. While, other
approaches involve a combination of the individual matcher to
enhance the matching results [7], [16]. Basically, schema
information has been classified into three levels, namely,
schema level, instance level, hybrid level and auxiliary level.
These schema information levels are further elaborated below:

A. Schema Levels

Schema level information consists of three levels of
information, which are 1) linguistic level; 2) constraints level;
and 3) structure level [16]. Linguistic level uses meta-data
information such as the attribute’s names or abbreviations and
available textual descriptions to find the correspondences
between schemas [5], [8], [13]. While, constraint level relies
on the data types of the database attributes such as (string,
numeric, and char), the ranges of instances, and different types
of keys (primary, super, uniqueness) [13], [16]. Lastly, the
structure level utilizes the internal and external structure of the
schema and the cardinalities between schema attributes [13],
[16].
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B. Instance Level

Instance level information, which is also known as
contents level has been extensively applied as an effective tool
to determine the correspondence between schemas. In many
cases, it is not easy to obtain information from the schema
structure as either it is not available or the information is
meaningless and could not be used for the matching purpose
[5], [10], [17]. Thus, in such cases, instances are considered as
the most efficient and reliable source of information to
identify the correspondences between attributes and determine
the similarities and corresponding attributes of schema based
on exploiting the characters of available values/instances.

C. Hybrid Level

Hybrid level retrieves information from the combination of
both schema metadata (attribute names, data type, structure
and description) and instance level (values/instances) [8], [13],
[15]. Several criteria and sources of information might be
taken into consideration to achieve the matching between
schemas. Among these criteria in sources includes name
matching and thesauri together with compatible data types that
lead to improving the performance through providing best-
combined match candidates compared to the individual
performance of different matchers [15].

D. Auxiliary Level

Auxiliary level information is the process of combing
existing schema information along with additional information
obtained throughout external sources. Examples of external
sources include WordNet/Thesauri, and dictionaries can be
used for identifying the semantic relationships between
schema attribute names or abbreviations such as synonymy
and hyponyms in order to determine the similarities if it exists
[5], [13].

I11. CLASSIFICATION OF SCHEMA MATCHING METHODS

In the literature, there have been many schema matching
methods developed with the aim of identifying the match
between database tables. There are a good number of surveys
that discussed, classified and examined these methods [16],
[18]. For instance, E. Rahm and P. Bernstein [11] have
suggested a taxonomy that classified the schema matching
methods into two categories, namely: individual matcher and
combining matchers as depicted in Fig. 1.

For individual matchers, only one single parameter takes
into consideration to compute the mapping between instances.
Individual matchers concentrate on the available schema
metadata (metadata) in terms of integrity constraints, attributes
names, descriptions, and schema structures with disregard to
the lowest level of information (instance) [16]. It is very
common to use schema information to perform the matching
between less complex databases, and it is very beneficial in
the case of absence of instance level data [8]. In contrast,
combining matchers either involves many criteria (i.e. name
and type equality) to form hybrid matcher or combines
multiple match results from various match methods to form a
composite match.

Individual matcher has been predominantly adopted by a
considerable number of researches and studies which reflected
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the trends toward concerning single matcher. Studies
conducted by [4], [5], [19] emphasized the essential role of
instance level matching (instance matcher) in extracting
semantic similarity of schemas. These studies attempt to
improve the matching process in different application
domains. The application domains include Domain-Specific-
Quire, data integration, and mediating databases. Additionally,
D. George [20] suggested different classifications of schema
matching via data integration approaches. He categorized
them into two layers, namely, semantic (meaning), syntax
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(format), and schema (structure). He argued that there are
different kinds of conflicts occurred between database tables,
such as naming conflicts and structure conflicts, which is
different terminologies used to represent entities or attributes
names such as synonyms and homonyms. Structure conflicts
that involve several types such as type conflicts, dependency
conflicts, key conflicts, and behavioral conflicts. In the
following, we examine and discuss the schema matching
approaches illustrated in Fig. 1.

Schema Matching
Appproaches
Individual Combining
Matcher Matchers
I 1 1 I_I_I
Instance Schema Hybrid Composite
level level Matcher Matcher
I 1 1 1
Elements Structure Elements
level level level
I_I_I I I 1 1
Linguistic Constraints Constraints Linguistic Constraints

Fig. 1.

A. Schema Level Matching

Schema level matching methods utilize the available
schema information of the database such as name, description,
type of data, constraint, and schema structure in order to
identify the match between two attributes of the database
schemas. Most often, more than one candidate match might be
produced for each candidate, with estimated degree of
similarity in the range between 0 and 1. The closer the degree
of similarity from one is the more similar. Two levels under
schema level matching can be exploited to define the
correspondence between attributes, which are element level
and structure level. Moreover, there has been a trend to
consider the logs query as an additional level of information
for schema matching by a number of researchers and studies
[6]. This new approach attempts to extract attributes usage of
each targeted schema from the logs of queries concerning the
schema relationships, and their features such as joins and with
aggregate functions [6]. Besides, the click logs have been
mainly utilized for keyword queries of an entity search engine
in order to determine the terms of the search. This will let to
categorize the schema attributes that share similar search
queries as candidates’ match [16].

1) Element Level Matching

Element level matching aims at employing the elements
belongs to the source schema to determine the matching
elements of the input target schema. In many cases, it is
possible to exploit the schema elements at the finest level,
which called atomic level, such as attributes in an XML
schema or attributes in a relational schema. An example of
atomic-level for the schema fragments is illustrated in Table 1.

Classification of schema matching methods.

It can be observed that Address.ZIP =
CustomerAddress.PostalCode represents an atomic-level
schema matching between S1 and S2 elements [10], [11].
Element level matching also focuses on exploiting two levels
that are linguistic matcher and constraint matchers.

a) Linguistic Matcher

Linguistic matcher involves the available linguistic
information of the database schemas such as attributes names
and descriptions of the attributes in order to determine the
match between the schemas [21]. This approach is very
common for databases with the centralized environment,
where the similarities between attributes names can be
described by their meanings. It is also used for semi-structure
databases, where schema descriptions are well-defined. The
idea of the linguistic match is to transform the attribute’s
names into a canonical model (form) through the tokenization
method in order to compare these names equality [22].

TABLE I. FULL VERSUS PARTIAL STRUCTURAL MATCH
S1 elements S2 elements
Address
Street Customer Address Full structural
. Street
City Cit match of
State Y Address and
ZIP USState Customer Address
PostalCode
Account Owner Customer Partial structural
Name C nae match of Account
Address CAddress Owner and Customer
Birthdate CPhone
TaxExempt
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b) Constraint Matcher

Constraints are a very useful facility that most often used
on database schemas to define the data types, the range of
values, the uniqueness, the relationships types and
cardinalities. In many cases, if the source and target input
schemas contain a sufficient amount of constraint information,
it can help the matcher technique to identify the similarity
between schemas and provide a precise match between
schema attributes. For instance, the similarity score can be
introduced based on many factors such as the similarity of
data types or domains. Besides, some key characteristics can
also be involved to compute the similarity score, including
primary key and foreign key. Furthermore, the relationship
cardinality that identifies the level of relationship between the
attributes such as 1:1 relationship and of is-a relationships
[11], [15], [16]. However, it is not always applicable to use
constraint information alone to obtain an accurate matching
result. In some cases, constraint information might lead to
imprecise match due to the comparable constraints among
attributes in the schemas. Nevertheless, exploiting constraints
information helps to reduce the number of match candidates
and might be combined with other matchers (e.g., linguistic
matcher) [2], [11], [15].

2) Structure Level Matching

Structure level matching used the structural information
about database schemas to determine the match between
schemas. Structure level matching concentrates on the
structures and the constraints information about the targeted
schemas to extract the similarity between the attributes [24].
There are many possibilities to match combinations of various
attributes in a structure, depending on the completeness of the
structural information and the required precision. In the ideal
case, there should be a full matching of all the attributes of the
source and target schemas. However, in some cases, a partial
match between some attributes might be introduced, which is
needed when there is a comparison of the sub-schemas. Notice
the example given in Table 1, where partial match occurred
between Account Owner and Customer schemas. It is also
possible to use constraint-based matcher as an alternative
matcher in this level, exploiting the constraints information
such as data types, value ranges, nullability, and referential
integrity (foreign keys) [2], [9], [10], [15], [23].

B. Instance Level Matching

Instance level approaches employ the available instances
as a source to identify the correspondences between schema
attributes. It is not always possible to utilize the schema
information to perform an accurate match between schemas.
In many cases such as semi-structured databases, information
about schema might not be available or limited to be used for
precise schema matching result [2], [10], [17], [24]. Hence, for
such cases, instances could be used as a source for
determining the corresponding of attributes. Instance-level
data could be used as a significant alternative source
contributing toward accurate matching due to its valuable
contents and the meaning of schema attributes.

C. Combination of Multiple Matcher

There are several approaches with many variations of
matchers have been proposed in the literature. Each approach
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has its strengths and weaknesses, and no single approach fits
all cases and can give a reliable match. Many attempts have
been conducted employing multiple approaches to form
hybrid matcher that involves multiple criteria to identify the
match between schema attributes. Besides, other approaches
endeavor to develop a composite matcher benefiting from the
independent matching results produced by different
approaches [8], [10], [11]. Hybrid and composite matchers are
further explained as follow.

1) Hybrid Matcher

Hybrid match aims at combining several matching
approaches in a single approach to performing a precise match
between possible candidates, taking into consideration
multiple criteria and different sources of information. This
includes name matching and thesauri combined together with
data types to provide more accurate matching results while
maintaining high performance compared with separated
individual matchers.

2) Composite Matcher

Composite matcher intends to carry out the independent
match on database schemas using different approaches and
then combine the outcomes. Doing so allows selection of the
most appropriate matchers to be implemented. Composite
matcher has a greater flexibility compared to hybrid matcher
as it exploits the application domain and input schemas
information, while different approaches can be used for
structured versus semi-structured schemas [10], [11], [25].

IVV. TECHNIQUES APPLIED FOR INSTANCE LEVEL MATCHING

Most of the previous approaches for instance based
schema matching is designed with the aim of determining the
correlations and identify the correspondences between
attributes depend on data instances that are more semantically
and syntactically [5], [10], [13]. This concern on data
instances reflects the fact that we need to utilize a certain
technique to explore the semantic and syntactic similarities
throughout the matching process [20]. In many real-world
database applications, the sources of attributes are developed
separately by different developers, which results in differences
in terms of syntax and semantics of the schema attributes. This
research work examines the most predominant techniques that
rely on syntactic and semantic. Syntactic techniques
encompass N-gram, and regular expression [2], [14]. While,
semantic techniques include Latent Semantic Analysis (LSA),
WordNet, Thesaurus and Google similarity [2], [10]. These
techniques are explained in further details in the following
subsections.

A. Syntactic Techniques

Many schema matching techniques have been developed
for the syntactic heterogeneity of the database schemas.
Identifying the similarities between different schemas via
matching process would not be a trivial task, due to these
heterogeneities [13]. In addition, data with numerical values
and acronyms are typically described according to certain
patterns, which are better suited for syntactic heterogeneity
analysis [14]. In this respect, some strategies have been
suggested to draw syntactical patterns, and identify related
values ranges, for instance-based schema matching [11]. The
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following subsections demonstrate the details of syntactic
techniques that have been utilized widely by previous
approaches.

1) N-gram

The N-gram is a model that has been extensively used for
different tasks such as spelling correction, word breaking and
text summarization and recently for analyzing matching
purposes [4]. The analytical process involves the
fragmentation of words or texts sequentially into consecutive
tokens. As a result, N will be a computer, which represents the
possible tokens of the desired word, which are so-called
“unigram”, and a string of M letters would subsequently have
(M-2) grams. For instance, considering the desired word is
“address” and its grams are three sets as the desired word in
the matching task. The possible tokens of the word “address”
would be denoted as St (“address”) = {add, ddr, dre, res, ess},
where S is a string and t is an integer that represents the word
and its length’s set of grams respectively. Similarly, N-gram
can be obtained via fragmentations of the characters of strings
[5]. Although the N-gram technique is well understood and
easy to implement, its reliability is questionable in the case of
absence or the lack of a common and shared values between
schema attributes [2], [4], [5], [10].

2) Regular Expression

Some studies have suggested the utilization of regular
expression in term of instance based schema matching [2],
[10]. It is known as RegEX, which defined as a technique that
describes both statistical data and texts using pattern
recognition concepts to define a specific data path [2]. In fact,
for each schema attributes, instances are exposed to define its
pattern class, and then schemas are matched based on these
patterns classes. Therefore, schemas attributes considered as a
match, if they explicitly correspond to the same regular
expression of the same class patterns [14]. As a result, this has
led to the idea of combing constraint-based with the instance
based schema matching for further enhancement of the
efficiency and accuracy of the matching results.

B. Semantic Techniques

For semantic techniques, the evaluation criteria are based
on both the instances point out to the same definitions of the
concepts of the real world entities or represent the same
meanings [5], [10]. Different types of semantic heterogeneity
of a schema have been defined in the literature such as classes,
data sets, and structure [20]. Hence, considerable numbers of
techniques that can extract the semantic relationships among
schemas have been proposed in the literature. In this research
work, we have focused on three techniques, namely, Latent
Semantic Analysis (LSA), WordNet/Thesaurus and Google
similarity. These techniques have been used most frequently
in the literature representing semantic technique due to their
accurate results in identifying the match between attributes
[26], [27].

1) Latent Semantic Analysis (LSA)

Latent Semantic Analysis (LSA), which is also known as
Latent Semantic Indexing (LSI) applies a word-to-word
matching called a corpus-based semantic similarity [28]. It is
typically performed by considering the occurrences of the
words in the corpus over the certain collection of documents
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[10]. The main advantage of the LSA is the appropriate
representative of the synonymy, polysemy, and term
dependence over the documents. However, LSA is a lack of
efficiency and time constraint. These are because, during the
search, the targeted query is compared to every document in
the collection, including some terms that do not share in
common with the query. Besides, LSA works within a limited
number of closed collections of documents [10], [28].

2) WordNet/Thesaurus

WordNet/Thesaurus defined as a huge lexical English
language database that has been developed and maintained by
Princeton University as the product of a research project
drawn up in the home (insourcing). It consists of three
integrated sub- databases. These sub-databases contain a
variety of English terms including nouns, verbs, adjectives and
adverbs grouped into arrays of cognitive synsets (synonyms),
and antonyms. One of the advantages of WordNet is the
ability to interlink words by their specific senses, and to label
the words neatly by writing the word semantic relations [29].
However, it does not produce obvious patterns other than the
meaning similarities [29]. On the other hand, the use of
WordNet is considered lacks the ability to interpret compound
nouns (non-dictionary words), abbreviations or even acronyms
[10].

3) Google Similarity

Google Similarity was initially called Google Similarities
Distance (GSD). In its application, this technique relies on the
largest online databases that contain a tremendous amount of
online pages. Its main strength is utilizing the Google engine
search methods for establishing the semantic relationships
between the phrases and words, while it is applicable to other
search engines and database application [30]. The automatic
extraction of similarities between words and phrases used
online, based on Google page counts results. As a result, the
searching task for certain index terms is typically performed
by counting the number of hits (where index terms exist via
Google pages) [5]. The main advantage of Google similarity
distance is the high level of reliability achieved through
establishing the semantic relationships between words and
phrase, which is based on the actual application of the English
language within the society [27], [30]. In addition to the
reliable interpretation of semantic, Google distance is more
efficient in processing a huge collection of documents, in
contrast to WordNet, and LSA [2], [10]. In short, GSD takes
advantage of the number of hits returned by Google to
compute the semantic distance between concepts. These
concepts are represented by their labels by GSD, which are
fed to the Google search engine as search terms.

V. RELATED WORK OF INSTANCE-BASE SCHEMA
MATCHING

Instances-based schema matching has been investigated by
numerous studies that concentrate on enhancing the accuracy
of the schema matching result. Different approaches have
been proposed, adopted various strategies for precise
determination of correspondence between attributes of
schemas. From the literature, it can be summarized that there
are four main strategies that exploited the contents of the
database (instances) to detect the correspondence between
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attributes that leads to schema matching [31], [32]. These
strategies are 1) neural network; 2) machine learning;
3) information theoretic discrepancy; and 4) rule based.
Hence, this research work further discusses these four
strategies that have been used for instance based schema
matching.

A. Neural Networks

Neural network strategy relies on utilizing the available
instances to generate the similarities among data, and
empirically infer solutions from data without using the
knowledge about the regularities [10], [33]. The idea of the
neural network in identifying schema matching between
schemas is as follow. It attempts to create a cluster for those
attributes with instances that are uniformly characterized using
feature vectors of constraint-based criteria. However, neural
network strategy is very specific and domain-dependent and
can only be used with that specific domain since it is trained
based. In the following, we discuss the previous works related
to schema matching based on neural network strategy.

L. S. Wen, and C. Clifton [33] have addressed the issue of
schema matching in heterogeneous databases utilizing neural
network strategy to determine the correspondences between
attributes. The proposed approach attempted to employ both
information (schema and instance) to derive the matching
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rules of the attribute automatically. However, the performance
of the approach negatively influenced when using naming-
based approach. You, Dong, and Wei (2005) [34] introduce a
neural network Schema Matching technique based on Data
Distribution (SMDD). SMDD technique attempts to benefit
from the analysis of the characteristics of data distribution to
capture the correspondences between schema attributes.
Furthermore, a Content-Based Schema Matching Algorithm
(CBSMA) adopts neural network strategy is proposed in [35].
CBSMA relies on the full discovery of data content to identify
the match by first analyzing the data pattern, which is
conducted by training a set of neural networks. Then, attempts
to extract the identified features and cluster them to get
training data and classifying data with Back Propagation
Neural Network. K. S. Zaiss [15] introduced two instance
based matching methods utilizing neural network strategy.
The first method relies on the syntactic facts of the database
schema to generate regular expressions or sample values that
result into characterizing the concepts of ontology by their
instance sets. The second method uses the instance sets to
describe the contents of every instance using a set of regular
expressions. Table 2 summarizes the neural network
approaches for instance based schema matching presented
throughout this section.

TABLE Il.  SUMMARY OF THE NEURAL NETWORK APPROACHES
Author & Year of . Matching Technique Matching-based
A Accuracy Handling Instances
Publication Process Approach
L.S. Wenand C. — ano — 0N String and Numeric . Semantic Integrator .
Clifton, (2000) P =80%, R =90% Semi (SEMINT) Semantic
L. You et al., (2005) F=0.65% String and Numeric Auto Instance Similarity Semantic
Y. Yuan et al., — 0RO — 0N . . Syntactic and
(2008) P =96%, R = 90% String and Numeric Auto Feature Vectors Semantic
P=90%, R= 64% (Regular - .
K. S. Zaiss (2010) Expression) P=85%, R=66% String, Numeric and Date Semi E:gtﬂgs%g{g;;on & ggp;:ﬁ::g and
(Feature Analysis)

B. Machine Learning

In contrast, machine learning strategy develops a solution
based on machine learning methods such as Naive Bayesian
classification to produce accurate matching results based on
schema information. Typically, machine learning methods use
both information (schema and instance) during the matching
process. However, machine learning methods need to involve
a training data set of correct matches that might require a large
training data set to derive the most appropriate matches
between schemas. There have been a variety of approaches
proposed exploit machine learning methods to learn the
instance characteristics of the matching or non-matching
attributes and then use them to determine if a new attribute has
instances with similar characteristics or not [5], [10], [32],
[37]. Doan et al., (2001) [32] proposed a machine learning
based system called, Learning Source Descriptions (LSD) that
locates attributes matching in a semi-automatic manner. LSD
achieved a limited accuracy, in the range of 71%-92% due to
the mismatch of some tags, and also some tags need different
types of learning because they are ambiguous. The work
contributed by J. Berlin and A. Motor [36] introduced a
machine learning strategy based approach named Autoplex to
identify the match between schema attributes exploiting data
instances. However, the experiment result showed that

Autoplex performed only 0.81 for both soundness and
completeness.

Moreover, learners need retraining when Autoplex applied
to a new domain. F. Ji et al. (2009) [7] proposed new instance
based schema matching approach based on machine learning
strategy. The approach assumes that corresponding attributes
are relatively equally important. The work presented by F. Ji
et al. (2009) [7] is unlike the traditional approaches, which
assumed that all attributes have the same degree of
importance. In contrast, the proposed approach employs
machine learning methods to prioritizing all schema attributes
according to some predefined ranks and classes. However, the
approach is suitable only for numeric instances, as the result
of precision (P) dropped when string instances are considered
[2], [10]. Lastly, the work contributed by M. A. Osama et al.,
(2017) [2] tackled the issue of schema matching based on data
instances in the relational database. He has proposed an
efficient schema matching approach to identify the
correspondences between attributes by fully exploiting the
instances for numeric, alphabetic and mix data types. The
proposed approach employs the concept of pattern recognition
to create regular expression based on instances in order to
identify attributes matches for numeric and mix data types.
Besides, for the alphabetic data type, the approach involves
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Google similarity to compute the semantic similarity score to
capture the semantic relationships between instances. Table 3

Vol. 8, No. 10, 2017

summarizes the neural network approaches for instance based
schema matching presented throughout this section.

TABLE Ill.  SUMMARY OF THE MACHINE LEARNING APPROACHES
Author & Year of . Matching Technique Matching-based
A Accuracy Handling Instances
Publication Process Approach
Accuracy - . .

A. Doan et al., (2001) 71% - 92%. String and Numeric Auto LSD Semantic
J. Berlin and A. Motro, Soundness = 0.81 String and Numeric Auto Bayesian learner and Semantic
(2002) Completeness = 0.81 classifier

. P=85% (Numeric) String and Numeric Random Forest (RF) .
F.Jietal., (2009) P=66% (String) Auto based Decision Tree Syntactic
?gbg)Osama etal, P=96%, R= 93%, F= 95% String Numeric and Mixed Auto Similarity Metrics Syntactic & Semantic

C. Information Theoretic

The third strategy that has been used to determine the
matching between database schemas is information theoretic
discrepancy. Most of the approaches applied this strategy
employs the mutual information and distribution values to
identify the correspondence between attributes [5], [10].
Mutual information indicates either the degree of dependency
between attributes, or the information shared between any pair
of attributes in the source schema to determine the relationship
between the attributes of the target schema [5], [37]. It helps
to reduce the uncertainty between known attributes and
unknown attributes.  Applying information  theoretic
discrepancy strategy is skillful and does not need prior
knowledge about the constraints. Nevertheless, methods of
information theoretic discrepancy need to analyze the
probabilities of overlapping in the values being compared [2],
[10].

Two approaches for schema matching based on
information theoretic discrepancy are proposed by K. Jaewoo,
and F. J. Naughton [38] and K. Jaewoo, and F. J. Naughton
[39]. The idea of these two approaches is similar to the
approach proposed by L. Yan [37]. However, these
approaches are further extended to handle the problem of
opaque data values beside the issue of opaque column names
and schema information. The work in [39] handles the
remaining unsolved challenge of the previous work. This

includes improving the computational complexity process of
the graph-matching problem. Giunchiglia et al. (2004) [40]
address the issue of the semantic match between database
schemas. They have proposed an information theoretic
discrepancy based approach utilizes WordNet as a knowledge
source to determine the semantic relations of two concepts
instead of similarity coefficient with values between 0 and 1.
L. Yan [37] introduced information theoretic discrepancy
based approach that tackles the issue of schema matching
between schema when the interpretations of schema
information are incorrect or ambiguous. This is achieved by
evaluating the instances in schemas, playing as equivalent role
as schema information.

In addition, T. B. Dai et al. (2008) [19] suggested an
instance schema matching approach based on information
theoretic discrepancy to identify the correspondences between
schemas. However, the work comprises a technique that finds
semantic similarity instances between compared attributes in
different tables. Lastly, the work introduced by J. Partyka, et
al. [41] has also highlighted the issue of syntactic and
semantic schema matching in the database. They have
proposed information theoretic discrepancy based approach
that aims at identifying the semantic as well as syntactic
correspondences attribute via their instances sets. Table 4
summarizes the neural network approaches for instance based
schema matching presented throughout this section.

TABLE IV.  SUMMARY OF THE INFORMATION THEORETIC APPROACHES
Author & Year of . Matching Technique Matching-based
Publication Accuracy Handling Instances Process Approach
K. Jaewoo, F. J. P =75%, R=79% Strin Semi Un-interpreted matching technique & Svntactic
Naughton, (2003) 9 Two-steps technique Y
F. Giunchiglia et al. P=100%, R=90%, . ] .
(2004) F=05% String Auto Ontology-based Semantic
L. Yan, (2008) P=70% String Auto Domain-independent schema Syntactic
matching technique
T. B. Dai et al., (2008) Integrability = 92% String Auto N-gram Syntactic
J. Partyka et al., (2009) - String and Numeric Auto N-gram & Google Similarity Syntactic and Semantic

D. Rule Based

Last but not least, applying rule-based methods for schema
matching between database schemas leads to various benefits.
This encompasses the low cost of the matching process; it is
not necessary to use training data and produce a quick and
concise result in capturing valuable user knowledge about the

domain.

C. H. E. Cecil, et al. [42] introduced rule-based approach
exploits attribute identification to explore data instances that
identify the correspondence between attributes. The
correspondence between attributes can be detected and
integrate together; in the worst case schema information might
be insufficient or misleading. To achieve accurate matching
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between schemas, a set of rules has been described to classify
schema attributes. However, the approach needs to identify the
entity identification prior the match; therefore, the approach
might fail to identify precise match if entity identification is
not available. A. Bilke and F. Naumann [43] introduced a
rule-based approach that benefits from the existence of
duplicates in a data set to automatically identify matching
attributes. The approach uses the rule “two attributes match if
they have the same data values”.

Vol. 8, No. 10, 2017

The work presented by B. Zapilko et al. [14] addressed the
issue of instance based schema matching in the database. They
have proposed a rule-based approach which utilizes a
predefined regular expression to identify the matching patterns
of instances. The idea of the proposed approach relies on
employing the available statistical data to develop precise
patterns and regular expressions that can be fully exposed for
schema matching. Table 5 summarizes the neural network
approaches for instance based schema matching presented
throughout this section.

TABLE V. SUMMARY OF THE RULE BASED APPROACHES
Author & Year of Publication Accuracy Handling Instances Matching Technique Matching-based
Process Approach
C. H. E. Cecil, et al. (2003) Matched attributes =72% Stf'”g' Numeric and Auto Attribute Identification Syntactic
Mixed Method
A. Bilke and F. Naumann (2005) P=75%, R=87% String Auto Instance Similarity Semantic
B. Zapilko et al., (2012) - Statistical Data Auto Regular Expression Syntactic

VI. DiscussiON AND RESEARCH WORK DIRECTIONS

From the work presented throughout this paper, it can be
concluded that matching heterogeneous databases is
considered as one of the biggest challenges of data integration
in database applications. Many approaches relying on
metadata schema information to solve the heterogeneities
among different information sources such as classes and
structure information [9], [11]. However, relying only on
schema information is insufficient, and in many cases might
be meaningless. Furthermore, it is not always necessary that
metadata schema information is present and appropriate to be
used in schema matching process [2]. Due to these issues,
there have been various approaches of instance-based schema
matching proposed to find the correspondences between
schema attributes. Most of these previous approaches attempt
to exploit the available instances by treating them as strings
including instances with numeric values [5], [17], [18], [37],
[43].

It can also be observed that shifting to instance matching
may not be an easy task as it seems due to some difficulties
relevant to its application and time constraints as well as other
reasons. Numerous researchers highlighted some challenges
regarding instance based schema matching usage or
application. For example, even though, the instance matcher is
more reliable and accurate, however, it is much slower and
time consuming compared to the schema (metadata) matcher
because it relies on the entire contents (instances) of the
schema to be verified [2]. Moreover, the content of the
database is updated more frequently compared with schemas
in real-world databases.

In the following we set out the most interesting areas that
should be discovered by researchers raising the issue of
schema matching in database. In these subsection many
research opportunities can be exploited by interested
researchers in the database community.

A. Incomplete and Crowd-Sourcing Databases

An interesting area that should be explore is identify
schema matching based on instances in a partially incomplete
database. The incompleteness of the data contained in the

database adds another crucial challenge for instance-based
schema matching process. In some real-world databases such
as web and crowdsourcing, there might be many attributes
with missing values, outdated data, or duplicated data.
Therefore, these incomplete and inaccurate data have a
negative impact on the reliability of the matching results.
Hence, many proposals argued that the results extracted from
sampling include inaccurate, or incomplete data should not be
trusted [44], [46]. This reflects the challenges of sampling
selections for the instance level matching which requires more
attention. Besides, in cowdsourcing database the work is done
by human, thus, humans are much more expensive than the
machine [45]. Hence, we suggest that further research needs to
be conducted to investigate the impact of the incompleteness
of the data on sample selection which ultimately influences
the accuracy of the matching result. Several important metrics
related to cowdsourcing should be taken into consideration
when design schema marching approach. This include quality
control, latency control and cost control [45].

B. Uncertain Databases

Another interesting area that should be explored is an
instance-based schema matching in uncertain databases. In
uncertain databases, the values are not discrete and vary in a
range of values [45]. Data uncertainty might also have a
negative impact on the matching process and the accuracy as
well. Thus, it might not be possible to directly apply the
conventional instance-based schema matching technique on
uncertain databases as it might incur higher processing cost
and compromising the match quality. We also urge to explore
new matching techniques that best fit with uncertain databases
ensuring high matching accuracy and shortest processing cost.

C. Big Data

Last but not the least, big data become a formidable
research area and attract many researchers due to the rapid
increase in the data volumes. A hot research area that should
investigated in big data is schema matching in which there are
tens or hundreds of millions of records and analyzing the
sample might lead to an exhaustive process that consumes a
significant amount of time. Hence, applying the traditional
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instance-based schema matching might be inadequate and
impractical due to the large size of the database which results
in longer processing time and more expensive cost [46]. Thus,
it is important to continue investigating and attempt to develop
techniques that work for data with high volumes.

VI1. CONCLUSION

Schema matching is a challenging issue in many
contemporary  database  applications, including data
integration, data warehousing, E-commerce, and semantic
query processing. Schema matching aims at discovering the
correspondences between attributes of database schemas. This
paper investigates the current problems related to schema
matching process in database systems. Besides, we provide a
comprehensive classification of schema matching approaches
designed for instance-based schema matching. In particular,
we distinguished between schema level and instance-level,
element level, and structure level, and linguistics and
constraint matchers, and discussed the combination of
multiple matchers (hybrid and composite matcher).
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Abstract—The detection of lung-related disease for
radiologists is a tedious and time-consuming task. For this
reason, automatic computer-aided diagnosis (CADs) systems
were developed by using digital CT scan images of lungs. The
detection of lung nodule patterns is an important step for the
automatic development of CAD system. Currently, the patterns
of lung nodule are detected through domain-expert knowledge of
image processing and accuracy is also not up-to-the-mark.
Therefore, a computerized CADs tool is presented in this paper
to identify six different patterns of lung nodules based on multi-
layer deep learning ( known as Lung-Deep) algorithms compare
to state-of-the-art systems without using the technical image
processing methods. A multilayer combination of the
convolutional neural network (CNN), recurrent neural networks
(RNNs) and softmax linear classifiers are integrated to develop
the Lung-Deep without doing any pre- or post-processing steps.
The Lung-Deep system is tested with manually draw radiologist
contours on the 1200 images including 3250 nodules by using
statistical measures. On this dataset, the higher sensitivity (SE) of
88%, specificity (SP) of 80% and 0.98 of the area under the
receiver operating curve (AUC) of 0.98 are obtained compared to
other systems. Hence, this proposed lung-deep system is
outperformed by integrating different layers of deep learning
algorithms to detect six patterns of nodules.

Keywords—Computer-aided diagnosis; lung nodules; patterns
detection; deep learning; convolutional neural network; recurrent
neural network

I.  INTRODUCTION

Lung cancer is increasing rapidly as estimated in 2016 [1]
throughout the world. If lung cancer is detected at an early
stage then it will definitely be cured but the chances for
survival rate is below or is less than 70%. The radiologists are
extensively using a high-resolution computed tomography
(HRCT) [2] digital imaging tool and computer-aided diagnosis
(CAD) systems to detect and diagnosis lung cancer. However,
if the clinical experts are only using HRCT scan images to
diagnosis lung cancer then it is a time-consuming job [3] to
detect small lung nodules. In addition to this, the size of lung
nodules is varying widely from few millimeters to several
centimeters. Even though, it is also difficult for radiologists to
maintain the screening process during regular visits of
patients.

To solve above-mentioned problems, the automatic
computer-aided diagnosis (CADs) systems were developed to
detect and differentiate among disease nodules from HRCT
digital images. In recent years, automatic CAD systems [4]-
[11] are developed to improve the diagnostic accuracy of
clinical experts. All those CAD systems were trying to
compensate the problem of manual interpretation of lung
nodules and reduce false positive. In addition to this, the
HRCT scan images are visually much cleared compared to
other scanning techniques but still, it is hard to detect small
pulmonary nodules [9]. Therefore, it is also difficult for the
CAD systems to automatically detect them from the CT scan
images as there are other objects also presented.

It noticed that many authors utilized complex image
processing techniques to detect lung nodules and the
classification accuracy is less than 80%. Instead of just
detection of lung nodules, there is another step to classify
those nodules into six different patterns such as
honeycombing, ground glass, bronchovesicular, nodular,
emphysema-like, and normal as required by the radiologists.
However, the author did not find any CAD tool or study that
classified six different patterns of lung nodules without using
pre- or post-processing steps. It is very much important to
classify them too perfectly for diagnosis of lung-related
diseases instead of just differentiation between benign and
malignant nodules. Hence, the main focus of this paper is to
develop an effective system for classification of six lung
nodules patterns from HRCT scan images through state-of-
the-art deep learning systems by avoiding complex image
processing techniques.

Although, there were CAD systems developed in the
previous recent studies. Those CAD tools were described here
to provide the background about the past studies. Especially in
[10], the author’s utilized image processing and pattern
recognition methods to differentiate between malignant and
benign lung nodules instead of classifying lung nodule
patterns after extracting various forms of features. The authors
performed classification decision based on traditional machine
learning algorithms such as genetic algorithm (GA) and
support vector machine (SVM). On 1405 lung nodules, the
authors reported an accuracy of 93.19 %. In that study, the
authors focused only on recognition of benign and malignant
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nodules instead of identifying different patterns of the lung
nodule.

The previous CAD systems [3]-[10] based on three main
steps, such as segmentation of lungs or nodules, extraction of
features and afterward, the selection of most prominent
features. The last stage is to classify these discriminative
features for recognition of lung disease patterns. In the past
studies, these steps are well-addressed to search the most
effective features for categorizing of lung nodules. Unluckily,
many those CAD systems required pre- or post-processing
steps and complicated image processing algorithms.
Therefore, it is very hard for them to recognize all kinds of
lung nodules for diagnosis of lung cancer. Instead of using old
machine learning and image processing algorithms, there is
the latest trend through deep learning methods. In practice, the
deep learning algorithms are not prerequisite any domain
expert knowledge to define and select features. These deep
learning based CAD systems are explained in the subsequent
paragraphs.

The authors recognized malignancy of lung nodules in [11]
through a Multi-crop Convolutional Neural Network (MC-
CNN) model to automatically extract nodules features without
using time-consuming pre- or post-processing steps. The
classification decision is performed through max-pooling
technique on CNN features map. Whereas in [12], the features
for lung nodules from CT scan images are automatically
extracted and classified using deep learning algorithm on 1018
cases. The authors integrated a convolutional neural network
(CNN), deep belief network (DBN), and stacked denoising
AutoEncoder (SDAE) in that study. In that study, the authors
compared the performance of proposed system with hand-
crafted features by using a 10-fold cross-validation method
and area under the receiver operating characteristic curve
(AUC). Whereas in [13], lung nodules are classified through
the development of Multi-view convolutional neural networks
(MV-CNN).The authors achieved higher classification result
to differentiate benign and malignant lung nodules. In [14],
the authors used a different approach by combing the genetic
algorithm with deep learning to classify lung nodules without
computing the shape of nodules. The presented methodology
was tested on LIDC-IDRI dataset and showed the best
sensitivity of 94.66%, specificity of 95.14%, an accuracy of
94.78% and area under the AUC of 0.949.

In [15], the authors used three pairs of convolutional layers
and two fully-connected layers from CNN model to
differentiate between benign and malignant lung nodules from
CT scan images. Similarly in [16], a CNN model was
employed to automatically learn image features and detect
pulmonary nodules from CT scan images. In contrast to these
approaches, the authors used both hand-crafted features and
deep learning features in [17]. For automatically defining the
deep features, the authors used deep learning models of
stacked denoising autoencoder (SDAE) and CNN. Whereas to
define hand-crafted features, they utilized Haar-like and HoG
features for detection of lung nodules in CT images. Same in
[18], the authors used hand-crafted features combined with
deep features to identify pulmonary nodules from CT scan
images. They obtained higher accuracy compared to manual
segmentation by radiologists.
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The author did not find any study that classified six
different patterns (honeycombing (HCmb), ground glass
(GGlass), bronchovesicular (BCho), nodular (NDLR),
emphysema-like (EmpMIk), and normal (NRM)) of lung
nodules without pre- or post-processing steps. It is very much
important to classify these lung patterns to perfectly identify
lung-related diseases instead of just identifying benign and
malignant lesions.

The basic purpose of this paper is to develop a
computerized diagnostic system to detect lung nodules (Lung-
Deep) based on advanced deep learning algorithms for early
detection of lung cancer without extracting and selecting
hand-crafted features. This paper demonstrates that patterns of
lung nodules are classified without segmentation of nodules or
defining hand-crafted features which are time-consuming
tasks. The primarily main of this research study is to develop a
system for classification of various patterns of lung nodules
through integration of different layers of deep-learning
algorithms compared to conventional machine learning
algorithms. There are six lung disease tissues, such as
honeycombing (HCmb), ground glass  (GGlass),
bronchovesicular (BCho), nodular (NDLR), emphysema-like
(EmpMIKk), and normal (NRM). In this study, six lung nodules
patterns are classified by using a multilayer combination of
convolutional neural network (CNN), recurrent neural

networks (RNNs) and Softmax linear classifier algorithms
[19]. Fig. 1 shows the example of six tissue patterns in the
dataset during the follow-up operation.

).
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Fig. 1. An example of images taken from LIDC/IDRI dataset of
classification of six lung disease pattern.

(f) normal

Il. METHODOLOGY

A. Acquisition of Dataset

To test the proposed Lung-Deep system, a data set of CT
scans was acquired from the Lung Imaging Database
Consortium (LIDC) and Image Database Resource Initiative
(IDRI) [20]. All those images in the LIDC datasets were
contained different size of lung nodules. Therefore in this
paper, this LIDC-IDRI dataset was utilized to test the
performance of Lung-Deep system.
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Fig. 2. A methodological systematic diagram of proposed lung-deep system for classification of six lung nodules patterns based on deep learning architecture.

From all these images, the 300 CT cases and 3,250 lung
nodules are selected for evaluating the Lung-Deep system.
From each scan images, the region-of-interest (ROI) of lung
nodules are defined of size (200 x 200) pixels. Moreover,
these 3,250 lung nodules are manually defined contours
around lung nodules by an experienced radiologist. An
example of manual segmentation of lung nodules from one CT
scan image is visually shown in Fig. 1.

B. Proposed Method

A combination of the convolutional neural network (CNN)
and recurrent neural networks (RNNs) deep learning
algorithms are used in this paper to detect lung nodules from
CT scan images. The CNN model [19] is used to transform
input images into features representation into layers in an
unsupervised fashion. In practice, the CNN model is the top
variant of the deep learning algorithm is used when an image
contains multiple objects. Therefore to extract features from
lung nodules, the CNN model extracts the features and
represented them using multiple features map. Afterward, a
supervised RNN model is integrated to optimize the features
extracted from CNN layer. Finally, the six lung nodules
patterns are recognized through Softmax linear classifier.

The six lung nodules patterns are identified by using a
powerful combination of CNN, RNN, and Softmax multi-
layer deep learning algorithms. According to a literature
review, it noticed that the CNN models are defined effective
descriptive features set for recognition tasks instead of using
hand-crafted features. In practice, the CNN model is to
transform the low-level pixels to high-level one. However, the
features define by CNN models are not optimized, so the
recurrent neural networks (RNNs) model is integrated to
perfectly optimize features.

In this paper, two-layers are utilized for un-trained CNN
model to extract the features from extracted ROI lung nodule
image of size (200 x 200) pixels. The first layer of CNN

model contained 10 feature maps and the second one has 20
maps with a kernel size of 1 from each ROI lung nodule
image. These two fully connected layers contain 4000 and
2000 nodes, respectively. The input to this CNN model is ROI
lung nodule image of size (200 X 200) pixels. In order to
optimize of features, the RNN model is applied with two-fully
connected layers. In the past studies, the RNN model was
outperformed to select most discriminative features that can
provide better classification results. The RNN models are
known as recurrent because they perform the same task for
every feature of a sequence, with the output being depended
on the previous computations. The RNN models are different
in compared to feed forward neural network approach. In the
feed forward neural network, the network is organized via
layers and information flow unidirectional from input pixels to
output. However, in RNN architecture, the flow of
information is undirected cycles in the connectivity of like
some patterns. This multilayer architecture RNNs model does
not have to be arranged in terms of layers and directed cycles
are also admissible. In practice, the neurons are actually
allowed in this architecture to be fully-connected. In this
paper, two-fully connected layers are utilized to optimize the
features extracted by CNN model in the previous step. In the
first layer, there are 1000 nodules. Whereas in the second
layer, the  RNN model has 500 nodes to represent the
probabilities of six different lung nodule patterns. In this
paper, the RNN model is used in an unsupervised manner. The
architecture of RNNs model with CNN is shown in Fig. 2.

The Softmax linear classifier is used to six different
patterns in a supervised fashion with already known class
labels (Y). It is a statistical model that attempts to learn all of
weight and bias parameters by using the learned features of
the last hidden layer. In the case of binary classification (k=6),
the softmax regression hypothesis outputs h(x). The predictive
is, therefore, a multinomial distribution, which can be
naturally parameterized by a softmax function at the output
layer. In general, the experiments in this paper aim to predict
at the finest granularity found in the data, so as to maximize
the generative flexibility of the network.
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Fig. 3. Area under the receiver operating curve (AUC) of the proposed deep
system compared to other deep learing systems on classification of six lung
disease pattern.

I1l. EXPERIMENTAL RESULTS

The performance of Lung-Deep system is evaluated and
compared by using statistical measures such as sensitivity
(SE), specificity (SP) and area under the receiver operating
curve (AUC) [21]. For comparisons with ground truth, there
are 3,250 lung nodules utilized, which are manually defined
by an experienced radiologist. This lung nodules dataset is
divided into 35% training and 65% testing examples and
applied 10-fold cross-validation test for calculating the
robustness of Lung-Deep system. In this training and testing
of Lung-Deep, lung disease patterns are divided into 6 classes
such as honeycombing (HCmb), ground glass (GGlass),
bronchovesicular (BCho), nodular (NDLR), emphysema-like
(EmpMIk), and normal (NRM). It noticed that the higher the
value of AUC indicates that the system is going to achieve
significant better classification results.

On a total of 3,250 lung nodules, the average statistical
measures of the Lung-Deep system are displayed in Table 1.
From this table, it observed that, on average, the best lung
nodules detection results are obtained such as SE of 88%, SP
of 80.0% and AUC of 0.89. In the case of Hcmb lung patterns,
the SE of 87%, SP of 74.5% and AUC of 0.89 are obtained. In
GGclass nodule patterns, the Lung-Deep system is obtained
best results such as 90% of SE, 79.5% and AUC of 0.90.
Whereas, in the case of BCho patterns, a SE of 85%, SP of
80% and AUC of 0.87 values are obtained. Compared to other
lung nodules patterns, the statistical significant results are
obtained by the proposed Lung-Deep system in case of
Nodular (NDLR) lung nodules such as SE of 93%, SP of
82.5% and AUC of 0.92 values. As a result, the proposed
Lung-Deep system improved the detection accuracy of lung
nodules. It happens due to combining of the convolutional
neural network (CNN), recurrent neural network (RNN) and
softmax deep classifiers for detection of lung disease patterns.
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In this paper, a computerized system is developed to
automatically classify disease patterns into six categories by
using HRCT scan images. For early detection of lung cancer,
the radiologists are facing many difficulties to interpret a large
number of CT scan images. In such a consequence, if
automatic CAD system may improve lung cancer detection
rate and reduce errors to classify lung nodules. The proposed
Lung-Deep system is implemented to use the features set
generated by a convolutional neural network (CNN) and
optimize using recurrent neural network (RNN), model. These
features are finally classified candidate lung nodules as
honeycombing  (HCmb), ground glass (GGlass),
bronchovesicular (BCho), nodular (NDLR), emphysema-like
(EmpMIk), and normal (NRM). The performance of Lung-
Deep system shows an improvement as used large data set.
For the 32,50 lung nodules in this dataset, the Lung-Deep
approach outperforms by recognizing and categorizing less
than 11% of the observed false negatives. Therefore, it
concludes that the presented system is expected to perform
with high accuracy given the availability of large data set.
Moreover, this technique by using deep learning algorithms do
not require any pre- or post- processing steps or domain expert
knowledge for selection of features.

The comparisons with other state-of-the-art deep learning
systems are also performed in this study to show the
importance of integration of various layers for the
development of Lung-Deep system using AUC curve. These
comparisons results are displayed in Fig. 3. The obtained
results indicate that an effective computerized system is
developed in this paper to detect six lung nodules by using a
powerful combination of CNN, RNN, and Softmax multi-
layer deep learning algorithms. According to the literature
review, it noticed that the CNN models are defined effective
descriptive features set for recognition tasks instead of using
hand-crafted features.

TABLE I. THE DETECTION OF LUNG NODULES DISEASE PATTERNS
BASED ON PROPOSED LUNG-DEEP SYSTEM ON TOTAL 32, 50 NODULES
No.1 | Nodule Patterns SE* | SP™ | AUC®
1 Honeycombing (HCmb) 87% 74.5% | 0.89
2 Ground glass (GGlass) 90% 79.5% | 0.90
3 Bronchovascular (BCho) 85% 80.0% | 0.87
4. Nodular (NDLR) 93% 82.5% | 0.92
5 Emphysemalike (EmpMIK) 83% 76.5% | 0.85
6 Normal (NRM) 90% 84% 0.89
Average Results 88% 80% 0.89

* Sensitivity, ™ Specificity, © Area under ROC curve

IV. CONCLUSIONS

A new computerized lung-nodules pattern detection
system using multilayer deep learning algorithms is developed
in this paper for the early diagnosis of lung cancer or lung-
related disease. The proposed Lung-deep system is better than
state-of-the-art systems due to use of latest machine learning
techniques without using complex image processing
algorithms. A dataset of 3250 lung nodules are utilized in this
study to test the performance of proposed Lung-Deep system.

115|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Worldwide, the early detection of lung cancer improves the
patient survival rate and therefore in this study, an improved
computerized system is proposed to classify lung nodules
without clinical experts. Accordingly, the major contribution
of this development lies in the application and analysis of two
variants of deep learning architectures for classification of six
lung nodules disease patterns. The developed system was
tested and evaluated on the LIDC/IDRI database and the best
result was achieved. For detection of six different patterns on
LIDC/IDRI dataset, a good performance is obtained in terms
of sensitivity, specificity, and area under ROC curve about
88%, 80%, and 89%, respectively. It outperforming the results
obtained by using of variants of deep learning techniques. It is
important to classify lung nodules into benign and malignant
based on disease patterns that will be focused in the future
work. In addition to this, the segmentation of lung nodules
will be automatically performed [22] compared to the use of
manual segmentation in this study done by an expert
radiologist. Hence, the development of this CAD tool for
pattern classification is having a great clinical importance and
it assists radiologists to better identify the lung-related disease.
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Abstract—Mammography is specialized medical imaging for
scanning the breasts. A mammography exam (A Mammogram)
helps in the early detection and diagnosis of breast cancer.
Mammogram image segmentation is useful in detecting the
breast cancer regions, hence, better diagnosis. In this paper, we
applied enhanced double thresholding-based approach for
Mammograms’ image segmentation. Moreover, we added the
borders of the final segmented image as a contour to the original
image helping physicians to easily detect the breast cancer into
different Mammograms. The result is enhanced wise effect onto
breast cancer qualitative detection into Mammograms, helping
physicians for better diagnosis. Generalization for our study is
possible for not only x-ray based Mammograms, but also for all
biomedical images, as an enhanced segmentation way for better
visualization, detection, and feature extraction, thus better
diagnosis. Moreover, this manual thresholding method has the
advantage of not only reducing processing time but also the
processing storage area.

Keywords—Image processing; double thresholding
segmentation; breast cancer detection into mammograms

I.  INTRODUCTION

Breast cancer is the second common cancer worldwide
after the lung cancer, the fifth common cause of cancer death,
and the major cause of cancer death in women [1]. Breast
cancer is the second common cancer in women after skin
cancer in the U.S. Both men and women can have a breast
cancer, but there are about 100 times more new cases of breast
cancer in women than in men every year [2].

Beginning in the 1980s, screening mammography led to
sweeping improvements in early detection of breast cancer
[3]. Mammography is a specialized medical imaging that uses
a low-dose x-ray system for scanning the breasts. A
mammography exam, called mammogram, helps in the early
detection and diagnosis of the breast diseases in women [4].

Screening mammograms are administered to detect breast
cancer in women who have no apparent symptoms. Diagnostic
mammograms are used after suspicious results on a screening
mammogram or after some signs of breast cancer guide the
physician to check the tissue [5]. Image segmentation is an
effective way for detecting the breast cancer regions in
mammograms, hence, better diagnosis. Segmentation refers to
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the operation of partitioning an image into component parts, or
into separate objects, and there is more than one approach for
image segmentation [6]. More trials had been concerned with
breast cancer detection by different segmentation approaches
[7]-[11]. Double thresholding segmentation approach is a
simple and basic way for dealing with cancer cells image
segmentation [12].

In this paper the same technique of double thresholding
segmentation applied in [13] and [14] for Mammograms’
image segmentation was implemented. An enhancement has
been done to the segmentation approach by applying some
morphological operations after double thresholding. As a post-
processing the borders of the final segmented image as a
contour was added to the original mammogram image helping
physicians to better diagnose the breast cancer in
mammograms. The proposed approach has been applied on
more than one mammogram scans taken from [15].

The result is an enhanced detection and a better
visualization of the breast cancer in different mammograms.
Finally, it is concluded that enhanced double thresholding
segmentation applied has improved wise effect onto the breast
cancer detection into mammograms, helping physicians for
better diagnosis. The paper is organized as follows: In Section
2, we display the materials and methods had been used in our
paper including the enhanced segmentation approach, been
applied on a four different Mammograms. A brief discussion
of our results is displayed in Section 3. Finally, some
concluding remarks are given in Section 4.

Il. MATERIALS AND METHODS

A four sample Mammogram images had been used in our
study, every image is 1024 pixels by 1024 pixels; taken from
the MiniMammographic Database [15]. The top row of Fig. 3
illustrates the four sample images included in our study in the
same order presented in Table 1.

A. Double Thresholding Segmentation

Thresholding is a vital part of image segmentation, where
it is required to isolate the objects from the background. Here,
in this paper we used the same way of double thresholding
segmentation applied in [13] and [14] for mammograms’
image segmentation.
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Double Thresholding Segmentation can be illustrated
simply by choosing two pixel values L and U from our image,
where L is the lower limit of thresholding and U is the upper
limit of thresholding, and apply the thresholding operation as:
A pixel becomes white if its grey level is between L and U, and
black if its grey level is otherwise [6].The result is a binary
(black and white) image, white for all pixels’ grey levels lies
in-between the two limits value L, U, and black for all the
others. For every image we work on we have to determine
almost the pixel values for the area we need to put the scope
on, and select a better thresholding limits for better extracting
for the needed regions. For the four sample mammograms
included in our study, after many trials we choose L = 0.75&
U =0.96.

The result of the double thresholding operation is
illustrated in the second row of Fig. 3.MatLab_R2017a had
been used in our study for implementing the double
thresholding segmentation and the following processing
including some morphological operations.

B. Masking and Morphological Operations

A specified mask had been made especially to remove the
unwanted borders into the mammogram image after double
thresholding (see Fig. 1).

The proposed mask is 1024 pixels by 1024 pixels. It had
been designed accurately to be suitable for almost all
Mammographic  Image  Analysis  Society (MIAS)’s
MiniMammographic database because the size of all its
images is 1024 pixels by 1024 pixels.

Moreover, all MIAS’s database images had been centered
in the matrix, so the mask is suitable for both; Mammograms
with right position of the breast apex and Mammograms with
left position of the breast apex.

After masking, some morphological operation had been
done for smoothing borders and filling holes; including:
morphological opening (erosion followed by dilation),
dilation, thinning, and finally filling holes. The results of the
four sample images after Masking and Morphological
operations are shown in the third row in Fig. 3.

Fig. 1. The applied Mask after double thresholding.

Vol. 8, No. 10, 2017

C. The Applied Segmentation Approach

The Applied segmentation approach can be summarized
into the flowchart shown in Fig. 2.

Stepl: The original image is segmented by double
thresholding producing the second row into Fig. 3.

Step2: The result of Stepl; is multiplied by the mask
shown in Fig. 1, after that; supposed to some morphological
operations producing the third row into Fig. 3.

Step3: Contouring the abnormalities areas onto the
original image by the boundaries of the resulted binary image
from Step2; producing the Final Enhanced Segmented
Mammogram shown in the last row of Fig. 3.

I11. RESULTS AND DISCUSSION

Final results of the four sample mammogram images are
shown in Fig. 3; where, the top row represent the original
mammogram images ordered from 1 till 4 in the same order of
the four Mammogram images presented into Table 1. The
second row is the result of applying the double thresholding
segmentation explained in Section2 in this paper. The third
row is the result after masking and processing. The bottom
row: final contoured images.

The final contoured images assure the wise of the applied
approach into highlighting the abnormalities areas helping the
physicians to easily detect the breast cancer into
Mammograms. The applied enhanced double thresholding
segmentation approach can be useful not only in the breast
cancer detection into Mammogram scan images, but also, in
extracting the regions of interest from biomedical images by
selecting the appropriate threshold limit, hence helping the
physicians for better diagnosis. So the generalization of our
study is already possible for all biomedical images, as an
enhanced segmentation way for better visualization, detection,
and feature extraction, thus better diagnosis. Moreover, this
manual thresholding method has the advantage of not only
reducing processing time but also the processing storage area.

Original Mammogram Image

Double Thresholding Segmentation

.

Masking and Morphological Operations

4L

Enhanced Segmented Image

Fig. 2. Flowchart of the applied segmentation approach.
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TABLE I. DESCRIPTION OF THE FOUR SAMPLES MAMMOGRAMS BEEN USED IN OUR STUDY
Character of background tissue Class of abnormality present Severity O.f
abnormality
Image 1 Fatty-glandular Asymmetry Malignant
Image 2 Fatty Other, ill-defined masses Malignant
Image 3 Dense-glandular Architectural distortion Malignant
Image 4 Fatty-glandular Well-defined/circumscribed masses Malignant

Image 1 Image 4

After D-Thresh After D-Thresh After D-Thresh

After Processing  After Processing After Processing

The Final Result The Final Result The Final Result The Final Result

Fig. 3. Final Results of the four sample Mammogram images; top row: the original mammogram images, second row: after double thresholding, third row: after
masking and processing, bottom row: final contoured images.
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IV. CONCLUSION

In our study we proved that enhanced double thresholding
segmentation applied has enhanced wise effect for breast
cancer qualitative detection into Mammogram scan images,
helping physicians for better diagnosis. Generalization for our
study is already possible for not only x-ray based
Mammograms, but also for all biomedical images, as an
enhanced segmentation way for better visualization,
qualitative detection, thus better diagnosis. Moreover, this
manual thresholding method has the advantage of not only
reducing processing time but also the processing storage area.
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Abstract—The advent of cloud computing (CC) in recent
years has attracted substantial interest from various institutions,
especially higher education institutions, which wish to consider
the advantages of its features. Many universities have migrated
from traditional forms of teaching to electronic learning services,
and they rely upon information and communication technology
services. The usage of CC in educational environments provides
many benefits, such as low-cost services for academics and
students. The expanded use of CC comes with significant
adoption challenges. Understanding the position of higher
education institutions with respect to CC adoption is an essential
research area. This paper investigated the current state of CC
adoption in the higher education sector in order to enrich the
research in this area of interest. Existing limitations and
knowledge gaps in current empirical studies are identified.
Moreover, suggested areas for further researches will be
highlighted for the benefit of other researchers who are
interesting in this topic. These researches encourage institutions
of education especially in higher education to adopted cloud
computing technology.

Keywords—Cloud computing; education system; e-learning;
information and communication technology (ICT)

I.  INTRODUCTION

Education plays a prime role in society’s life. One of the
most promising paradigms for education is electronic learning
(e-learning). E-learning can be defined as “All forms of
electronically supported learning and teaching, which are
procedural in character and aim to affect the construction of
knowledge with reference to individual experience, practice,
and knowledge of the learner. Information and communication
systems, whether networked or not, serve as specific media
(specific in the sense elaborated previously) to implement the
learning process” [1]. In recent decades, there has been
substantial interest in e-learning from many people in the field
of educational, especially from those in the higher education
sector [2]. Higher education institutions (HEIs) play a
considerable role in the development of societies. With the
evolution of technology, many universities have migrated from
traditional forms of teaching to online “e-learning” services,
and they rely upon information and communication technology
(ICT) services to do so. To support e-learning, these
educational institutions must have an adequate IT infrastructure
and massive investment, which is difficult to acquire in times
of profound recession. In fact, some universities already face
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difficulties in providing different IT services for their
academics and students [3].

Currently, cloud computing (CC) technology has an
attractive proposition for educational environments [4], as
shown in Fig. 1 [5], and it presents a promising solution to the
challenges associated with reducing IT costs [6]. Currently, the
use of cloud-based applications is increasing among HEIs [4].
One recent study of CC reported that in 2012, 43% of HEIs
have implemented CC technology [7]. This percentage
represents a 10% increase from 2011 poll data, and it is
expected to continue rising over the next few years.

YoulITD)

>

Learner

Fig. 1. Cloud-based e-learning system [5].

Today’s students access the Internet constantly, and they
explore the world through the Internet [6]. By accessing
different programs, such as Twitter, Facebook, and Gmail,
these students already are consumers of CC technologies [8].
Accordingly, [9] it has been demonstrated that CC solutions
have become very attractive in supporting collaborative
learning and have been incorporated in social theories of
education, especially in higher education. As a result, HEIs
administrators, either globally or locally, are asking IT staff to
implement CC strategies, thus driving the trend of the higher
education sector’s increased adoption of CC [6]. Some benefits
of CC for HEIs over traditional technologies are mobility,
efficiency [6], economics, enhanced availability [10], increased
productivity, scalability, and penetration of knowledge all over
the world [11]. Moreover, common goals for CC include
developing IT infrastructure in HEIs and increasing the access

121|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

of university staff and students to a wider range of learning
resources [12].

Therefore, the researchers are motivated to investigate the
current state of the art of CC adoption in the higher education
sector. The key contribution of this paper is identifying and
exploring the current existing limitations and challenges
identified in current empirical studies to enrich the research in
this hot topic; this paper also aims to suggest areas for further
investigation. This research can better inform other researchers
who are interested in CC implementation in the field of higher
education. Additionally, the gaps in the existing body of
knowledge are highlighted. These gaps suggest essential areas
of focus for future research on CC adoption in higher
education.

The paper is organized as follows. Section Il presents an
overview about CC. Section Il presents the research
methodology. Section 1V reports and discusses the results in
depth. Section V presents conclusions from the review.

Il. CLouD COMPUTING

Over the last half century, CC has rapidly emerged as new
computing technology, which evolved as a result of the
advances in ICT [13], [14]. The term “cloud” was inspired
from the “cloud” symbol that is typically used to symbolize the
Internet in computer network diagrams [15].

Currently, it is hard to define CC, as there are many debates
by researchers about the standard definition for it. While the
discussions for the final definition continue to evolve, there are
some characteristics of CC seem to be common to the most of
its definitions in the literature. The National Institute of
Standards and Technology (NIST) defines CC as “a model for
enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can
be rapidly provisioned and released with minimal management
effort or service provider interaction” [16]. In [17], CC is
referred to as a new operation rather than a new technology.
Moreover, CC is defined as a convergence of utility
computing, grid computing, and Software as a Service (SaaS)
[18].

A. Cloud Service Models

Based on [19], CC model is composed of three main
service models, as shown below in Fig. 2, which are Software
as a Service (SaaS), Platform as a Service (PaaS) and
Infrastructure as a Service (laaS). The SaaS model of CC
allows the user to use and access the software through the
Internet for a low price, almost free. Thus, the CC allows the
user to use specific applications without needing to install and
run the application on the user's machine [19].

PaaS model of CC provides the consumer the development
environment of a computing platform for building, testing,
deploying and delivering applications or any other services
through the cloud [20]. The laaS cloud technology model
provides the customers the required resources as a service from
the cloud. These resources include processing, networks,
storage and other computing resources that allow clients to
deploy and run the software. Hence, the clients do not need to
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purchase the required resources; they only need to pay for the
duration for which they use the provided services [21].

End Users

= Resources Managed at Each layer Examples:
7 \ . 4 T
-\}i{ 4 «— Business Applications, 4 Google Apps,
O Web Services, Multimedia / Facebook, YouTube
Soft\fvare asa icati y Saleforce.com
Service (SaaS) Application y
Software Framework (Java/Python/.Net) | Microsoft Azure,
Platform asa Storage (DB/File) ' Google AppEngine
Service (PaaS) i "
| o P inemsmpetss
.................... Amazon EC2,

Computation (VM) Storage (block) GoGrid

Flexiscale
Infrastructure

Infrastructure E
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CPU, Memory, Disk, Bandwidth
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Hardware

Fig. 2. Cloud computing services [20].

B. Cloud Computing Technology for Education

The advantages that CC technology can provide to
academics and students make it an attractive option in higher
education. One advantage to the users of CC of is the
availability and ease of access using their mobile devices,
university equipment, or any combination of these options at
anytime and anywhere they find most beneficial. Another
distinct advantage is the ability to share, process, edit, and store
huge amount of data within educational environments.

One of the key characteristics of CC is an economy of scale
[22]. This feature implies that cloud services can be delivered
at a lower cost compared to in-house networks and computer
infrastructure that is provided by educational institutions.
Additionally, applying IT tools could allow access to resources
globally, resulting in an increased learning quality [22].
Moreover, the use of CC could reduce the cost of resources and
make education sustainability easy.

Currently, according to [23], education needs a new
generation of academic staff, and students are different from
their ancestors. As a result, students prefer the increased usage
of new technology and applications. The CC application can
benefit the students by enabling them with quick connections
with each other and to the core of educational materials. CC
provides the HEIs with the following benefits: 1) facilitate
interactive learning; 2) the availability of huge amount of
processing power; 3) no need for backup; and 4) provide a
digital education environment and web-based services for
academic staff and students [4]. For these valuable features,
currently, all universities are transitioning to cloud-based
applications.

I1l. RESEARCH METHODOLOGY

The search process includes reviewing various publications
in some leading digital libraries such as IEEE Xplore,
ScienceDirect, and SpringerLink published between 2014 and
2017. The researchers chose these years to determine the
existing gaps in adopting CC in the higher education field. The
researchers include empirical studies that discussed CC in
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higher education. The basic focus is to identify whether HEIs
have adopted CC in their education management and systems.

A. Education System based on Cloud Computing

Education is fundamental to the nation’s evolution and is
vital to making dreams come true. The advent of CC in recent
years has instigated interest from different educational
institutions due to its features [24]. This technology brings a
completely transformed learning experience to educational
institutions [25] and it is used for cost effective and more
efficient computing by centralizing storage, memory,
computing capacity of personal computers and servers [2].
Moreover, CC provides a rich learning environment, a global
collaboration among academics and students, and allows
shared learning [25]. Additionally, CC applications provide
flexibility for HEIs [2]. With the tremendous advantages of
CC, this technology is expected to revolutionize the field of
education, especially the higher education sector.

CC has a considerable status in the HEIs globally and
locally. According to Katz et al. 2009 [26], 70% of HEIs in
North America has moved to the cloud, and 50% have adopted
CC collaborative system to enhance information sharing within
the campus. Nearly all HEIs in the West region, according to
[27], have a basic interest in adopting CC, at least at the
departmental level. For example, according to Alshwaier 2012
[2], the University of California at Berkeley was focused on
deploying SaaS applications in one of its courses. Moreover,
the Medical College of Wisconsin Biotechnology and
Bioengineering Center in the United States found that the
usage of CC is very beneficial and provides them with a huge
computational power by renting Google's cloud servers [28].
Moreover, some HEIs have adopted CC for economic reasons.
For instance, Washington State University has suffered from
budget cuts. However, the usage of CC has enabled the school
to expand the educational services [15].

In Saudi Arabia, the IT market is considered as the largest
market in the Gulf region [3]. The Saudi government has
allocated a huge fund to improve the educational environment
with the best technological facilities. However, there are new
start-up universities in Saudi Arabia that lack e-learning tools
compared to the older universities in SA [3]. Saudi universities
still slowly seek to adopt CC in the higher education
environment for distance learning and e-learning, while CC has
been widely used in universities in different countries to
deliver higher quality services to higher education [29].
Therefore, it is important to be aware of adopting CC in SA
universities.

B. State of the Art

Related research covered the using of CC in higher
education system over the last years are critically investigated.
The usage of cloud services enables private and public
educational institutions that work under financial constraints to
update with the latest IT services and tools.

Migration to the cloud services refers to the process of
moving data, applications, networks, and servers from in-
premises to the cloud centers. However, the migration process
still imposes a different range of challenges.
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Alharthi et al. (2017) reported these issues, which are legal
policies, security, and implementation. The researchers
presented a framework for successful migration to the cloud
environment in Saudi universities and identified a set of critical
success factors concerned with the migration process. The
results showed that majority of these factors were statistically
significant except the physical location factor. The proposed
framework can support the decision-making process about
whether to migrate or not and can provide valuable data on
cloud computing projects. Although the proposed framework
was the first step to investigate the factors enabling the
migration process, it had not been implemented in reality [3].

Another new e-learning framework based on private cloud
and virtual private network was proposed by Jayasena and
Song (2017). The proposed framework helps students in the
university environment to access e-learning environment for
resource sharing with less cost. The framework is scalable and
increases availability and reliability, but it has limited access
within campus networks only [30].

Ashtari and Eydgahi (2017) addressed the influence of
individual users' perception towards the cloud computing
applications. The researchers presented a framework focused
on the association between a set of variables (IT self-efficacy,
perceived cloud ease of use, computer anxiety, and users’
perception of the usefulness and effectiveness of cloud
computing applications) that have an influence on the cloud
computing technology’s perceptions for students at a university
in  Southeast Michigan. Additionally, the Technology
Acceptance Model (TAM) model was used for analyzing
adoption of cloud computing by students’. Although the usage
of the TAM remains significant in technology evaluation after
its adoption, there is a lack of any practical values and limited
explanatory [4].

Arpaci (2017) also used the TAM for investigating the
antecedents and consequences of CC adoption in higher
education to achieve knowledge management. A questionnaire
was distributed among undergraduate students in a Turkish
university and analyzed by using structural equation modeling.
The findings showed that the educational institutions promote
CC adoption by increasing the awareness of knowledge
management. Although the efficiency of this study, limited
explanatory was one issue [31].

Rahimah and Aziati (2017) studied the factors that affect
the CC implementation in HEIs focusing on SaaS. The
researchers proposed a framework extracted from the
Technology, Organization, and Environment (TOE) framework
and integrated with the Diffusion of Innovation (DOI) theory
for this study. Although the proposed framework accelerates
the implementation process of computing technology, it does
not consider the individual’s resources or social support to
adopt the new behavior [32].

Research conducted by Al-Hamami and Hashem (2016)
looked into developing an efficient framework for Higher
Education Ministry that serving all the universities in Irag. The
proposed framework provides some characteristics such as low
cost, flexibility, mobility, and business continuity. However,
there are some issues that need further investigations: security,
reliability, and loss of sensitive data. Furthermore, there is a
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lack of standards to enable multiple clouds to work as a single
entity [33].

Madhav and Joseph (2016) discussed how cloud computing
could help higher education institutions in South Africa by
providing a framework for the cloud-based virtual computing
labs. Findings depicted by Madhav and Joseph (2016) revealed
the cost saving on hardware and software and the flexibility of
the cloud-based virtual computing labs. However, the usage of
the proposed framework was limited to the campus [34].

Khan (2015) proposed a hybrid-computing model that
facilitates the higher educational institutions in Saudi Arabia to
share knowledge and different research activities. The
proposed model improves the effectiveness and quality of
teaching by providing support regarding course material,
assessments, and projects. Additionally, it saves the budgets of
institutions to update with the latest IT and provides a treasure
of knowledge at one place. On the security aspect, however,
Khan did not consider security issues in his proposed model
[35].

A survey conducted by Alajmi and Sadiq (2016)
demonstrate that cloud computing continues to play an
increasingly significant role in higher education in the modern
world. Higher education is embracing cloud-computing
services due to economic advantages, increase productivity,
and improve learning strategies and knowledge penetration.
However, there is a debate on different issues such as privacy,
integrity, and ownership of data. Moreover, there is a lack of
new security techniques to adopt cloud computing in the
universities [11].

Militaru et al. (2016) explored the factors that lead to cloud
computing adoption in higher education based on the TAM
framework by surveying 96 students at a university in
Romania. Findings revealed that the factors are significant to
enhance the understanding of cloud computing adoption for
faculty members and students. However, there is a lack of any
practical value and limited explanatory [36].

Another exploratory study based on Technology
Organization Environment (TOE) framework conducted by
Tashkandi and Al-Jabri (2015) aimed to identify the factors
that affect cloud computing adoption by higher education
institutions in Saudi Arabia. The factors were tested through
statistical analysis, and the results revealed the significance of
the following factors: complexity, relative advantage, and data
concerns. Although the researchers provided a better
understanding of factors affecting cloud computing adoption,
they did not include bandwidth and reliability factors in their
study [37].

Different studies in higher education demonstrate the usage
of computational environments improve the learning process
[8], and this encouraged Segrelles and Molto (2016) to
introduce virtualized computing environments based on cloud
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computing using the On-demand Deployment of
Infrastructures to Support Educational Activities (ODISEA)
platform. The benefits have been evaluated at a university in
Spain. Findings demonstrated that ODISEA provides students
with highly ubiquitous access and strong economic benefits for
higher education institutions. Although the platform has a lot
of flexibility, it does have challenges due to the complexity of
communication among its levels [38].

A case study conducted by Musungwini et al. (2016)
explored the benefits of using Google Docs in academics and
analyzed the factors affecting cloud computing adoption at a
university in Zimbabwe. Interviews and questionnaires were
conducted in order to get in-depth insight into the issues
affecting the adoption of cloud computing. Findings revealed
there are many benefits of Google Docs to academics, but there
is also a lack of knowledge about how to use cloud computing
among lecturers. There was a need to conduct different
workshops for all lecturers to explain cloud computing.
Although the researchers used different research design
approaches, there was a lack of consideration for security
issues [39].

Ibrahim et al. (2015) conducted a survey to analyze the
evidence of cloud computing adoption in the educational
sector. A total of 27 papers were included in the literature
review. The results of the study revealed a clear lack of
research focusing on using cloud computing in educational
institutions [40].

Higher education institutions are facing challenges in
providing IT support for educational activities. Hence, higher
education institutions must consider opportunities afforded by
cloud computing. For that, Pardeshi (2014) proposed cloud-
computing architecture for higher education institutes that
contains cloud computing deployment models, services
models, and user domains. Additionally, a strategy for
migration from the traditional system to cloud computing was
presented. Although the proposed architecture improves agility
and increases efficiency, it has not yet been evaluated [6].

The most common cloud computing service model that has
an impact on the learning sector is Software as a Service
(SaaS). Hence, Akande and Belle (2014) explored whether
SaaS is a viable option for higher education institutions in
South Africa. Interviews were conducted with undergraduate
students regarding using Office 365 as SaaS. Findings revealed
many advantages of using Office 365, such as installation,
upgrading, and maintenance of applications. Additionally,
Office 365 assists higher education institutions via cost
reduction and improved access to resources. However, there
are other solutions available rather than Office 365 that provide
all the same features but with lower costs [12].

Based on the preceding extensive analysis, which focused
on a critical review of the literature, the findings from previous
studies are summarized below in Table 1.
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TABLE I. SUMMARY OF RELATED STUDIES

Author(s) Technology Pros Cons

o Investigate the factors enabling the migration process

to cloud in South Africa.

Alharthi et al. (2017). Framework . Smlig;r):tgs;)?i(gtsmn-maklng processes whether to « Not implemented.

o Provides valuable empirical data for hiring cloud-

computing projects.

o Scalability. _— o
Jayasena and Song (2017). | Framework « Increases availability and reliability. e Limited access within the campus.
Ashtari and Eydgahi . o Lack of any practical values.
(2017). Framework o Effective usage of the model. « Limited explanatory.
Arpaci (2017). Model o Efficacy. o Limited explanatory.
Rahimah and Aziati Framework o Accelerated technology implementation in HE. * Does not conmdgr the individual's
(2017) resources or social support.

o Lower cost e Security issues not considered.
Al-Hamami and Hashem o Flexibility. * Reliability ISSUES.

Framework . e Loss of sensitive data.

(2016). o Mobility. .

« Business continuit e Lack of standards to enable multiple

Y- clouds to work as a single entity.

Madhav and Joseph Framework e Cost saving in HW and SW. e Only uses the framework within the
(2016). o Flexibility. campus.

o Treasure of knowledge at one place.
Khan (2015). Model o Improves effectiveness and quality of teaching. e Security issues not considered.

e Budget saving.

e Increases productivity. e Integrity, privacy, security, and
Alajmi and Sadiq (2016). Survey o Penetration of knowledge. ownership of the data.

o Improves educational strategies. o Lack of new security techniques.
Militaru et al. (2016). Framework e Effective framework. : t?r%l?tgg Z%IF;:;EE;“ values.
Tashkandi and Al-Jabri Framework o Provides valuable insights about critical factors that e Lack of including bandwidth and
(2015). affect adoption of cloud computing. reliability.
Segrelles and Molto Platform « Flexible platform. e The complexity of communication
(2016). among the levels.
Musungwini et al. (2016). Case study * Using different rgsearch design approaches. o Lack of considering security issue.

o Better collaboration.
Ibrahim et al. (2015). Survey e High quality selected research. | -=--e-
Pardeshi (2014). Architecture : :nmg:;\s/:: :%Iilcl?e/ﬁcy o Lack in the evaluation stage.

o Allow focusing on teaching and learning.
Akande and Belle (2014). Model o Reduces cost. e Using costly application.

o Improves access to resources.

IV. RESULTS AND DISCUSSION

Although CC is gaining momentum in HEIs, many issues
still need to be addressed. Based on the critical, in-depth
analysis of collected previous empirical studies, many
knowledge gaps are evident. Theses gaps present new
limitations and challenges that need further investigation. The
following list presents the issues that are the most pressing and
are opportunities for further study:

e Most of the existing systems fail to consider reliability,
security, privacy and integrity issues. Additionally,
some systems have limited access only within the
campus and fail to support access from anywhere,
which prevents academics and students the opportunity
to access educational materials at their convenience.

e Some existing models allow focusing on teaching and
learning; however, these models use costly applications.

e Most research just investigates the migration process to
CC without implementation and evaluation process to
assess their results.

e Some existing frameworks are based on other models;
however, these frameworks have limited explanatory
results.

e Some existing platforms are flexible, but the complexity
of communication among the levels is still an open
issue.

e Some systems fail to consider social support that allows
knowledge exchange among educators.

V. CONCLUSION AND FUTURE WORKS

CC is an emerging technology that provides ICT services
for various industries, especially higher education sector. The
migration from traditional systems towards CC provides
academics and student’s access to educational materials
anytime and anywhere, and CC enables HEIs to cope with the
needs of software and hardware changes rapidly at lower costs.
Therefore, the adoption of CC into higher education promotes
students’ academic level and efficiency. However, the
expanded use of CC comes with different significant adoption
challenges. Understanding the position of higher education
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institutions with respect to CC adoption is an essential research
area. The existing limitations and challenges in current
empirical studies related to this topic are highlighted, and the
areas for further investigation are suggested to inform other
researchers who might be interested in CC implementation in
the higher education field. These suggest essential areas of
focus for future CC adoption in higher education research.

The research concluded that there is an urgent need to
develop a new web application based on cloud computing, and
cover some of gaps in current web applications.
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Abstract—Security component in 10T system are very crucial
because the devices within the loT system are exposed to
numerous malicious attacks. Typical security components in 10T
system performs authentication, authorization, message and
content integrity check. Regarding authentication, it is normally
performed using classical authentication scheme using crypto
module. However, the utilization of the crypto module in loT
authentication is not feasible because of the distributed nature of
the 10T system which complicates the message cipher and
decipher process. Thus, the Physical Unclonable Function (PUF)
is suggested to replace crypto module for loT authentication
because it only utilizes responses from set of challenges instead of
cryptographic keys to authenticate devices. PUF can generate
large number of challenge-response pairs (CRPs) which is good
for authentication because the unpredictability is high. However,
with the emergence of machine learning modeling, the CRPs now
can be predicted through machine learning algorithms. Various
defense mechanisms were proposed to counter machine learning
modeling attacks (ML-MA). Although they were experimentally
proven to be able to increase resiliency against ML-MA, they
caused the generated responses to be instable and incurred high
area overhead. Thus, there is a need to design the best defense
mechanism which is not only resistant to ML-MA but also
produces reliable responses and reduces area overhead. This
paper presents an analysis on defense mechanisms against ML-
MA on strong PUFs for loT authentication.

Keywords—IoT authentication; machine learning; modeling
attack; Physical Unclonable Function; low area defense
mechanism

I.  INTRODUCTION

In todays’ industrial and civil applications, there are vast
number of devices that are connected in a network known as
Internet of Things (loT) [1]. Thus, many issues such as
connectivity, power consumption and security have been arisen
due to the implementation of IloT. The challenge in
implementation of security is important for such devices because
they are exposed to attacks. The designated hardware systems
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must be secured to avoid nullification of secure software
implementation. Because of the owned and exchanged data are
open for access, any information in the network must be secured
to avoid the intervention of compromised data into systems. The
infiltration of the malicious data can impair devices and
applications especially for the applications that are highly
dependent on data veracity, such as described by Barbareschi et
al. [2] and Mukhopadhyay et al. [3].

For such applications, authentication becomes one of the
most vital security features [3]. Traditional authentication
technique for distributed system is typically based on
cryptographic  modules which are not feasible for
implementation in 10T domain. The verifier plays a role as key
manager who pre-register every device. The device is expected
to use the issued cryptography key to authenticate itself [2]. This
method requires message ciphering, each loT device must
comprises of at least a cryptography module, to accomplish
security primitives requested by the verifier [3]. The number of
devices within 10T system makes the message cipher and
deciphers processes difficult to achieve because of the
distributed nature of the identity verifier.

Thus, to simplify the authentication process of the loT
devices, silicon Physically Unclonable Function (PUF), has been
revisited due to its ability to securely authenticate the loT
devices without requiring messages to be ciphered. The PUF
generate unique responses from the set of challenges as the
replacement of the cryptographic keys thereby, solve the
message cipher and decipher issue. The silicon PUFs employ the
unclonability and uniqueness which are produced by the
manufacturing process of integrated circuits. These two features
are utilized to map a set of challenges (the PUF inputs) to a set of
responses (the PUF outputs), which is called challenge-response
pairs (CRPs) set.

PUFs with large numbers of CRPs are defined as strong
PUFs while PUFs with small numbers of CRPs are classified as
weak PUFs. Strong PUFs are originated from delay-based PUFs

128 |Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

such as Arbiter PUF, Ring Oscillator (RO) PUF and Glitch
(Anderson) PUF while weak PUFs are typically originated form
SRAM PUF. The strong PUFs are suitable to be utilized as direct
authentication scheme because they produce large set of CRPs
thus the unpredictability is high. As for weak PUFs, they are
suitable for key generation in cryptographic-based authentication
scheme. However, both strong and weak PUFs are exposed to
various kinds of attacks such as machine learning modeling
attacks (ML-MA), side channel analysis (SCA), fault injection
and physical tampering. This paper presents a comparison
analysis on various defense mechanisms against ML-MA on
variants of strong PUFs.

Il. BACKGROUND OF THE PROBLEM

Strong PUFs can be directly designed to independently
authenticate individual devices without the aid of any
cryptographic module. There are two sequential steps to
accomplish authentication scheme for devices using PUF [4] as
described below:

e Enrollment: A substantial number of randomly chosen
challenges is run by the verifier within the device, runs
and the corresponding responses is stored in a secure
database for future authentication operations [2].

e Verification: An unused challenge is selected by the
verifier from the database to obtain a PUF response
from the device. The device is verified by the verifier as
authentic due to the unclonability property [2] if the
response matches the previously recorded one.

To ensure the authentication scheme succeeds, the verifier
must collect many CRPs during the enrollment so that it will
have sufficient number of CRPs throughout the authentication
process. The response provided by the device must be generated
within short authentication period as well as be closely matched
to the generated response stored by the verifier. Because of this
authentication scheme makes use of large CRPs within short
authentication period, the interface between verifier and device
must be unrestrictedly open to allow the verification to complete
faster. This makes the embedded PUFs in devices are subjected
to ML-MA because the volume of CRPs can be learnt by the
third party to eventually discard the unclonability property and
model the strong PUFs [5].

To prevent other parties from building a model out of these
PUF, various mechanisms which can be classified into three
categories have been proposed. The first category is design-
based where the defense mechanism is added in the architectural
design of the PUFs such as adding non-linearity using XOR
logics [6], [7], modifying transistor-level design [8], exploiting
FPGA blocks [9], [10] and analogizing the digital components
[11]. The second category is the obfuscation-based where the
defense mechanism is performed masking of either challenges
[12] or responses [2], [13]. The final category is the access
control where the defense mechanism complicates the interface
access to protect it from being openly accessed.

Although there are considerable numbers of defense
mechanisms available, the best defense mechanism which
provides low prediction accuracy with minimal area overhead
and generates unique and reliable PUFs responses is still not
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achieved. All the defense mechanisms resist or at least improve
the resiliency of the PUFs against the ML-MA however they
come with some shortcomings. In the case of design-based
defense mechanisms, adding non-linearity using XOR [6], [7],
analogizing the digital components [11] and exploiting the
FPGA blocks [4], [10] increase the hardware overhead.

I11. PUFs: VARIANTS AND ATTACKS

People and objects are regarded as ‘things’ in Internet of
Things. The monitoring and control of these ‘things’ is achieved
using devices such as sensors and actuators via communication
technologies. The services such as device monitoring, device
control, and device search are also delivered in 10T system. The
users are provided with applications which have user interface
(UI) for controlling and monitoring the 10T system. The security
component provides authentication, authorization, message and
content integrity in an loT system. However, security is not
apparently highlighted as the crucial component in 10T by most
of the vendors of 10T system.

Barbareschi et al. [2] stated that PUFs is more suitable for
10T authentication as opposed to the cryptographic algorithm
because numerous devices in I0T system causes the message
cipher and decipher process difficult to achieve. This is because
the identity verifier must work in distributed manner, by
enrolling every device. Each device is expected to use the issued
key to authenticate itself. Furthermore, the generated keys must
be secured on the database managed by the verifier and also on
non-volatile memories (NVMs), to circumvent loss of data upon
power off.

Mukhopadhyay [14] described the weaknesses of using the
crypto-based authentication schemes for loT-based light-switch
system. In this system, smart bulbs with proximity tags,
Bluetooth low energy (BLE) signal and a Zigbee-based
Ethernet/WiFi-enabled bridge were used as the remote lighting
control system to help reduce the energy consumption. The use
of Zigbee as the wireless medium which is open by design
caused the loT to be susceptible to eavesdropping, jamming
and message injection attacks. Due to the mentioned
vulnerabilities, the MD5 hash functions were adopted as the
authentication method. The MDS5 hash functions were
computed based on the device’s MAC address. However, the
usage of MD5 hash functions as the authentication method has
two significant weaknesses, namely, the secret white list token
was not random (clonability) and the MAC addresses are easily
recovered (predictability).

Physical Unclonability Function (PUF) on the other hand, is
the physical representation of a function that makes it difficult to
clone and produces an unpredictable challenge—response pair
(CRP) behavior [14]. According to Pappu et al. [15], the PUF is
ideally hard to characterize or model, but somehow its CRPs are
reliably evaluated [16]. Boehm and Hofer [17] described that a
PUF utilizes production variability to produce a device-specific
output in a form of binary number. A PUF comprises of several
components which are defined by local parameter variations.
The differences in local parameter variations are known as local
mismatches. These local mismatches are merged and directly
read out to generate the binary output. Since these local
mismatches cannot be controlled externally, a PUF cannot be
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replicated thereby, it is unclonable. The properties of a PUF are
described as follows [3]:

e Reliable: The generated response from the set of CRPs
correctly represents the identity embedding function.

e Unclonable: It is hard to construct a procedure to
reproduce the set of CRPs in a function.

e Uniqueness: It is hard to compute response from the set
of CRPs.

Based on these properties, the PUFs possess several
properties like MD5 hash functions, in the sense that they are
one way. The fact that the PUF response is unpredictable and
unclonable makes the PUF response cannot be predicted or
computed thereby, it is suitable to replace the MD5 hash
functions. However, PUFs come in many variants which must be
evaluated to determine which variant is suitable for loT
authentication.

A. Variants of PUFs

PUFs are divided into two variants namely strong PUFs and
weak PUFs as shown in Fig. 1. Maes [18] provided a definition
on strong and weak PUFs. A PUF is defined as a weak PUFs if it
has small challenge set. There is a weak PUFs called a
physically obfuscated key (POK) that has only a single
challenge. On the other hand, PUFs with a large challenge set are
known as strong PUFs and their CRPs are unpredictable
whereby it is not possible to build an accurate model of the PUF
based on resulted CRPs.

Variants of PUFs

A J h 4
Strong Weak
> Arbiter PUF > SRAM PUF
> RO PUF » Non Memory PUF
_ Glitch PUF
o (Anderson)

Fig. 1. Variants of PUFs.

1) Weak PUFs

Weak PUFs are typically used for storing secret keys as
alternatives to non-volatile memories (NVMs) such as ROM and
Flash. The characteristics of the weak PUFs were listed by
Armknect et al. [19] and Ruehmair et al. [20] as follows:

e Small and fixed set of challenges where it commonly
has only one challenge per PUF instance.

e The access interface to the generated responses is
restricted although the adversaries may physically
possess the PUF-carrying hardware.

Vol. 8, No. 10, 2017

Maes [18] described that weak PUFs are typically designed
using intrinsic variations that exist in the integrated circuits. The
intrinsic PUFs are cost effective because they are fabricated
using standard CMOS logic parts. The first CMOS-based weak
PUF was proposed by Lofstrom et al. [21] which utilized the
threshold mismatch to identify circuits. Tuyls et al. [22]
developed a PUF based on the capacitance sense from specially
applied protective coatings. A PUF which is based on a chip-ID
circuit was demonstrated by Su et al. [23]. The chip-ID circuit
was developed based on cross-coupled devices. The ID was
evaluated based on the transition of the cross coupled devices
from a metastable state to a stable state which is controlled by
process variation. Based on the similarity of this design to the
feature of SRAM, there were numerous literatures were inspired
to perform research and development of SRAM-based weak
PUFs.

SRAM PUFs are developed based on the intrinsic threshold
variation of the cross-coupled SRAM cells. The cells are
differential in nature thereby they are sensitive to variation
(uniqueness) and highly immune to common-mode noise
(reliable). Because of these features, the cross-coupled SRAM
cells are suitable to be design as PUF. Furthermore, the existence
of SRAM in nearly all VLSI circuits makes them highly eligible
as PUFs. According to Holcomb et al. [24], the CRPs of the
SRAM PUEFs are generated in the cell during the transition from
the off state to an on state. The generated responses are then read
out using the standard memory access mechanism [25]. There is
also another method of producing CRPs which employs the
small amount of data retention voltage of cells instead of the
power-up state as proposed by Holcomb et al. [26]. Apart from
SRAM PUFs, there are other types of weak PUFs were proposed
which were either still based on memory or non-memory.
Examples of PUFs that are based on the memory design
characteristics are Flash [27], DRAM [28] and Memristors [29].
As for the non-memory PUFs, Kumar et al. [30] proposed the
butterfly PUF which utilizes the cross-coupled latches in FPGAs
while Simons et al. [31] developed a PUF which is based on bus
keepers as an alternative to D Flip-Flop PUF. All the PUFs that
were described above only have one designated way to produce
the CRPs hence there will be only one challenge per PUF
instance.

2) Strong PUFs

As opposed to the weak PUFs, the strong PUFs produce
complex CRPs because of different kinds of intrinsic variations
in the PUF. The generated responses are acquired from
numerous physical components therefore a very huge number of
possible challenges must be applied to the PUF. The
characteristics of the strong PUFs were detailed by Brzuska et al.
[32] and Chen et al. [33] as follows:

e Huge and variety set of challenges which avoid the full
read-out of all CRPs, although the adversary may
physically possess the PUF for ample amount of time.

e Unprotected challenge-response interface where an
adversary may arbitrarily apply challenges to the strong
PUF and read out the generated responses.

The strong PUFs originate from delay-based PUFs where
random variations on the delay of a digital circuit are measured.
Avrbiter PUF which was first described by Lee et al. [34] is an
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example of the delay-based PUFs. This type of PUF exploits the
variation in the runtime delays of electrical components. The
electrical signals in an Arbiter PUF begin their journey through a
sequence of k stages where each stage comprises of two
multiplexers [35]. The exact path for each signal is determined
by k external bits which are applied as one bit per stage. The
destination of the electrical signals is ended by a final latch-
based arbiter element. Arbiter PUFs with k stages have 2¢
challenges where each challenge produce one-bit response. The
susceptibility of the Arbiter PUF to ML-MA has resulted to the
development of more enhanced version of Arbiter PUF. These
enhanced versions commonly utilize non-linearity in the original
Arbiter PUFs to resist ML-MA [36]. The examples of the
enhanced version of Arbiter PUFs are Feed-Forward Arbiter
PUFs [37], [38], Lightweight PUF [39] and XOR Arbiter PUFs
[5].

Another type of Strong PUFs is the ring oscillator PUF (RO
PUF) which was introduced by Gassend et al. [40]. The ring
oscillator in their design is a variant of the switch block-based
delay line as proposed for the arbiter PUF. A negative feedback
is applied to transform the delay circuit into an oscillator. To
enable/disable the oscillation, an additional AND-gate in the
loop is utilized [41]. To count the number of oscillating cycles
during certain time interval, a frequency counter is connected to
the oscillating signal. The counter value indicates the oscillating
frequency. A simple edge detector processes the oscillating
signal to ensure the counter is enabled every time a rising edge is
detected [42]. The frequency of the ring oscillator is limited to
half the clock because of the use of edge detector. The resulted
frequency of equally implemented ring oscillators on distinct
devices is considered as a PUF response [43].

There is also another kind of strong PUFs which is
developed based on glitch behavior of combinatorial logic
circuits. Since internal state does not exist in a pure
combinatorial circuit, the input signals have total influence on
the steady-state output. However, if the logical value of the input
changes, transitional effect such as delays occurred whereby
some time is required for the output has its steady-state value.
The delays are known as glitches which is determined by the
differences in time of arrival for the different logical paths from
the inputs to an output signal [18]. The number, shape and
occurrence of the glitches on its output signals will be instance-
specific and partially random because these glitches are highly
influenced by random process variations. Thus, by accurately
measured these glitches, their behavior can be utilized as a PUF
response.

Anderson [44] developed a glitch-based PUF construction
specifically for FPGA platforms which is known as Anderson
PUF. Based on the delay variations in the circuit, a custom
logical circuit is implemented. The output of this logical circuit
is connected to the preset signal of a flip-flop to captures the
glitch in case if it occurs. The output of the circuit is treated as
the single PUF response bit. By placing many of these logical
circuits on an FPGA, many PUF response bits can be produced.

B. Attacks on PUFs

PUFs are exposed to various types of attacks ranging from
invasive to non-invasive as depicted by Fig. 2. According to
Wachsmann and Sadeghi [45], the invasive attacks require
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physical modification of the PUF in order to gain deeper
knowledge on the PUFs implementation. This type of attack
typically affects the weak PUFs because it only has one
challenge thereby performing physical modification is possible.
As opposed to the invasive attacks, the non-invasive attacks
invisibly collect information without being physically harmful to
the PUFs. This type of attack usually occurs to strong PUFs
because it has huge numbers of challenges thereby data must be
gathered and processed. The next section will describe the types
of invasive and non-invasive attacks which are encountered by

weak and strong PUFs, respectively.
¥
Non Invasive
(Strong PUFs)
¥ A

Invasive
(Weak PUFs)

Physical

Modeling Attacks Analysis ‘ Tampering

Machine Learning ‘ Side Channel

‘ ‘ Fault Injection

t»{ Support Vector Machine |
- Evoiioray Aot
L[Sy ara oot

Fig. 2. Attacks on PUFs.

1) Attacks on Weak PUFs

Weak PUFs are subjected to fault injection and invasive
attacks. According to Wachsmann and Sadeghi [45], the
objective of the fault injection attacks is to induce erroneous
behavior in a PUF through internal manipulation and if the
manipulation is combined with cryptanalysis, the fault injection
attacks can lead to key recovery attacks. There are many ways
for the faults to be injected in a PUF such as by injecting
transient faults into specific components of the PUF [46], [47] to
attain the PUF response or by operating the PUF under extreme
environmental conditions which produces decay effects on
memory-based PUFs [48], [49]. Another fault-injection attack
which is based on the decay effects in volatile memory is
presented by Oren et al. [50]. This attack manipulates the
internal structure of SRAM PUFs which makes them susceptible
to cloning.

On the other hand, invasive attacks analyze the PUF
hardware to gain the information on the cryptographic secrets
stored in a PUF. The reverse engineering and circumvention of
active protection mechanisms are the most common forms of
invasive attacks. Tarnovsky [51] demonstrated the vulnerability
of the algorithms and circuits that are utilized to process the PUF
responses to invasive attacks through micro-probing the logic
blocks, registers and the bus transfer of PUF devices. As for
SRAM PUFs, they are susceptible to extreme operating
conditions [52] and physical tampering [53]. As a result, the
SRAM PUF hardware can be physically inspected and modified
[54]. Furthermore, it was established by Helfmeier et al. [53]
that upon gaining the response of an SRAM PUF, C,, a focus ion
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beam (FIB) can be utilized to alter the circuits of SRAM PUF,
C, so that C, will have a very similar challenge/response
behavior as C;.

2) Attacks on Strong PUFs

Fault injection and invasive attacks on Weak PUFs are less
applicable to Strong PUFs. The most relevant attack method for
Strong PUFs is known as machine learning-based modeling
attack (ML-MA) which was introduced by Ruehmair et al. [5].
There are three common machine learning algorithms namely
logistic regression (LR), Support Vector Machine (SVM) and
evolutionary algorithms (EA) such as genetic algorithm (GA)
and evolution strategies (ES) that are used to perform modeling
attacks. Abu-Mostafa et al. [55] defined LR as a supervised
machine learning framework which differs from linear
regression in as sense that it outputs a probability between 0 and
1 instead of produces +1 output. As for SVM, it is a tool that
utilizes the optimal margin between vectors to determine the best
hyperplane and this method requires computing the distances of
input vectors from the hyperplane [55]. According to Saha et al.
[56], GA is designed to handle integer and binary string
solutions by mimicking biological evolution like ES using
similar ~ concepts such as  reproduction,  mutation,
recombination/crossover and selection. As for ES, they are
utilized to generate population heuristically by adapting the
generated population to certain environmental conditions [57].
The data set is randomized to avoid them from linearly separable
but the resulted model must be parameterized to ensure the data
set is reliable.

As for other machine learning algorithm such as Bagging
and Boosting (B & B), it was first used by Vijayakumar et al. [7]
to perform modeling attacks on strong PUFs. B & B are
considered as ensemble meta-algorithm approaches as described
by Schapire [58]. Ensemble learning is a technique of merging
the predictions from several classifiers to generate a robust
classifier. An emerging machine learning algorithm namely deep
learning (DL) was also used to perform modeling attack on
strong PUFs as proposed by Yashiro et al. [8]. They described
that DL has superior performance compared to conventional
machine-learning methods on a benchmark test in the field of
image recognition. DL is defined by Yashiro et al. [8] as a multi-
layer neural network where it has more than two layers. The
output of a layer acts as input for the following layer. This
mechanism allows the partition function to be developed which
is used to classify input data in accurate and efficient manner.

According to Ruhrmair et al. [5], an adversary first collected
vast numbers of CRPs from the strong PUF to perform ML-MA.
Next, the adversary infer the behavior of the PUF on the
unknown CRPs by combining the numerical method with the
internal parametric model of the PUF. The impact of ML-MA is
surprisingly massive since all strong PUFs including enhanced
version of Arbiter PUFs are still vulnerable to this attack.
Modeling attacks are inapplicable to weak PUFs, since they only
have one challenge per PUF instance. Another attack that is
associated to strong PUF is known as side channel analysis
(SCA) [59]. The adversary performs SCA by observing the non-
functional metrics of PUF such as the timing information and
power consumption to extract information for developing ML-
MA. The potential SCA on the design block for processing PUF

Vol. 8, No. 10, 2017

response such as in fuzzy extractor as discussed by Merli et al.
[60]. In general, all known SCA on PUF-based systems have
some difficulty to attack the main PUF component thereby, they
prefer to target the design block that is utilized to process the
PUF responses, such as fuzzy extractors. Since SCA alone is
difficult to be performed on PUF components, Mahmoud et al.
[61] proposed to combine ML-MA with SCA to improve attack
performance.

IV. 10T AUTHENTICATION-STRONG OR WEAK PUFs

The basic PUF-based authentication scheme as described by
Gassend et al. [40], Devadas et al. [37] and Barbareschi et al.
[2] comprises of two phases namely enrollment and verification:

e Enrollment: Prior to the deployment, every entity must
be enrolled by the verifier. The identity (ID) of every
entity is recorded by verifier during the enrollment
phase. The verifier also accumulates a substantial subset
of CRPs from the device’s PUF. The collected
challenge-response pairs are stored in the verifier’s
database (DB) indexed by the entity’s ID.

o Verification: The verification phase requires the PUF
challenge to be sent to the device where the device
analyzes its PUF. The replied response is validated by
the verifier to check whether it matches to the response
it has in its database. If they match, the device is
authenticated, otherwise the authentication is rejected.
The used CRP is then omitted from DB.

The success of the above authentication scheme relies on the
fact that the verifier must collect many CRPs during the
enrolment stage so that the CRPs will not run out as emphasized
by Halak et al. [4]. According to Maes [18], the PUF responses
must reproduced within smaller intra distance to ensure that the
replied response matches the stored response in the DB without
possibility being predicted. Since the successful authentication
relies on the large challenges and unpredictability of the
responses, it is implied that the suitable type of PUFs for loT
authentication is strong PUFs.

However, the strong PUFs are exposed to the non-invasive
attacks as described in Section B. The basic authentication
scheme is only secured for a fully unclonable PUFs including the
PUFs that are unable to be cloned through machine learning
modeling. Strong PUFs which are exposed to ML-MA do not
provide secure authentication because the basic protocol cannot
differentiate between the real entity with the physical PUF and
an adversary with a modeling clone of that PUF. Thus, to be able
to provide secure authentication scheme, proper defense
mechanisms for strong PUF against modeling attacks and side-
channel analysis must be evaluated.

V. COMPARISON ANALYSIS OF DEFENSE MECHANISMS
AGAINST ATTACKS ON PUFS FOR IOT AUTHENTICATION

There are several techniques available as defense
mechanism for strong PUFs against non-invasive attacks such as
modeling attacks and side-channel analysis. The comparison
between the defense mechanisms for strong PUFs against the
non-invasive attacks is conducted in Table 1.
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TABLE I. SUMMARY OF COMPARISON ANALYSIS OF DEFENCE MECHANISMS
Authors Types of Strong PUF Type§ of Non- Proposed Defense Mechanisms Strengths Weaknesses
invasive Attacks
Goa et al. ML-MA Resist attack Instable generated
(2013) Arbiter PUF e LR Partially obfuscates challenge although millions of 4
[5] CRP are used response
Zheng et al. (2016) Rsai)g;?gls;? grr:d SCA Use_s a_nalog bl_ocks for Resist side channel Increase run time
[11] Glitch PUF designing Arbiter PUF attack and area overhead
Merli et al. (2013) RO PUF SCA Masks the challenge with code Prevent first order Instable generated
[66] o DPA word DPA response
LRR DPUF based on .
Miao et al. (2016) VLS| interconnect ML-MA Augments the interconnect Provide constantly Exposed to
using cross-coupled logic L. : .
[63] randomness by e SVM low predictions transistor aging
lithography variations network
Tobisch and Becker ML-MA Noise bifurcation (obfuscates Provide resistance Software model is
(2016) Arbiter PUF e LR response) introduced by Yu et against attacks for needed on the
[69] al. (2014) large PUF instances server’ side
Obfuscate the logic for path .
Ege?]e tal. (2015) Arbiter PUF ML-MA segments selection using rSet:b(I)ig:snerated :)r:/t;u”r]se:(ljgh area
cross-coupled inverter P
Marten Van Djik . ML-MA and Pre- and post-processing to Creates unclonable Susceptible to
and Ruehmair Arbiter PUF allow more complex access .
(2014) [70] SCA control CRPs noises
ML-MA e Instable generated
Rihrmair et al. e LR o Increasing challenge bit Improves resistance response
(2013) Arbiter PUF . ES length against machine e Increased
[6] o Adding non-linearity learning attacks hardware
overhead
arbareschi et al. nhanced Anderson ides responses using rovide better ncurs high area
Barb hi et al Enhanced And ML-MA Hides PUF i Provide b | high
(2015) [2] PUF AES unpredictability overhead
Mukhopadhyay ) Increases .
(2016) I;f;léf gsssd on EAESMA Fuses the access point to CRPs complexity to build aNc;Itin(iltr:/cltlyl\;fured
[14] ML model 9
Wallrabenstein Applies elliptic curve crypto . .
(2016) RO-PUF ML-MA module construct to obfuscate Provnég be;t_?_r InCULS hcligh area
[68] responses unpredictability overhea
ML-MA
. . . Provide better
él(])i)g;kumar etal. Arbiter PUF : i\R{M E?:;:g;es\:iiéor%#g;? dinality / resistance against all Incurs high area
7 «B&B entro attacks especially B overhead
ES Py & B attacks
L]
- -MA an onfigures gate size in enerate stable xposed to
[62] SCA accordance to arbiter elements responses transistor aging
Kumar and . .
Burleson (2016) Feed Forward PUF ML-MA + SCA Reduc/els number of EXthcIjt_ bett;c_alr_ Icnduces error in
[64] stages/loops unpredictability RPs
Yashiro et al. . . Tightens the layout conditions Has higher tolerance Instable generated
(2016) Arbiter PUF Deep Learning to make P and R difficult against ML-MA response
Employs lockdown protocol
Yuetal. . . R Makes the PUF .
(2016) XOR Arbiter PUF ML-MA and Whlcl"l requires server’s exponentially Incurs high area
i8] SCA permission to obtain new difficult to learn overhead
CRPs
Zhang et al. Enhanced Anderson ML-MA Adds reconfigure ability to Provides high CRP Incurs high area
(2016) [71] PUF the PUF design unigueness overhead
Idriss et al. (2016) . ) Hide CRP using cryptographic Provide high Incurs high area
[15] Arbiter PUFs ML-MA functions unpredictability overhead
) Improves CRP
ggfg?d etal. RO PUF EMS_VI\KIAA Exploit FPGA resources to space in terms of Incurs high area
[10] GA build multi-stage structure uniqueness and overhead
¢ reliability
Zalivaka et al. ML-MA Obfuscates the strong
(2017) Arbiter PUF e SVM challenges using FPGA Decr_ea_se the ML Instable generated
[12] e LR 1eSOUTCeS prediction rate response
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Based on Table 1, the defense mechanisms that were
proposed can be divided into three categories namely
design, obfuscation and access control. The design category
consists of adding non-linearity using XOR logics [6], [7],
configuring transistor’s gate sizes [62], augmenting
interconnects [63], tightening the layout condition [8], exploiting
FPGA resources and reconfigurability [9], [10] and modify
current PUF design blocks by using analog blocks [11] and
reducing feed-forward stages [64]. These defense mechanisms
provide resistance to machine learning modeling attacks
however they come with certain shortcomings. Adding non-
linearity using XOR logics, modifying the PUF design blocks
using the analog blocks and exploiting FPGA resources and
reconfigurability incur high area overhead. Configuring
transistor’s gate sizes and augmenting interconnect make the
PUF to be susceptible to the transistor aging. Tightening the
layout condition and reducing the feed-forward stages generate
instable PUF responses.

As for the obfuscation category, the obfuscation is performed
either on PUF challenges or responses. The simplest obfuscation
technique for PUF challenges was proposed by Rihrmair et al.
[6] where the challenges’ bitlength is increased. Goa et al.
(2013) partially obfuscated the PUF challenges and Zalivaka et
al. [65] segregated between strong and weak challenges,
eliminated the weak challenges and obfuscated the strong
challenges using FPGA resources to successfully resist the ML-
MA. As a countermeasure against SCA, Merli et al. [66] masked
the challenges with code word. This technique was able to
prevent first order DPA. However, all the obfuscations on the
PUF challenges generated instable response. Ye et al. [67]
solved this issue by instead of directly obfuscating the
challenges, the obfuscation was performed the logics for path
segments selection for PUF challenges. However, this solution
came with the cost of high area overhead. The obfuscation on the
PUF responses is typically performed using the crypto module
such as AES [2], [15] and elliptic curve [68]. These techniques
increase the unpredictability of the PUFs, however, still they
incurred high area overhead. There is also another technique of
obfuscating the PUF responses which utilizes noise bifurcation
[69]. The downside of this technique is that the software model
must be developed and stored on the server’s side.

The third category is the access control in which Djik and
Rihrmair [70] adding the complexity to the access control by
performing pre- and post-processing of the CRPs. However, this
technique makes the PUFs susceptible to noises. Mukhopadhyay
[14] temporarily fused the access point to CRPs to increase the
complexity to build ML model but the PUFs are still not directly
secured against ML-MA. Another defense mechanism related to
access control is developed by Yu et al. [71]. The authentication
using PUFs was performed by employing lockdown which
requires server’s permission to obtain new CRPs. This technique
makes the PUF’s CRPs exponentially difficult to learn but it
comes with the cost of high area overhead.

VI. CONCLUSION

There are several defense mechanisms against non-invasive
attack particularly ML-MA on variants of strong PUFs for 1oT
authentication. All these defense mechanisms were claimed to
provide resistance or at least improve resiliency of the strong
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PUFs against ML-MA. Each defense mechanism has their own
strengths and weaknesses. The most apparent weakness that they
exhibited is either the area overhead is high or the generated
PUF responses are instable. The issues regarding PUF responses
and area overhead that were incurred by these defense
mechanisms must be solved to ensure that the selected variant of
strong PUFs for 0T authentication is at their best performance.
Thus, there is a gap in determining the most suitable variant of
strong PUF that provide best defense mechanism that solve the
issue of unreliable responses and high area overhead. To
resolve these issues, a suitable variant of strong PUF with
reliable responses and low area overhead must be developed for
a quality 10T authentication.
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The Ethical and Social Issues of Information
Technology: A Case Study
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Abstract—The present study is conducted among 283 students
from University of Zabol to identify the harm and ethical and
social issues in the field of information technology and to classify
the immoral practices that students are doing in this field. First
various important issues in the field of IT in the social and ethical
areas are discussed. Then the cases considered as the most
commonly used immoral activities, are selected for evaluation,
and the participants ranked these activities according to the
method presented in the questionnaire. These activities are
examined and analyzed descriptively by SPSS program,
reliability of the questionnaire is measured by Cronbach’s alpha
coefficient, Bartlett Test of Sphericity and KMO index and the
validity of the results is verified using T-test and the results are
ranked based on the first performance that happens frequently
and the last performance that happens rarely or never. Finally, a
set of strategies are presented for preventing ethical abuse in the
field of Information Technology so that the challenges are
reduced.

Keywords—Information technology; ethical and social issues;
unethical practices; students

I.  INTRODUCTION

New advances particularly in the field of information
technology have brought new scientific gains to humans but it
should be noted that the entry of new scientific and
technological fields will always have ethical issues and
limitations. One of the interesting and, of course, new topics in
the field of information technology science is computer ethics
or IT ethics. The study of computer ethics has long been
considered by the researchers. Today, in the digital age, the
society is dependent on computers in almost all its affairs, and
the study of ethics in the field of computer and information
technology must always be considered.

The growth and development of the Internet has made it
possible to store a large number of individuals’ personal data
by relying on advanced information systems and the abuse of
personal data and privacy violations in the field of information
technology is increasing [1].

The lack of scientific integrity in educational environments
that make the most use of technology is an issue that should be
considered. Illegal downloading of software is common among
all social classes specially the students. The use of social
networks is an inseparable part of the lives of many people and
the nature of students. These cases have different effects on
their lifestyle, especially on their academic performance and
the length of their studies [2], [3].

Mohammad Nikbakht

Computer Engineering Department, Faculty of Engineering
University of Zabol
Zabol, Iran

On the other hand, the number of unethical sites is rising
every day and the conditions for access to these sites are easier
than before and the mean age of people who visit these sites is
reduced. Being exposed to the unethical sites also has the
dangers of high-risk sexual behavior, social dilemmas and
mental and psychological problems. Communicating with
anonymous people and visiting them is increasing [4].

A large percentage of users are exposed to moral damages
and IT abnormalities, and having a virtual identity has become
a commonplace cause of many social abnormalities. The
phenomenon of Internet addiction has long been considered in
the developed countries as one of the consequences of the ever-
increasing development of the electronic communications
network and has caused various harms to the individual, family
and society. The excessive use of social networks can lead to
addiction and is not tolerated by many physical communities.
The theft of software, films, music, etc. with copyrights has
become common in some societies.

Unauthorized access to the systems (hacking) is done using
different and new methods and is increasing every day. Today
hackers have posed the greatest challenge against IT ethics and
with a widespread violation, they make numerous attempts to
influence the commercial and banking accounts of individuals
and try to violate individuals’ privacy [1].

Many computer games are violent and stimulate aggressive
antisocial behavior in addition to violent thoughts and feelings.

Today, forging digital documents such as counterfeiting
digital signatures, digital images, etc. is an important topic in
the field of information security and computer ethics. Online
gambling (using online websites where members can
participate in a variety of games without having to be present at
the site, in which everything is done online from opening an
account to transferring funds, withdrawals, playing games, etc.)
is increasing.

Cases such as cyber bullying and communicating with
anonymous individuals, visiting them, sharing the stimulating
content on the Internet, and sharing personal information on
the Internet have been recognized as the dangers of Internet
communications in the new era [2].

All of these cases are examples of issues that affect ethics
in information technology and it is necessary to rank such
issues in terms of society in order to provide a better insight to
provide strategies and programs in which negative measures
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are converted to the positive affairs or ethical issues in the field
of information technology are observed.

The remainder of this article is organized as follows.
Section 2 presents related works. In Section 3, details the
significance and objectives of the study, while Section 4
outlines the methodology and the sampling collection. The data
analysis and results are provided in Section 5, the discussion
and the concluding remarks are given in Section 6 and finally,
the future research is discussed in Section 7.

Il. RELATED WORKS

The high use of the Internet has led to the negligence of
other important parts of life, including sleep, work, and
academic achievement. Users in the Internet environment can
be anonymous and engage in behaviors that are inappropriate
in most physical communities. On the other hand, providing
fast, cheap and convenient access to the unethical sites can be
considered as a disadvantage of the use of the Internet. [5]

Studies have shown that a high percentage of employees in
the workplace use the Internet for non-work purposes.
Meanwhile the most common non-work activities are: visiting
the chat rooms, sports websites and stock investment websites
[6]. Apart from all of this, computers and the Internet have the
potential to violate the privacy of users by hackers [7], [8].
Research shows that 75 percent of American children are
willing to share their personal data and information with other
Internet users in exchange for access to services and products
provided on the Internet, which can be very dangerous [4].

In 2011, a research is conducted on the impact of virtual
social networks on the academic achievement of students at
Birjand University of Medical Sciences in eastern Iran. The
result of this study showed that there is an inverse relationship
between the use of social networks and the student's mean
scores which is similar to the results of other research in this
field. In this study, the most time spent on social networks is
over the nights [9].

A research is conducted on the use of the Internet and
social isolation among Iranian students. The study found that
people who use the Internet and are addicted to social networks
are faced with social isolation. It has also been shown that
Internet addiction is 8.3% higher among Iranian students and
the students who are addicted to the Internet feel lonelier and
have less confidence than normal users [10].

Mobile cameras despite their useful applications could
affect the privacy of others in public places. Although mobile
phones have actually changed today’s lifestyle, almost all of
them are equipped with high-quality digital cameras. These
cameras can capture images of people without their consent,
violate their privacy, be published by the Internet and become
available to others [11].

A study conducted in the United States of America in 2012
among the men showed that exposure to unethical sites has led
to a high-risk sexual behavior among them [12].

Many investigations are conducted on the issue of sexually
transmitted content since 2009 in many countries of the world
including the United States, the United Kingdom, Australia,
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Canada, China and the Czech Republic. It should be noted that
researches conducted in National Campaign for the Prevention
of Juvenile Injuries and Pregnancies in the United States have
presented significant outcomes in the prevalence of sexting
among young Internet and mobile phone users [4], [13].

Aside from an easy access to these websites, animated
computer games have also been developed that allow online
gaming with the opposite sex; therefore, it is clear that a wide
range of users, including children, can easily become addicted
to the computer games while these games can have a lot of
destructive effects [5].

On the other hand, computer games are often associated
with adverse social phenomena such as violence and various
types of addiction among the adolescents. A wide range of
computer games provokes violence indirectly. Violent
computer games not only stimulate violent thoughts and
feelings, but also provoke aggressive and antisocial behaviors
[14], [15].

I1l. SIGNIFICANCE AND OBJECTIVES

Given that ethical abuse in the field of information
technology is increasing, it is necessary to analyze these cases.
The roots and underlying causes of the problems should be
considered in order to provide solutions to prevent them. In this
study it is attempted to examine the ethics of information
technology in the academic fields, identify the existing
challenges, and finally provide solutions to prevent them
because the author believe that if this research is conducted in
an academic setting, these cases can be more precisely
reviewed and it is possible to provide the proposed training and
solutions in a broader manner. Then in the future works this
issue will be discussed in other age groups as well as other
social classes. The main goal in this research is to examine the
ethical challenges in the field of information technology and
provide possible solutions for the improvement of the situation
based on the achieved results.

IV. METHODOLOGY

A. Measurement

The tool for measuring variables and indicators in this
research is the questionnaire. In other words, by filling out the
questionnaire, people’s ideas are recorded and measured. To
collect field information and complete the questionnaire, the
questionnaire is designed online and provided to the statistical
population. All answers to each question as well as the date
and time of response are saved in the Excel file. Then SPSS
software is used to analyze data. In this research the descriptive
and statistical analyses of the software are used and the results
are assessed using the output of this software.

The questionnaire is designed so that all unethical cases can
be considered in terms of student performance. Questionnaire
items are divided into two parts. The first part included the
items that have case options and need to be analyzed
descriptively, and the second part included the items based on
the Likert scale that each one addressed an index and analyzed
statistically. Using the Likert scale [16], one can assign points
to each of these questions and finally rank their questions and
indices. The final score of the questions and indices is also
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calculated by averaging each one. Comparing this mean shows
which question or index has the highest number of agreements
and ranks them from highest to lowest, respectively. It should
be noted that the calculation of the score and the index is only
possible in the case of questions that the Likert scale has been
used in the response options and for other questions the
descriptive statistics are applied.

Responses are based on 5-point Likert scale. Each
respondent was requested to indicate his/her stance on each
ethical statement as 1 (strongly agree), 2 (agree), 3 (not
sure/undecided), 4 (disagree) or 5 (strongly disagree).

Now, with this valuation method it is possible to calculate
the indices obtained by the combination of several questions by
means of averaging the results. For example, to calculate the
Violent Computer Games Index, which includes the items 36
and 37, it is enough to compute the mean value of the answers
to these two questions to get the index number. Table 1
presents the challenges presented in this study with items
related to these issues (first part items - descriptive) and
Table 2 presents the second part items including the items
based on the Likert scale.

TABLE I. ETHICAL ISSUES, NUMBER OF STATEMENTS AND QUESTIONS

USED IN THIS SURVEY (FIRST PART ITEMS - DESCRIPTIVE)

Ethical issues Number of questions | Questions

Computer addiction 2 1,2

Addiction to social 4 3.4,5,6

networks

Addiction to unethical sites | 3 7,8,9

Violent computer games 2 10,11

TABLE Il ETHICAL ISSUES, NUMBER OF STATEMENTS AND QUESTIONS
USED IN THIS SURVEY (SECOND PART ITEMS - THE ITEMS BASED ON THE
LIKERT SCALE)

Number
Ethical issues of Questions

questions

. _— 12, 13, 14, 15,

Privacy violation 6 16,25
Negatlvg behaV|oraI and 3 17,18, 26
personality impacts
Forn_watlon and promotion of 5 19,21
gossip and fake news
Anti-religious propaganda (in

1 20
cyberspace)
Addiction to social networks 2 22,23
Verbal attacks 2 24,27
lelatlon of'ethlcal principles 9 25,35
using a mobile phone camera
Online theft 4 28, 29, 30, 31
Hacking 2 31,34
Copyright violation 2 32,33
Forging digital documents 1 33
Violent computer games 2 36, 37
Online gambling 1 38
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B. Sampling and Data Collection

The statistical population of this study includes 283
students including 147 male and 136 female undergraduate,
postgraduate and PhD students in University of Zabol.
Students’ participation in answering the questionnaire is done
voluntarily and completely anonymous. It is also emphasized
that participants’ information will be used solely for research
and research purposes and will be completely confidential.

V. DATA ANALYSIS AND RESULT

A. Methods of Analysis

Reliability is one of the technical features of the
measurement tools. The concept of reliability is that the
measurement tools give the same results under the same
conditions. Different methods are used to calculate the
reliability coefficient of the measurement tools including
Cronbach’s Alpha method [17]. This method is used to
calculate the internal coordination of the measurement tools
such as questionnaires or tests that measure different
characteristics. In such tools, the answer to each question can
receive different numeric values. The zero value of this
coefficient indicates unreliability and +1 denotes complete
reliability. The reliability of the questionnaire is evaluated
using Cronbach’s alpha coefficient. The Cronbach’s alpha
value of the research questionnaire is 0.731 which indicates the
desirable reliability of this questionnaire.

There are several methods for assessing the validity of the
questionnaire. That Bartlett Test of Sphericity [18] and KMO*
index [19] are used. Bartlett’s test examines the hypothesis that
the observed correlation matrix belongs to a population with
unmatched variables. Also, the KMO index is a method that
takes a value between zero and one and the closer value of
which to one indicates the higher detailed correlations between
the variables (questionnaire items) and the higher validity.
Table 3 presents the Bartlett Test of Sphericity and KMO index
results.

In the present study, Bartlett Test of Sphericity is
significant at a significance level of 0.05 because significance
P <0.05 and also the KMO value is acceptable. Therefore, the
questionnaire has construct validity.

B. Demographic and Professional Profiles

Frequency table of respondents’ educational level is
presented in Table 4.

TABLE Ill.  KMO AND BARTLETT’S TEST

Kaiser — Meyer- Olkin Measures of Sampling

0.621
Adequacy
Bartlett’s Test of Sphericity
Approx. chi- square 1002.9
Significance 0.001
! Kaiser-Meyer-Olkin
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TABLE IV. FREQUENCY TABLE OF RESPONDENTS’” EDUCATIONAL LEVEL
Number Percent

PhD 35 12%

Master’s degree 29 10 %

Bachelor’s degree 209 74 %

Associate’s degree 8 3%

NA 2 1%

sum 283 100 %

As it can be observed undergraduate students form a
significant portion of the statistical population. Also, most
students entered the university in 2012 and 2015. 52% of the
statistical population is the male and 48% is female that the
difference in the number of male and female respondents is not
significant.

C. Analysis of Achieved Results

Since the size of the statistical society is large enough
(more than 30), the use of parametric tests such as T is an
optional example. Therefore, in this study, T-test [20] was used
to check the accuracy of the results. In Tables 5 and 6, the first
(first part items - descriptive) and second (questions containing
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the Likert scale) part items are presented along with the
corresponding indices.

The main items are the ones that have options based on
Likert scale. Each of these questions will also examine a
specific index. Given that the options of these questions
include Likert scale, one can assign a specific point to each of
these questions according to the answers and, finally, the items
and their indices are ranked. In this section, the statistical
description of the answers provided to each question is
discussed. Table 6 summarizes the results regarding the first
objective of the study, namely to addresses the respondents’
attitudes towards ethical IT issues, also known as ethical
orientation.

In this section, the mean score is calculated among the main
items with Likert scale and it is indicated from the highest to
the lowest value in the table below. The items with higher
score are the one that have been more agreed than others; thus
the first questions are the immoral actions with the highest
frequency and the last questions are the immoral actions with
the lowest frequency. Ranking the main questions of the
questionnaire is listed in Table 7.

TABLE V. ETHICAL ORIENTATIONS OF RESPONDENTS TO ETHICAL ISSUES IN IT (QUESTIONS IN THE FIRST PART OF THE QUESTIONNAIRE)

The purpose of the Questions The obtained result

The f usin mputer and checkin iction .
1 o ;et ate of using a computer and checking addictio 15% No compter addiction
2 The reason for using a computer 48 % Addiction to the computer for entertainment and recreation
3 The rate of using virtual social networks 65 % Addiction to virtual social networks
4 The most common reason for using the virtual social 30 Interaction with friends and relatives, and no connection with

networks strangers and finding new friends
5 Membership period in the virtual social networks 67 % Before entering university
6 Times of using the virtual social networks 74 % Night
7 Access to unethical sites through virtual social 37 % Significant access

networks
8 Investigating access to unethical sites over the 40 % Significant access

Internet
9 The rate of use of obscene images and videos 8% No addiction to unethical sites
10 Che_ck_lng the amount of computer games used and 42 % No addiction to computer games

addiction to them
11 Favorite style for computer game 48 % Arcades and sports games
TABLE VI.  ETHICAL ORIENTATIONS OF RESPONDENTS TO ETHICAL ISSUES IN IT (QUESTIONS IN THE SECOND PART OF THE QUESTIONNAIRE- INCLUDE LIKERT

SCALE)
No | Questions Mean | SD SA | A | D SDi NA
1 By communicating with strangers in cyberspace and visiting them... 254 106 | 4 10 45 19 22 0
2 By sharing personal information on the Internet or virtual social networks... 2.26 114 | 4 11 22 32 31 0
3 | allow people with unknown true identity to access my information. 1.73 099 |3 4 9 30 54 0
4 Many profiles on social networks are fake and compromise my privacy 3.65 113 | 25 37 25 7 7 0
5 | t?heck pictures and personal information of others without knowing whether they are ok 259 109 | 2 18 30 31 17 0
with that or not
6 | share many topics that | am not interested in the real world 2.48 1.08 | 3 14 33 28 22 1
7 Social networks have led to social isolation in me 2.63 117 | 8 17 21 38 26 0
8 Most of the cyberspace shared content is unrealistic 3.49 0.93 | 12 43 30 14 2 0
9 Anti-religious propaganda is very common in cyberspace 3.57 1.05 | 18 41 25 13 4 0
10 | have shared the news in cyberspace that | am not sure whether they are real or rumor 211 1.08 | 3 11 15 38 34 0
11 Social networks and the Internet have led to lack of academic progress in me 2.79 122 | 9 23 20 32 15 0
12 -Somal.networks and the Internet have led me to neglect other important parts of life, 3.05 120 | 10 35 16 30 10 0
including sleep, work, and so on
13 With verbal attacks in cyberspace... 1.79 093 |1 5 14 33 48 0
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14 My friends’ consent is not necessary in sharing their photos with me in cyberspace 1.87 097 |3 4 14 37 43 0
15 | feel lonely in cyberspace and have lower confidence 231 1.08 | 4 10 26 34 26 1
16 On the Internet | can express my opinions freely and without any fear 3.47 1.03 | 16 35 31 14 |3 0
17 I am not willing to pay for the software, movies, music, etc., with copy rights 3.22 1.18 | 18 23 28 25 6 0
18 | download software, movies, music, etc., with copy rights that are presented for free 3.76 1.04 |25 | 42 23 5 5 0
19 | have software, movies, music, etc., with copy rights | have paid for but I will share them 362 09 | 16 47 23 12 2 0

with other for free

If needed, | would be willing to pay and enter my bank account information from the bank
20 portals about the authenticits of F\)/\/r:/ich I am not :ure 215 108 |3 1016 |38 |32 !
21 I am more inclined to get free articles than similar articles that are offered on a paid site 3.66 1.05 | 22 38 25 9 4 2
22 | use the research work or artwork of another person without mentioning the source and 248 120 | 6 16 20 | 32 23 2

reference
23 If necessary, | would like to use decoding software to retrieve the information resources of 209 112 |3 10 17 32 37 1

others
24 | use my mobile camera in any public place 2.90 124 | 11 21 30 21 16 1
25 Violent computer games are more appealing to me 2.73 132 | 9 23 22 19 25 2
26 Violent computer games provoke violent thoughts, feelings and antisocial behaviors in me 2.77 128 | 11 17 28 22 20 2
27 I make money through computer games and online gambling 241 121 |5 15 25 23 30 2
Mean of all statements: 2.74
SD: Standard deviation, SA: Strongly agree (%), A: Agree (%), |: Indifferent (%), D: Disagree (%), SDi: strongly disg. (%)

TABLE VII.  RANKING THE MAIN QUESTIONS OF THE QUESTIONNAIRE
No Questions Mean
1 I download software, movies, music, etc., with copy rights that are presented for free. 3.76
2 I am more inclined to get free articles than similar articles that are offered on a paid site. 3.66
3 Many profiles on social networks are fake and compromise my privacy. 3.65
4 I have software, movies, music, etc., with copy rights | have paid for but | will share them with other for free. 3.62
5 Anti-religious propaganda is very common in cyberspace. 3.57
6 Most of the cyberspace shared content is unrealistic. 3.49
7 On the Internet | can express my opinions freely and without any fear. 3.47
8 I am not willing to pay for the software, movies, music, etc., with copy rights. 3.22
9 Social networks and the Internet have led me to neglect other important parts of life, including sleep, work, and so on. 3.05
10 | use my mobile camera in any public place. 2.90
11 Social networks and the Internet have led to lack of academic progress in me. 2.79
12 Violent computer games provoke violent thoughts, feelings and antisocial behaviors in me. 2.77
13 Violent computer games are more appealing to me. 2.73
14 Social networks have led to social isolation in me. 2.63
15 I check pictures and personal information of others without knowing whether they are ok with that or not. 2.59
16 By communicating with strangers in cyberspace and visiting them... 2.54
17 | share many topics that | am not interested in the real world. 2.48
18 I use the research work or artwork of another person without mentioning the source and reference. 2.48
19 I make money through computer games and online gambling. 241
20 | feel lonely in cyberspace and have lower confidence. 231
21 By sharing personal information on the Internet or virtual social networks... 2.26
2 If needed, | would be willing to pay and enter my bank account information from the bank portals about the authenticity of which I am not 215
sure.

23 I have shared the news in cyberspace that | am not sure whether they are real or rumor. 211
24 If necessary, | would like to use decoding software to retrieve the information resources of others. 2.09
25 My friends’ consent is not necessary in sharing their photos with me in cyberspace. 1.87
26 With verbal attacks in cyberspace... 1.79
27 I allow people with unknown true identity to access my information. 1.73

D. Checking the Achieved Results by using a Single-Sample T

Test

In order to evaluate the results the mean score assigned to
each index is examined and using a single-sample T test, the
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difference between the mean score and the value of 3 (the
mean value of the answers of each question) is measured. In
Table 8, the analysis of each index is presented.
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TABLE VIII. T TEST RESULTS FOR THE ETHICAL ISSUES’ INDICES IN THE FIELD OF INFORMATION TECHNOLOGY ETHICS

Index Mean SD D Statistics T significance P Cl

violation of privacy 2.44 0.50 -0.56 - 15.065 0.001 2.37t0251
negative behavioral and personality effects 2.48 0.80 -0.52 -8.844 0.001 2.36t0 2.59
rapid formation and spread of rumors and false news 2.80 0.69 -0.20 -3.873 0.001 2.70t02.90
Anti-religious propaganda in the cyberspace 3.57 1.05 -0.57 7.354 0.001 3.42t03.72
addiction to social networks 2.92 1.08 -0.08 -0.994 0.332 2.76t0 3.08
verbal attacks 2.63 0.67 -047 -7.418 0.001 2.53102.73
online theft 3.19 0.57 -0.19 4.435 0.001 3.11t03.28
Hacking 2.13 0.80 -0.87 -14.872 0.001 2.01t02.24
Copyright violation 3.05 0.92 -0.05 0.725 0.469 2.92t03.18
forging digital documents 2.44 1.23 - 0.56 -6.132 0.001 2.26t02.62
ethical abuse of the camera 2.38 0.80 -0.52 8.943 0.001 3.41t03.64
interest in violent computer games 271 0.99 -0.29 - 4.009 0.001 2.56t02.85
online gambling 241 241 -0.59 -6.511 0.001 2.231t02.59

D: The difference between the mean score and the value of 3, Cl: 95% confidence interval for the average response

For the privacy violation index, the mean value of the
scores is 2.44, which is 0.56 units less than the value of 3, and
the significance of the t-test at the 95% confidence level
(Significance P < 0.05) indicates that the mean response of the
individuals to the privacy violation component has a significant
difference with the value of 3 and according to the 95%
confidence interval, the mean response rate in the community
with a 95% probability is within the range of 2.37 - 2.51. Since
the questionnaire options are defined so that the responses
indicating the violation of the privacy of others tend to the
large numbers (greater than 3) it is concluded that the violation
of privacy is low among the students of University of Zabol
because firstly, the mean response of individuals is less than 3
(to the “completely opposite” or non-violation of privacy), and
secondly, the mean value is significant compared to the
number 3 (Significance P < 0.05).

Similar to the abovementioned analysis and the data in
Table 3, the results in other indicators were obtained as
follows:

e The level of negative behavioral and personality effects
of information technology is low among University of
Zabol students.

e The rate of rapid formation and spread of rumors and
false news in students of University of Zabol is lower
than the mean level.

e According to the students’ opinion of the University of
Zabol, the level of Anti-religious propaganda in the
cyberspace is very common and is at a high level.

e The amount of verbal attacks among the students at
University of Zabol is lower than the mean level.

e The rate of online theft in students in University of
Zabol is higher than the mean level.

e The interest in hacking is low among University of
Zabol students.

e The amount of forging digital documents is low among
University of Zabol students.

e The degree of ethical abuse of the camera is low among
University of Zabol students.

e The level of interest in violent computer games is lower
than average among University of Zabol students.

o Interest in online gambling is low among University of
Zabol students.

For the addiction to social networks index, the mean value
of the scores is 2.92, which is 0.08 units less than the value of
3, and the insignificance of the t-test at the 95% confidence
level (Significance P > 0.05) indicates that the mean response
of the individuals to the privacy violation component has not a
significant difference with the value of 3 and according to the
95% confidence interval, the mean response rate in the
community with a 95% probability is within the range of 2.76 -
3.08. it is concluded that The degree of addiction to social
networks is average among University of Zabol students
because according to the above test the mean value is not
significant in comparison with the number 3 (Significance P >
0.05).

e The degree of Copyright violation is average among
University of Zabol students.

E. Ranking the Ethical and Social Issues Indices in the Field
of Information Technology

In the previous sections, the rate of each index was studied
among students of University of Zabol. Here the Friedman test
[21] is applied to rank these indices. In Table 9, the test result
is presented.

Considering that the Significance P is less than 0.05, the
above hypothesis is rejected at the significance level of 0.05
which means that the rate of ethical and social issues indices in
the field of information technology is different among
University of Zabol students. Table 10 shows the mean values
of each factor, according to which “anti-religious propaganda
is very common in cyberspace in the view of students from the
University of Zabol. Also hacking has the lowest rate among
University of Zabol students.
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TABLE IX.
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FRIEDMAN TEST FOR RANKING THE ETHICAL AND SOCIAL ISSUES INDICES IN THE FIELD OF INFORMATION TECHNOLOGY

Hypothesis

Test statistics Significance P

The rate of ethical and social issues indices in the field of information technology is the same

among University of Zabol students

400.05 0.001

TABLE X.  THE RANKING THE ETHICAL AND SOCIAL ISSUES INDICES IN THE FIELD OF INFORMATION TECHNOLOGY
rank Ethical and social issues indices in the field of information technology Ave. ranking
1 Anti-religious propaganda in the cyberspace 9.96
2 Online theft 9.28
3 Copyright violation 8.73
4 Addiction to social networks 7.78
5 Rapid formation and spread of rumors and false news 7.58
6 Interest in violent computer games 7.24
7 Verbal attacks 6.79
8 Online gambling 6.08
9 Negative behavioral and personality effects 5.97
10 Forging digital documents 5.81
11 Ethical abuse of the camera 5.75
12 Violation of privacy 5.67
13 Hacking 4.35

V1. DISCUSSION

According to the conducted studies and the results obtained
from this study, it can be concluded that ethics in information
technology can be trained to influence the individuals. Given
that there is no mandatory syllabus for students in bachelors
and master and PhD course in lIran on ethical issues in
information technology, such a program seems essential to
cope with the ethical challenges of IT. Previous investigations
also prove this claim [22]-[24].

In some cases, gender has a significant impact on the ethics
of information technology, which can be due to local traditions,
beliefs and cultural factors in Islamic countries. From a
traditional and cultural point of view, women are expected to
have different values than men; therefore, they have different
moral behavior compared to men in different conditions. As
reported in [25] and [26], women are expected to follow
cultural and family values and obey tough constraints.

In terms of intellectual property, the results showed that the
policies of Internet Service Providers (ISPs) and, in general,
the Internet and domestic policies in some countries, such as
Iran, are different than other countries. In Iran, strict software
policies are not enforced, and individuals can download
software and related items freely, while these policies are strict
in some countries and people cannot access these data easily.
Also the effective codes of ethics as well as correct policies
should also be considered. In this section, the research results
are consistent with other researchers’ findings [27]-[31].

Two points of view can be considered for copyrights; the
first point is that copyrights are incentives for creative
production. The second point is that copyright is considered as
a commodity for the consumer, who seeks to use it for free or
at a negligible cost. Using this argument, it can be concluded
that developed countries are struggling to secure the first view
to have the copyright of their own works; on the other hand, in
developing countries there is an attempt to reach a second view
to have access to the copyright easier and at a lower cost. As
the results of this study suggest, the copyright in Iran is not to

be respected as well, and individuals have free access to
software and some other copyrighted works free of charge.
This challenge also requires growth, education and cultural
developments. Also, the infrastructures ness to be corrected
and punishments should be considered for the violation of
copyright.

There are no significant differences regarding privacy
issues at different points as well as gender which indicate that
privacy is a concern for all individuals. The results of this study
also confirm this issue. Of course, the study also shows that
female students are more concerned about their privacy. IT
professionals or computer and IT students, considering that
they have more information on this subject, are more likely to
respect privacy-related issues, which also refers to the training
of individuals. In order to discuss the privacy of access to data,
IT strategies, infrastructures and platform must be properly
defined and implemented. Previous studies confirmed the
results of this research in this regard [32], [33].

In this section a set of strategies and training for controlling
unethical activities in the field of information technology are
presented at the University of Zabol. It is hoped that
considering the mentioned solutions in the previous section and
these strategies and trainings the ethical and social issues will
be respected in the field of information technology and their
challenges are reduced.

e Addiction to
computers:
- To create real and effective recreation and
entertainment instead of virtual entertainments for
students.
- To reduce addiction to social networks, cyberspace
and computers at night, the false policies of some
companies should be eliminated. For example the
lower cost of the Internet at night should be eliminated
by these companies and instead of free download at

social networks, cyberspace and
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night, this feature is provided during the day at a lower
cost rather than the night.

Family control and monitoring can also be an effective
factor in this regard.

Addiction to online unethical sites:

- The most important and effective way to reduce
addiction to unethical sites is to educate people about
the dangers of addiction to it. If people become aware
of the consequences and risks of being exposed to
online unethical sites, the likelihood of such addiction
is reduced significantly.

- There are conditions for non-access to such websites.
In Iran, the filtering rule is an example of such
conditions which is unfortunately not very successful.
Addiction to violent computer games:

- Creating recreational activities, such as creating
diverse sports halls, green spaces and parks, etc., is an
appropriate solution to fill the students' leisure time or
their lack of access to such games.

- Cultural development on the use of such games so
that the hours spent on the computer games is limited.

- Localization of computer games, which means the
production and presentation of domestic computer
games rather than the supply of games by the other
countries. This solution can be effective due to the
match between the computer games and the culture and
beliefs of the country of residence.
Secularization,  anti-religious
blasphemy:

- Informing people and teaching religious issues

- Confronting superstitions

- More monitoring and regulation and adopting stricter
rules

Verbal attacks:

- Non-imposition of beliefs: If people impose their
opinions on a person in the real world, with respect to
freedom of speech the oppressed person may fight with
these beliefs as verbal attacks.

- Lack of bias: Excessive bias may cause abnormalities
among people in cyberspace. Individuals in cyberspace
must also respect each other’s ideas and avoid bias in
their thoughts. “Whoever disagrees with your thoughts
is not your enemy!”

Online theft and Copyright violation:

- Establishing state-specific rules: Unfortunately, in
Iran, copyrights are not respected as they should. In
this regard, the government must enforce strict rules
and even take heavy fines from offenders.

- Crimes shall be considered for sources that allow
illegal downloading or other online thefts.

- Cultural development; the necessary trainings are
needed to raise the level of community culture in this
field.

Negative behavioral and personality impacts:

propaganda  and
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- Families’ education and attention: Families’
education and attention to their children from
childhood play an important role in reducing the
negative effects of behavior and personality.

In general, it is recommended to promote awareness of ICT
ethics among students and individuals. To achieve this, a moral
framework must be created and developed. In addition, in order
to promote ethics, universities, as well as schools, must
actively develop ethical education in their curriculum to
increase ethical awareness among students as the future
representatives in the IT market.

CONCLUSION

In this study the ethical and social issues in the field of
information technology is evaluated. Ethical issues in the field
of information technology are ranked by the results of
statistical analyses. According to the students’ opinion, anti-
religious propaganda had the highest prevalence in cyberspace
among the indices that With Informing people, teaching
religious issues, more monitoring and determine the correct
rules it can be reduced. Also hacking was also ranked in the
last place. According to the conducted studies and the results
obtained from this study, it can be concluded that ethics in
information technology can be trained. Therefore, mandatory
syllabus for students in bachelors and master and PhD course
on ethical issues in information technology seems essential to
cope with the ethical challenges of IT. Finally, a set of
strategies and training for controlling unethical activities in the
field of information technology was presented with the hope
that their challenges are reduced.

VII. FUTURE RESEARCH

As noted earlier, this study has studied public awareness of
some ethical issues in information technology among students,
but the age related issues have not been addressed. Further
research can consider on cultural differences, the gender based
conditions, intellectual property rights and also user privacy
behaviors in social network.
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Abstract—The intelligent use of resources enabled by Internet
of Things has raised the expectations of the technical as well as
the consumer community. However there are many challenges in
designing an loT healthcare system, like security, authentication
and exchanging data. The 10T healthcare system, is transforming
everyday physical objects, medical devices that surround us into
an embedded smart healthcare system. Public healthcare has
been paid an increasing attention given the human population
and medical expenses exponential growth. It is well known that
an effective monitoring healthcare system can detect
abnormalities of health conditions in time and make diagnoses
according to sensing (WBSN) data. This paper propose a general
architecture of a smart mobile 10T healthcare system for
monitoring patients risk using a smart phone and 5G. The design
of multi-protocol unit for universal connectivity. Web and mobile
applications developed to meet the needs of patients, doctors,
laboratories analysis and hospitals services. The system advises
and alerts in real time the doctors/medical assistants about the
changing of vital parameters of the patients, such as body
temperature, pulse and Oxygen in Blood etc... and also about
important changes on environmental parameters, in order to
take preventive measures, save lives in critical care and
emergency situations.

Keywords—IoT; multi-protocol; smart mobile healthcare

system; WBSN; android; 5G

I. INTRODUCTION

With a rapid growth of human population and medical
expenditure, mobile loT healthcare becomes one of most
significant issues for both individuals and governments.
Meanwhile, according to a report from the World Health
Organization (WHO), the problem of population aging is
becoming more serious. Health conditions of aged people
usually need to be checked more frequently [1], which poses a
greater challenge to existing medical systems [2]. Therefore,
how to identify human diseases in time and accurate manner
with low costs has been paid an increasing attention [3]-[5].
Moreover in science and technology industries, it has been
observed that whenever a person is exposed to overwork, it
mostly leads to fatigue. If this condition continues unattended
this might lead to other complications such as heart diseases
and sometimes even cause a major drop of oxygen level in the
body. It eventually becomes fatal for that person. Likewise, a
large number of workers who are exposed to aggressive
environments die due to cardiovascular diseases every year.
The present world population also has an increase in the
number of aged people who seek health care. The majority of
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them lives alone or remains inside their home. Hence, in case
of emergency situations, if the patients do not get the
immediate medical care, the chances of death become high.
Therefore a healthcare system for monitoring the vital signs of
the human body would be a smart way to prevent such
situations [6]. These vital signs which include body
temperature, heart or pulse rate, respiration rate, blood pressure
and oxygen saturation level, are measurements of the body’s
most basic functions which are useful in detecting or
monitoring medical problems [7]-[9]. A specific l0T healthcare
system fills in this gap by acting as multi-protocol platform
between public network and local WBSN with specific needs.
10T is a network of connected Things with embedded system
allowing them to sense, report, control remotely and sometimes
take decisions. The concept of objects with electronics
connected to a network has existed for quite a while now.
While the premise of connection to the Internet increases reach
of 10T [10]-[12], it also poses some challenges. First challenge
is that many loT nodes have limited memory, storage and
computation capabilities and are not able to connect to the IP
based networks directly. Second challenge is the universality of
connection protocols.

This paper aims to provide measures of physiological
parameters such as body temperature, pulse rate and oxygen
saturation level. The physiological data are processed using
5G, body sensors coupled to an Arduino and RasberryPi
boards. The mobile healthcare system (loT platform) is
designed to gather Biometric information. This information can
be used to monitor in real time the state of a patient or to get
sensitive data in order to be subsequently analyzed for medical
diagnosis, using an android application, web services and
multi-protocol unit. The design of specific multi-protocol unit
for universal connectivity of WBSN. The smart mobile
healthcare system advises and alerts in real time the
doctors/medical assistants about the changing of vital
parameters of the patients and about important changes in
environmental parameters, in order to take preventive
measures, save lives in critical care and emergency situations.

The remainder of this paper is organized as follows.
Section 2 describes some related works, and Section 3 explains
the architecture of a smart mobile healthcare system. Section 4
discusses  specific  multi-protocol  unit  for universal
connectivity. Section 5 shows the transfer of the temperature,
from body sensor to the android mobile interface. Section 6
present some Android interfaces for doctors, the system
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advises and alerts via Android interface in real time
doctors/medical assistants about the changing of patient’s vital
parameters. Section 7 present the study of the existing system
and the different use case diagrams, the class diagram contains
attributes, methods, and associations of objects. Section 8
shows the web application developed to meet patients’ and
doctors’ needs, analytical laboratories and hospitals. Finally,
Section 7 draws some conclusions and discusses some possible
directions for future research.

Il. RELATED WORK

Wireless body sensor network (WBSN) may engage
different technologies at different levels [13]-[18]. So many
issues of researches are then opened to be studied such as
energy consumption, architecture, routing solution and
communication protocols. In [19], the authors propose
solutions to the energy minimization problem and network
lifetime maximization problem based on intelligent time and
power resource allocation in WBSN context. Both problems
are formulated and solved as geometric programming. In [20],
the authors propose a relay based routing protocol for Wireless
in Body Sensor Network. Network lifetime maximization and
end-to-end-delay problems are formulated and solved with
linear programming. However, No systematic scheme is
proposed to address the optimal relay location consideration.

Furthermore, since the model proposed considers only
routing layer, it fails to formulate a cross-layer optimization
problem. Considerations on other layers, such as power control
technique, are neglected. In [21], the authors propose a
mathematical optimization problem that jointly considers
network topology design and cross-layer optimization in
WBSNS.

For comparative purposes, many works are focused on the
revision of each type of health sensor and the way of
communication with the server or the other sensor. Wen-Tsai
Sung et al. [22] proposed a measurement system which
monitors the physical condition of the users. It helps them to
maintain healthy physiological conditions. These three
modules (ECG, blood pressure and oxygen saturation) will
record the physiological signals and then send the data to a
mobile device. The system focuses upon three communication
system for data transmission (RS-232, ZigBee, and Bluetooth).
The data is viewed on an Android mobile device and then
immediately sent to the cloud server through Internet.
RenGuey Lee, et al. [23] proposed a system to prevent and
control the physiological parameters affected by both chronic
diseases: hypertension and arrhythmia. The system is a role-
based smart mobile care system with alert mechanism. Each of
these persons uses a mobile phone device to communicate with
the server setup. This system uses physiological signal
recognition algorithms in commercial mobile phones with
Bluetooth communication capability. William Walker, et al.
[24] proposed a system to monitor the blood pressure of a
patient. The data has been transferred to a monitoring center
using wireless sensor network. The data is displayed and stored
there. The Blood Pressure data acquisition module is interfaced
with a user-friendly graphical user interface. It monitors
current and past measurements for all patients through wireless
transmission. Zhe Yang et al. [25] propose an architecture of
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an ECG monitoring system based on the Internet of Things
cloud. The ECG data gathered from the human body is
transmitted directly to the 10T cloud using Wi-Fi.

In conclusion there are many ways to communicate with
the sensors such wired link, Bluetooth, ZigBee, Wi-Fi... This
paper propose to unify most of them into one specific multi-
protocol unit for universal connectivity.

I1l. ARCHITECTURE OF A MOBILE HEALTHCARE SYSTEM

The basic functions of a smart healthcare application
include ECG waveform and display pulse and oxygen in blood
[26], body temperature [27], [28], etc. Also through smart
phone screen or printed paper media, indication as well as
simple user interface through buttons.

More features, such as patient record storage through
convenient media, multiple levels of diagnostic capabilities are
also assisting doctors and people without specific trainings to
understand how to use smart loT healthcare application and
their indications conditions.

Smart wireless body sensors networks are applications that
measure Pulse and Oxygen in Blood. Results can be saved for
future reference and track of multiple people with individual
profiles can be kept, (see Fig. 1). This application has access to
the following:

Wireless network communication, Full network access,
allows the application to create network sockets and use
custom network protocols. The android interface receives data
from WBSN through Wi-Fi, ZigBee or Bluetooth, so this
permission is required to send data through the Web.

The access to Bluetooth, ZigBee or Wi-Fi settings, allows
the application to configure the local device, and to discover
remote devices. Network allows the application to view
information about network connections such as which
networks is connected.

Smart phone

_____ E ZigBee
B
I Wi-Fi I
Ly=~=~=~"=======-
! Bluetooth I
_____________ I
N
Computer
FeEE_____-———- 1
. Web |, Database |
_____________ VUr
Embedded system
i 1
' Body |
U -

Fig. 1. Architecture of smart mobile healthcare system.
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A. Specification of Requirements

It is essential to understand the stakes and the needs of the
users to arrive at an adapted computer tool in the time allowed.
This is the specification of the services offered to the users and
provided by the system to be designed. Within this framework,
two types of needs are to be studied:

e Functional requirements.
¢ Non-functional requirements.

Beginning by identifying the actors of our application
afterwards making clear the functionalities offered to the users.

B. ldentification of Actors

The actor represents the external entity that acts on the
system (operator, other system ...). It can view or change the
system status. In response to the action of an actor, the system
provides a service that corresponds to its need.

e The doctor: It is the one who does the registration in the
web application to manage his patients and to monitor
remotely each one.

e The Patient: It is the Smartphone user who wants to use
the mobile application in order to contact his doctor and
send him the results of the medical analysis performed.

C. Specification of Functional Requirements

Functional needs or business needs represent the actions
that the system must perform; it only becomes operational if it
satisfies them. They express an action that the system must
perform in response to a request (see Fig. 2). These are the
functions, operations or transformations that the application
must perform. Our application should mainly cover the
functional requirements shown in the following table (Table 1).

TABLE I. FUNCTIONAL REQUIREMENTS

Actor Functionalities

Authentication Management.

Profile Management.

Patients Management.

Messages Management.

Notifications Management.

Appointments Management.

Medical analysis Management and monitoring of patient.
Medical prescription Management.

Doctor

Authentication Management.
Profile Management.
Subscription Management.
Messages Management.
Medical analysis Management.

Patient

Vol. 8, No. 10, 2017

Fig. 2. Case diagram use.

IV. SPECIFIC MULTI-PROTOCOL UNIT FOR UNIVERSAL
CONNECTIVITY

Connectivity is essential in any networked system. If the
application is highly distributed, more than one type of
protocols may be used. Such as one could use Wi-Fi or ZigBee
for local network communication and use 4G or 5G for wide
area communication [20]. The main function of this link is to
transfer the information gathered and processed by the end
node to the application software or based service. Connectivity
is always in duplex form. It acts for communication between
application software and local hardware. Bluetooth, Wi-Fi,
ZigBee, etc. are types of local connectivity used for house or
office automation projects. GSM, 4G, 5G and RF are other
types of connectivity used for long range communication.
Some of the Bluetooth, GSM or RF modules are readily
available in marketplace. The rest of the complex modules
need to be built specifically depending on the application
complexity.

A. Multi-Protocol Unit Designed for the 10T Platform
In general, each unit should carry out the following steps:

e Wait for and detect connected devices.
e Determine the device's accessory mode support.
e Attempt to start the device in accessory mode if needed.

e Establish communication with the device if it supports
the Android accessory protocol.

1) ZigBee module: The ZigBee protocol was developed
with low-cost, low-power consumption, two ways wireless
communications standard. Solutions adopting ZigBee standard
are embedded in consumer electronics, PC peripherals, and
medical sensor applications.
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2) Bluetooth module: The functional requirement for
Bluetooth networking encapsulation protocol includes the
following, support for common networking protocols such as
IPv4, IPv6, IPX, and other existing or emerging network
protocols as defined by the Network protocol types. Many
protocols are used for various computing devices together.
Although IPv4 and IPv6 are perceived as the most important
networking protocols, it is a requirement that Bluetooth
Networking is able to support other popular protocols Low
Overhead.

3) Wi-Fi module: Wi-Fi is a new technology defined by
the Wi-Fi Alliance aiming to enhance direct device to device
communications.

Thus, given the wide base of devices with Wi-Fi
capabilities, and the fact that it can be entirely implemented in
software over traditional Wi-Fi radios; this technology is
expected to have a significant impact.

To connect several sensors on the same platform using
different protocols, one has to think about the conversion of the
protocol. Then designing and developing an HTML interface
for multi-protocol exchanger. The HTML interface (Fig. 3)
showed the desire choice of exchange protocols:

e Wi-Fi to Bluetooth

e Ethernet to Bluetooth
e Ethernet to Wi-Fi

e ZigBee to Bluetooth
e ZigBee to Wi-Fi

Fig. 4 shows the data transfer between the HTML interface
and the hardware part. Using an Arduino board coupled with
several modules such as Wi-Fi, ZigBee, and Bluetooth. The
Arduino board is programmed using C Language.

Please select the desired conversion type :

WiBuetooh | EfemetBetnh | Efeneh\ | ZgbesBleiuoh | Sfes i

Fig. 3. HTML interface of specific multi-protocol unit for universal
connectivity.

Vol. 8, No. 10, 2017

Fig. 4. Pulse and oxygen in blood sensor (SPO2).

V. WBSN FOR MONITORING PARAMETERS OF IOT
HEALTHCARE SYSTEM

The 10T technology is a very important key in Wireless
Body Sensor Network (WBSN) [29]. It connects a set of
sensors into a network through wireless communication
system. The sensor nodes are normally lightweight,
inexpensive, easy to deploy and maintain, but the capability
and functionality are limited by resources (sensors, processors,
memories, energy sources, etc.) [30]. Specific multi-protocol
unit, web and mobile applications, are emphasized in the
design of our loT platform for healthcare.

The sensors can be used for collecting and transmitting
information about their surrounding environment using android
interfaces and web.

The data is sent through Wi-Fi, ZigBee or Bluetooth
independently of protocol used by the sensor.

Pulse oximetry a noninvasive method of indicating the
arterial oxygen saturation of functional hemoglobin. Oxygen
saturation is defined as the measurement of the amount of
oxygen dissolved in blood, based on the detection of
Hemoglobin and Deoxyhemoglobin. Two different light
wavelengths are used to measure the actual difference in the
absorption spectra of HbO2 and Hb. The bloodstream is
affected by the concentration of HbO2 and Hb, and their
absorption coefficients are measured using two wavelengths
660 nm (red light spectra) and 940 nm (infrared light spectra).
Deoxygenated and oxygenated hemoglobin absorb different
wavelengths. Fig. 5 shows the data transfer (Pulse=98cpm,
Oxygen=88%, in blood) from sensor to the android interface.
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2 "

] &
@ E-health application

Pulse = 98cpm
Oxygen = 88%

Fig. 6. Android interface: body temperature.

This sensor allows measuring the body temperature. It is of
great medical importance to measure body temperature. The
reason is that a number of diseases are accompanied by
characteristic changes in body temperature. Likewise, the
course of certain diseases can be monitored by measuring body
temperature, and the efficiency of a treatment initiated can be
evaluated by the physician. The transfer of the temperature,
from body sensor to the android mobile interface is given in
Fig. 6.

All data are transferred in real time to the doctor in two
ways: a mobile or web interfaces.

VI. ANDROID INTERFACES

Android allows implementing device specifications and
drivers. The hardware abstraction layer (HAL) provides a
standard method for creating software hooks between the
Android platform stack and hardware. The Android operating
system is also an open source, to develop interfaces and
enhancements. To ensure devices maintaining a high level of
quality and offering a consistent user experience, each device
must pass tests in the compatibility test suite (CTS). The CTS
verifies devices to meet a quality standard that ensures running
applications reliably. Users have easily a good experience for
details on the CTS. Internet of Things based on

Vol. 8, No. 10, 2017

Communication Technologies play a significant role in
Healthcare systems and has contribution in development of
medical information systems.

The development of loT platforms using android
applications ensures and increases the patient’s safety and the
quality of life and other healthcare activities. The tracking,
tracing and monitoring of patients and healthcare actors
activities are challenging research activities. The system
advises and alerts via Android interface in real time
doctors/medical assistants about the changing of vital
parameters or the movement of the patients and also about
important changes in environmental parameters, in order to
take preventive measures.

In the experimental 10T platform, two main actors are used:
patients and doctors.
A. Android Unit for Doctors

This section present some Android interfaces for doctors.
Fig. 7 shows the registration and the doctor desk. The doctor
can make a registration or unsubscribe freely.

For more account security of the doctors, each one should
have a code (see Fig. 8).

DescDoctor

Register

ff e VR

1

Subscription with success of adam to
Doctor Azerty

Fig. 7. Register and doctor desk access.

Type Doctor Code :

Cancel

Fig. 8. Doctor typing a code.
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B. Android Unit for Patient

For proper platform operations, it’s necessary to develop Profile
some android interfaces, as mentioned in Fig. 9 to 12. In effect
the patient can make a registration (Fig. 9) and after the [
authentication a window of the main menu opens (Fig. 10). [ )

The main menu contains several choices:
e View Profile: For updating profile.

e Doctors List: To see the list of doctors in the various
services.

e New Exam: To receive the list of new exams given by
his doctor.

e Medical Exams: History of analyzes and medical
prescriptions.

Fig. 11. Patient profile.

NewExam

Fig. 9. Patient main menu.

a ¢ CESEEv 7 J | 5:39 Pr

DocCom_App Fig. 12. Patient send medical test.
ﬂﬁ"h@@@ﬁ G::i?

DoctorsList

Fig. 10. Patient authentication.

Fig. 13. Doctors list.

The patient can see his profile, choose his doctor and send
medical test (Fig. 12 and 13).

152 |Page
www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

VIl. STATIC ASPECT: CLASS DIAGRAM

Class diagrams are UML diagrams used to model the
entities (classes) involved in the system as well as the different
relationships between them. The class diagram contains
attributes, methods, and associations of objects. Indeed, an
object is an identifiable entity that may have a physical
existence (a person) or not have it (message). Each object has a
set of attributes (object structure) and a set of methods (object
behavior). A set of similar objects (having the same structure
and behavior) forms a class of objects. Attributes and methods
can then be defined in common at the class level. Obviously,
classes in RAM are often linked to persistent data (stored in
database, in files, in directories, etc.).

Based on the study of the existing system and the different
use case diagrams, have been able to identify the main classes
illustrated in Fig. 14 for a clearer view of the system under
study. From this diagram, the entities of the corresponding
database are cleared in the application to be developed.

VIIl. WEB APPLICATION

There are many communication protocols which can be
used by the 10T healthcare to communicate with the web and
mobile applications. Here discussion some of the popular
technologies along with their pros and cons.

Plain HTTP: This is by far the most ubiquitous protocol.
It’s widely accepted by servers and being backed by Internet
standards, has least compatibility issues. It also maps naturally
with the RESTful APIs. However it suffers from large
overhead in form of HTTP headers and text based format. It is
stateless despite being run on top of TCP. That makes it
unsuitable for real-time usage. The client must send a request
in order to get a response (command) from the server. Client
has to keep polling for updates from the server.

CoAP: Constrained Application Protocol can be considered
to be binary version of HTTP. It improves on some limitations
on HTTP. It has very concise headers and supported binary
data format thus reducing the overhead. It can be used on top
of TCP or other transport as well even SMS. CoAP packets can
be easily translated to a HTTP packet. However because of
negligible Internet infrastructure support it does not run well
with firewalls, proxies and routers. Thus this protocol is only
suitable for private networks typically inside the sensor
network.

Web Sockets: It is a new protocol also backed by web
standards. It has the same addressing and handshake
mechanism as used by HTTP, thus making it compatible with
existing network infrastructure. Once handshake is complete it
switches to duplex communication on top of TCP. This makes
it suitable for real time, two way communication. It’s
especially suited in shared hosting environments and gateways
operating behind proxies.

MQTT: Is also a popular protocol running (optionally) on
top of TCP. It has a topic subscriber model. Though more
suited for broadcasting messages to interested gateways, it’s
also used for gateway to server communication. It has some
features like last message persistence and will and testament
message that make it useful for 10T application.

Vol. 8, No. 10, 2017

AMQP: This perhaps is the most suited protocol for
gateway server communication. This protocol acts as a storing
queue and ensures that packets are not lost, even in case of
temporary outage.

XMPP: Extensible Messaging and Presence Protocol is a
popular protocol used by chat clients for real time
communication. It standardizes lot of things like user
authentication and message IDs. However owing to its
complex specification and exchange of data using verbose
XML format makes it suitable for 10T applications.

Here the flexible design for sensor data monitoring and
control is presented. The application is a generic one without
special requirements for security or reliability. The goal of this
application is to replace a traditional and manual system with
an intelligent computing solution that allows physicians to
manage patients and their medical records by replacing
conventional medical records on paper with computerized
medical records and on the other hand allowing patients to
follow their doctors and update them about their state of health
(Fig. 12).

The web Application called DocCom offers security for
every doctor, in fact everyone must make a registration in his
domain of specialty (see Fig. 15).

Fig. 15. Registration interface.
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DocCom Application

Fig. 17. Adding new patient.

As you can see in DocCom application (Fig. 16) the Doctor
profile contains the following headings:

e User name,
e Specialty,
e Security code.

Doctor can either view profile or update profile information
by choosing an action. At the top right of the interface you can
see two icon the first for notification and alert in real time and
the second for emails.

The doctor can add a new patient by entering the following
information (Fig. 17):

e Email address,

e First name,

e Last name,

e Birthday,

e Gender,

e Phone number,

e City and Address.

Patient management is done using the notification as shown
in Fig. 18. The doctor can directly see the notification of each
patient and respond. By mail the doctor can receive medical
analysis tests sent by the patient or by the laboratory of medical
analysis. The doctor may send a medical prescription or a
medical analysis test for each patient. In case of emergency the
doctor can send an alert to a nearest medical center.

Vol. 8, No. 10, 2017
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Fig. 20. Medical consultation management: medical tests sent by the patient.

The above interface shows the list of patients for each
doctor, of course he may do the necessary acts for each patient.
The doctor can see the historical of medical tests and historical
of medical prescriptions for each patient.

DocCom (Fig. 15 to 20) is the web application developed
to meet patients’ and doctors’ needs, analytical laboratories and
hospitals. Each user can create an account, the patient send
medical analysis to the doctor via DocCom mobile application,
the doctor answers by a medical prescription or by an
appointment at the hospital. In the critical case of a patient, his
doctor receives an alert on his smart phone and on the web
application DocCom, so the doctor can do the necessary
actions.
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IX. CONCLUSIONS

The smart 10T for healthcare system has been designed. It
aims to help patients to consult anywhere doctors, and doctors
to follow up patient’s requests and data. It uses Wireless Body
Sensor and information technologies to provide remotely
clinical healthcare. It helps to reduce distance barriers and
improve access to medical services. It is also used to save lives
in critical care and emergency situations inside cities and rural
communities.

A mobile application allows:

e The patient to connect via loT platform.
e Sensing the health parameters.

e Contacting the doctor.

e Sending in real time and easily the results of performed
medical tests.

¢ Following the medical record.

The physician doctor manages patient’s consultations and
remote follow-up.

Today’s 4G and 5G networks use the latest technologies
and continue to offer faster data access. The mobile Internet
inspires researchers to meet faster data transmission with
greater capacity.

Mobile healthcare application concepts have been
developed over many years and some have become widely
used. It is very important for doctors and patients to be in touch
in real time through the same cloud plate form. Healthcare can
be improved when reducing time of communication and
diagnosis.
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Abstract—This article describes a genetic algorithm for the
optimization of the Trellis Coded Modulation (TCM) schemes
with a view to achieve a higher performance in the multipath
fading channel. The use of genetic algorithms is motivated by the
fact that they are capable of performing global searches to
retrieve an approximate solution to an optimization problem and
if the solution is unknown to provide one within a reasonable
time lapse. The TCM schemes are indeed optimized by the
Rouane and Costello algorithm but the latter has as major
disadvantage high requirements in both computation time and
memory storage. This is further exacerbated by an increase in
the encoder rate, the number of memory piles and the depth of
the trellis. We describe a genetic algorithm which is especially
well suited to combinatorial optimization, in particular to the
optimization of NP-complete problems for which the
computation time grows with the complexity of the problem, in a
non-polynomial way. Furthermore this opens up the possibility of
using the method for the generation of codes for channel
characteristics for which no optimization codes are yet known.
Simulation results are presented, that show the evolutionary
programming algorithm on several generations of populations
which only exhibit a medium probability of exchanging genetic
information.

Keywords—Trellis Coded Modulation; free distance; genetic
algorithm

I.  INTRODUCTION

Multilevel modulation of convolutionally encoded symbols
was a technique known before the introduction of TCM. The
innovative aspect of TCM is the idea that convolutional
encoding and modulation should be treated as a unique
operation and not as separate entities [1].

As a result, instead of first demodulating and then decoding
the received signal, the demodulation and decoding are
combined, by the receiver, in a single process. Consequently,
the parameter governing the performance of the transmission
system is no longer the free Hamming distance of the
convolutional code, but becomes the free Euclidean distance
between transmitted signal sequences, over the additive white
Gaussian noise channel. Thus the optimization of the TCM
design will be based on Euclidean distances rather than on
Hamming distances, so that the choice of the code and of the
signal constellation will not be performed separately. To this
end, much research has been done to optimize TCM encoder
schemes by maximizing the free distance as is the case in
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Rouane and Costello’s work [2] which defines an algorithm
aiming to maximize the free distance which computes the
spectrum of linear, regular and quasi-regular trellis codes.

This optimization has not only affected the design of TCM
schemes but has also affected the points of constellations
where Matthew C Valenti [3] had described a genetic
algorithm for solving the symbol labelling problem and
extending the algorithm to optimize their location in the signal
space. Yang [4] describes a search method, based on genetic
algorithms, to solve the problem of the signal constellations
mapping which minimizes the BER of the system. In [5]
Confessore describes a genetic algorithm to design satellite
constellations for regional coverage. The performance was
tested by evaluating optimal satellite configurations both for
global coverage and for regional coverage and an extensive
series of computational tests was performed to validate the
meta-heuristic approach proposed for regional coverage. Tania
[6] made use of a genetic algorithm to maximize the percent
coverage and minimize the revisit time for a small satellite
constellation with limited coverage. Anit Kumar [7] studied the
encoding in genetic algorithms which is essentially dependent
on the type of problem and examined different coding schemes
according to the problems in which they are used.

In fact, genetic algorithms are used by large companies to
optimize schedules and design products which can range from
large aircrafts to tiny computer chips or to medicines [8]. They
thus make use of the power and efficacy of genetic algorithms
which are able to find solutions to problems that other
optimization methods cannot handle because of a lack of
continuity, derivatives, linearity, or other features. Our work
aims to optimize the TCM scheme for which we propose a
genetic algorithm to design and optimize the placement of
branches which are used for the systematic and parity bits and
the connectivity of the memories between them. By letting the
design evolve over several generations, new encoder formats
are found with lower binary error levels than had previously
been obtained by applying one of the two modulation
techniques QAM or PSK depending on the choice of encoder
rate.

The remainder of the paper is organized as follows:
Section Il provides a model of the system under consideration.
Section 111 provides the simulation results with a comparison of
the initial and second population; the best code generated by
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the genetic algorithm as compared to the Ungerboeck code in
the cases of three, four and five memories. Section IV
concludes the paper.

Il. SYSTEM MODEL

Genetic algorithms are a type of optimization algorithm
used to find the optimal solution(s) to a given computational
problem that maximizes or minimizes a particular function. In
this article, our goal is to maximize the free distance using a
genetic algorithm. Before giving the fitness function, we will
first provide a definition of free distance.

A. Definition of Free Distance (d free)

Fig. 1. Two pairs of paths diverging at time n = 0 and reaching the same
states at the same time.

Free distance represents the shortest distance between two
divergent paths starting from the same point (state) and
returning to that point as quickly as possible as shown in Fig.1.
This distance represents the distance between two nearest paths
without error.

B. Design of the TCM Encoder

The generic TCM encoder, proposed by Ungerboeck [1], is
presented in Fig. 2. It allows the generation from m input bits
(within the input symbol u,), an output that contains the m
systematic bits and a parity bit produced using a combination
of the m input bits and the last state of the encoder memory of
size v that yields a coding rate R = % The design of a TCM

encoder consists in the determination of the parameters h;;, i€
{0,1,..,m} and j € {0,1,...v}, which can take values
from{0,1}. The TCM encoder, presented in (2), imposes the
following assumption: hyg = hy, = 1 and hyy = hy, = 0,i €
{1,..,m}.

Fig. 2. Generic TCM encoder [1].

Vol. 8, No. 10, 2017.

The TCM encoder can be represented, using the parameters
hi;. by polynomials H;(D) of the variable D as

follows: H;(D) = ¥%_ h;;.D’, i €{0, ....,m}, or by the code
generator (hg, hy, ..., hyy,) Written in octal [9].

Let G be av x v matrix which describes how the state
variables at time n+l are related to the state variables at time n,
and let T be a v x m matrix which describes how the symbols
at time n+l depend on the input symbol at time n. Using these
relationships, the future state (S,,,,;) of the encoder in Fig. 2 can
be constructed as follows:

Sper = G.Sp + T.uy 1)

Where, u,, is am X 1 vector describing the current input,
and S, is a v x 1 vector describing the current state.

Equation (1) can be expressed as a polynomial using D-
transform as in [10].

S(D) = (I.D + G)™'T .x(D) )

- ”*@
A4

Fig. 3. Example of a 16-state TCM encoder [1].

e Example on TCM encoder.

Consider the 16-state rate 2/3 TCM encoder shown in
Fig. 3 where “@” represents the operation of XOR and “D”
represents the memory or the shift register of the TCM
encoder.

The TCM encoder in Fig. 3 has three polynomials
expressed as:

Hy(D)=D*+D +1
H1(D) = D?
H,(D) = D*+D*+D

and, the code generator is (h, = 10011, = 234, hl =
00100, = 044, h, =01110, = 164), or in shorthand (23, 04,
16).

The matrix representation of this encoder configuration is
given by

0 0 0 1 0 0
_1 0 0 1 _1 0 _
G—O 10 0 and T—1 1andE—O 0
0 0 1 0 1 0

C. TCM Encoder Representation using a Genetic Algorithm

Fig. 4 represents the TCM encoder with rate 2/3 comprising
three branches, two of which represent the systematic bits and
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one represents the parity bit. “@” represents the operation of
XOR and “D” represents the TCM encoder memory.

RATEEY

N L/

—
Y

-

The TCM encoder in Fig. 4 has three poI%/nomiaIs
expressed as: h0 (D) = D%+1; h1 (D) =D; h2 (D) = D?, and the
generator code is (h0 = (1001), = (11)g, h1 = (0010), = (02)s,
h2 = (0100)2 = (04)8

The matrix representation of this encoder configuration is
as follows:

Fig. 4. Example of an 8-state TCM encoder [1].

0 0 1 0 0

G=1 0 0 , T=0 1 andthe output of the encoder
0 1 0 10

E=[0 o]

D. Binary Coding of the TCM Chromosome

The term chromosome refers to a numerical value or values
that represent a candidate solution to the problem that the
genetic algorithm is trying to solve [11]. Each candidate
solution is encoded as an array of parameter values, where the
performance of a genetic algorithm depends highly on the
method wused to encode this candidate solution into
chromosomes and on what the fitness function is actually
measuring [12].

In our work we represent the TCM encoder as an array with
binary values which represent the three variables matrix G, T,
E Where G = [001100010], = [98]10, T = [001010], =
[10]10, E=[00],=0.

TABLE I. CHROMOSOME OF THE TCM ENCODER

11 (1)1 ]1 (11 |1

23]4)5]6)7 o123 |45 |6 |7

0[1]1

o
o
o

lj C 0|1 ]JO0OJ1]0 OO
Y Y

o

G=
98

0 0

= —

»  The size of the chromosome in Table 1 is equal to
17 bits in the case of three (3) memories, 26 bits
in the case of four (4) memories and 37 bits in the
case of five (5) memories.

Vol. 8, No. 10, 2017.

» Some data is handed down by the parents, from
one generation to the next. These are the
hereditary genes. In our case to keep the same
characteristics as for a recursive convolutional
encoder the following cell indexes remain
unchanged (Table 2) and are inherited by all the
new generations of the TCM chromosome.

TABLE II. CELLS INHERITED FROM THE FATHER
3 4 5 7 8
1 1 0 0 1

In this paper, we work on recursive systematic code where
matrix G represents the connectivity of the memories between
them. In matrix G, value 1 (first row, last column) is set in
position G [1, m], which makes the encoder recursive. Matrix
G can be represented by 4 possible cases, as follows:

0 0 1 0 0 1 0 0 1 0 0 1
G=1 0 0or=1 0 0or=1 0 1or=1 0 1
01 0 01 1 0 10 01 1
In the case of matrix “T”, as shown in Fig. 5, there are six
(6) possible connexions. The number of possible cases for
matrix “T” is equal to 2M™ where “Ne” represents the
number of bit per symbol and “m” represents the number of

XX —%—>
R

Fig. 5. Branches of systematic bits with six (06) possible connexions.

Finally, vector E represents the output of the TCM encoder,
where the output of the encoder takes four candidates as
follows: E=[00]or [01] or [1 0] or [1 1].

E. Reproduction of the TCM Encoder Operations using the
Genetic Algorithm

Genetic algorithms can be applied to any process control
application for the optimization of different parameters.
Genetic algorithms use various operators viz. crossover,
mutation for the proper selection of an optimized value. The
selection of the appropriate crossover and mutation technique
will depend on the encoding method and the problem
requirement [13].

e Crossover: Applies to two different individuals where
the result is:

»  Chromosome formed from the genes of its two
parents.

» Two children are “produced” for the next
generation.

»  The decrement percentage is fixed.
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A parent 1: Initialization of population

ofof1|1]ofol|r|o]o|o|z|o|1|glo]o [oTo[ATiTo oo afoJofJo1[o[1]0o]0 0
A parent 2 \l/
Evaluation of
ojof1f2|of21|2]21]0o|0o|Oo|21]|O0|1|2]|0O]|12 individuals
Child 1: N
Selection (intermediate
olo|1]|2|lojofaj1|ojo|of1]|Oo|l1]|2lo]oO generation)
Child 2: v
Reproduction (crossover and mutation) (new current
ofof1j12j0|j212}0(f212(0f(0O|0O|1]|0O|J2]0]O0]O generation) k
e Mutation: Applies to a single individual by modifying \l/
one or more genes of the selected parent(s), where the
result is: Evaluation of individuals
»  Asingle new child is produced.
. . g Yes No
» A mutation percentage is fixed.
A parent 1:
d free =
0/01|2]{0f0101[010f0Q]1/0]1/0/0]|0 nAny
Child 1
olof1|1|ola]o|z]l2lofa|2|o]|1]0]0]0 Selection of the best
generation

e Choose the selection method with the following three
main objectives: \4

Reproduction (crossover and mutation) (new current

» Choice of individuals which apply the - N
reproduction operations for the creation of future generation) N
generations (creation of a mating-pool).

»  “Selection” of the best individuals. > )

Evaluation of

»  Possibility of exploring the different parts of the individuals

research setting.
. . Yes \l/ No
F. Flowchart of the Genetic Algorithm for the TCM Scheme
Optimization
Genetic algorithms begin with a set of solutions represented d free > = Max
by chromosomes, called a population. Solutions from one
population are taken and used to form a new population, which
is motivated by the possibility that the new population will be
better than the old one. Furthermore, solutions are selected -Compute the BER of each chromosome
according to their fitness to form new solutions, i.e. offsprings. (encoder)
The above process is repeated until some given condition is
satisfied. The basic genetic algorithm is outlined as below: /
-Select the chromosome which correspond to
Min of BER
Result: best so far
chromosome
160|Page
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I1l. SIMULATION RESULTS

In this work, the genetic algorithm used to optimize the
TCM encoder, based on maximizing the free distance of quasi-
regular trellis code with three variables (G, T, E) in the interval
[0, 5] where the fitness function is:

Max [F = MyGa (fitness, G, T, E)]

The algorithm is initialized with a population of 15
chromosomes. The encoder functions are indexed in increasing
order so that the encoder is the best when its fitness function is
equal to the maximum value and when the BER of the encoder
is equal to the minimum value. Whenever the population
changes, it is reindexed.

The genetic algorithm was run to optimize the encoder with
three variables M = {G, T, E}, the population N = 15; the
mutation rate I' = 0.03, and the culling period Tc = M. The
number of mutants § per child was variable.

Initially, 6 = 0. If after Tc generations a new best encoder
has not been identified, then & is incremented up to a maximum
of 30. On the other hand, if a new encoder has been identified
within Tc generations, then & is decremented.

The final value of d free (f(x)) is shown in Tables 3 and 4,
the optimal generation which identified the best encoder is
listed in Table 6.

Table 5 indicates the d free values obtained by Ungerboeck
and with the genetic algorithm, indicating the number of
generations required by the genetic algorithm to converge. As
can be seen, the genetic algorithm with three memories has
found the same optimal value for d free as was found by
Ungerboeck, however with 4 and 5 memories the optimal
values obtained were different but had the same performances
as shown in Fig. 11. The best encoder found by the genetic
algorithm for 8 states, 16 states and 32 states and the maximum
value of d free after going through different generations are
shown in Table 6. Finally, Table 7 shows the variation of
values from average to best fitness values.

TABLE IlIl.  INITIAL POPULATION

CH . . X Fitness Selection
Nm Initial Population Value Value f(x) Pro
1 00110001001001000 25160 2.590 0,0637
2 00110001001001100 25164 2.590 0,0637
3 00110001001011000 25176 2.590 0,0637
4 00110001001100000 25184 2.590 0,0637
5 00110001001100100 25188 2.590 0,0637
6 00110001001110000 25200 2.590 0,0637
7 00110001001101000 25192 2.590 0,0637
8 00110001001101100 25196 2.590 0,0637
9 00110001001111000 25208 2.590 0,0637
10 00110001010010100 25236 2.590 0,0637
11 00110001010001100 25228 2.590 0,0637
12 00110001010011000 25240 2.590 0,0637
13 00110001010000100 25220 3.180 0,0782
14 00110001010010000 25232 3.180 0,0782
15 00110001011000100 25284 3.180 0,0782

Sum 40.62

Average 2.708

Max 3.18

Vol. 8, No. 10, 2017.

The chromosomes that will reproduce are selected based on
their fitness values, using the following probability:

fxq) (3)

P (chromosome | reproduces) = —z———
( P ) TR fk)

Initial Population

102

102 Y

BER

104§

1077 |
—#— 25240
—#— 25220
—#— 25232
—— 25284

106 L L L
5 55 6 6.5 7

SNR, dB
Fig. 6. Comparison between 15 chromosomes of the initial population.

e The simulation illustrated in Fig. 6 shows the
comparison between 15 chromosomes of the initial
population where the best chromosome corresponds to
[00110001011000100] with a d free max value equal
to 3.18 and the minimum value for BER (Fig. 7).

Initial Population
6% 8%

I 25160
I 25164
I 25176
I 05184
[ 25188
[ 25200
[ 25192
[ 25196
[ 25208
[ 25236
[ 25228
] 25240
[CJ2s5220
[ 25232
25284

6%

6%

6% 6%

Fig. 7. Presentation of the initial population as a wheel of 15 chromosomes.
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TABLE IV.  REPRODUCTION AND SECOND GENERATION Reproduction & Second Generation
50/0
CH New Population X Fitness Selection 5% )
Nb P Value | Valuef(x) | Probability
16 00110001011001000 25288 2.590 0,0503499
17 00110001001100100 25188 2.590 0,0503499 P
18 00110001010110000 25264 2.590 0,0503499 B 25128 5%
19 00110001010110100 25268 2.590 0,0503499 I 25264
20 00110001011100000 25312 2.590 0,0503499 [ 05268 . 9%
21| 00110001011100100 | 25316 | 2.590 0,0503499 B 25312 | 5%
22 | 00110001011010000 | 25296 | 3.180 0,0618195 ——pi
23 00110001010011100 25244 3.180 0,0618195 B 25244 | 5%
24 00110001011011000 25304 3.180 0,0618195 [ 25304
25 00110001000101100 25132 4.00 0,0777604 [2s132 9%
26 00110001000111000 25144 4.00 0,0777604 Eg:m;
27 00110001000011000 25112 4.590 0,0892301 :25::6
28 | 00110001000011100 | 25116 4590 0,0892301 o 154
29 00110001000100100 25124 4.590 0,0892301 25252
30 001100010001001100 25252 4.590 0,0892301 6% 8%
Sum 51,44
Average | 3,429333333 Fig. 9. Presentation of the second population as a wheel of 15 chromosomes.
Max 4,59 i . K
—O— First Generation
o Reproduction & Second Generation 44r —3— Second Generation
0 e T T TR
......... a2t
al
......... A
1073 36
Hegtrn, LSy M 6 e o
o
—k— 25288 O 34
—— 25188
W g4 —+— 25784
—#— 28768 3.2
—— 25312
—#— 253168
g5 ) —%— 25208 3r
e A L AR L R L TR D T
—k— 25304
—— 25132 287
| —F— 25144 3
10 e omqa [T
—¥— 25116 i 26 PN o8 7S & o o' o L
—¥k— 25
25;2; 5 55 6 65 7 75 8
107 - : Generation
3 5.5 6 6.5 7 7B =3
SNR, dB Fig. 10. Comparison between the first and second generations.

Fig. 8. Comparison between 15 chromosomes of the second generation.

G

Now the second generation is tested by the fitness
function, and the cycle is repeated. The simulation
illustrated in Fig. 8 shows a comparison between 15
chromosomes of the second generation where the best
chromosome corresponds to [00110001000101000]
and where the standard representation is:

=[001;100;010], T=[00;01;10]; E=[00] witha

d free max value equal to 4.59 and the minimum value for BER
(Fig. 9).

Fig. 10 shows the first run of a genetic algorithm
maximizing the free distance. The red curve is the
highest fitness which corresponds to the second
generation and the blue curve corresponds to the first
generation where average fitness is equal to 3.18. The
best solution is reached which corresponds to the
chromosome [00110001000101000] with a d free max
value equal to 4.59 and the minimum value for BER.

TABLE V. VALUE OF D fpe: OBTAINED BY UNGERBOECK [1] AND THE
PROPOSED GENETIC ALGORITHM? ALSO LISTED IS THE NUMBER OF
GENERATIONS REQUIRED FOR THE GA TO CONVERGE

e o | from | 21| Garerson
3 PSK 4586 459 20
4 PSK 5172 5.18 233
5 PSK 5.758 5.77 977

In Fig. 11, the simulation results show that the codes
generated by Ungerboeck have the same performance as those
generated by genetic algorithm. This is the case after several
genetic algorithm code generation iterations conducted until
the fitness function value of the chromosome was stabilized
and remained stable over many generations at a point where
this value converged to the best solution.
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TABLE VI.  THE BEST CODE GENERATED BY THE GENETIC ALGORITHM
Number
of
memories | hO hl h2 Chromosome
001100010 Q00110
3 (1) | (02)s | (04)s | €—— eé&
G T E

(0001100101000010 00010111 00),
4 23 16 10 = (6621276)1

000011000001001 0010000010
5 4 101 116 | 111010100000 = (6480733856)s

TABLE VII. VARIATION OF VALUES FROM AVERAGE TO BEST FITNESS

VALUES
Number
of
memorie | Fitness Value f(x)
S
;)h,;;e 25 |31 |, |45
. 9 8 9
memories
Four (04) 2,5 31 3,7 4 4,3 45 51
memories | 9 8 7 6 9 8
Five(05) |25 |31 |37 |, 43 |45 |49 |51 3'7
memories | 9 8 7 6 9 5 8
1073

—¥F— rate 2/3 16-States TCM Ungerboeck
. —8—rate 2/3 16-states TCM GA
B —B— rale 2/3 32-States TCM Ungerboeck
—| —¥—rale 2/3 32-states TCM GA

104

BER

108

5 55 6 6.5 7 7.5 8
SNR, dB

Fig. 11. Comparison between the Ungerboeck codes and those generated by
the genetic algorithm in the case of 16 and 32 states.

Vol. 8, No. 10, 2017.

V. CONCLUSION

This paper shows improvements which have been obtained
by the use of a genetic algorithm for the optimization of TCM
schemes, as opposed to other optimization algorithms for this
encoder. There are other important details such as the crossover
and mutation probabilities, the population size and the iteration
number. By applying an appropriate genetic algorithm, a new
TCM encoder scheme could be evolved in a multipath channel.
These values of the TCM encoder can be adjusted after
assessing the algorithm’s performance on a few trial runs.
Future research attempts to combine genetic algorithms with
other optimization algorithms as well as other branches of
evolutionary computation, such as neural networks.
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Abstract—The objective of designing a strategy for an
institution is to create more value and achieve its vision, with
clear and coherent strategies, identifying the conditions in which
they are currently, the sector in which they work and the
different types of competences that generate, as well as the
market in general where they perform, to create this type of
conditions requires the availability of strategic information to
verify the current conditions, to define the strategic line to follow
according to internal and external factors, and in this way decide
which methods to use to implement the development of a strategy
in the organization. This research project was developed in an
institution of higher education where the strategic processes were
analyzed from different perspectives i.e. financial, customers,
internal processes, and training and learning using business
intelligence tools, such as Excel Power Bl, Power Pivot, Power
Query and a relational database for data repository; which
helped having agile and effective information for the creation of
the balanced scorecard, involving all levels of the organization
and academic units; operating key performance indicators
(KP1I’s), for operational and strategic decisions. The results were
obtained in form of boards of indicators designed to be visualized
in the final view of the software constructed with previously
described software tools.

Keywords—Business intelligence; balanced scorecard; key
performance indicators; Bl Tools

I.  INTRODUCTION

Business intelligence (BI) has had different meanings over
the last few years, a pioneer in the creation of the term was
Richard Green who in 1996, defined it as “Information
processed” cited by [1], for Dresner [2], Bl is “a set of concepts
and methods to improve the decision-making process, using a
fact-based support system.” For the Data Warehouse Institute
[3] Bl is an umbrella term, i.e. the combination of technology,
tools and processes that allow the transformation of stored data
into information, this information into knowledge and this
knowledge apply to a business plan or strategy. In this sense,
Bl must be part of the business strategy, since it allows the use
of optimization of resources, monitoring the fulfillment of the
company’s objectives and the ability to make good decisions,
to obtain better results. Bl provides insight and in-depth
knowledge of the operation of the organization, through access
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and analysis of quantitative information sources. Based on the
definition of the Data Warehouse Institute, BI is, for the
present project, as the group of technologies, techniques,
concepts, tools and methods that make it possible to take
advantage of historical and current data to support decision
making through reports, projections, and predictions.
Encouraging, that the data handled contribute to the
achievement of the objectives of the institution [4].

Some organizations lack a strategy to create value and
achieve their vision with clear and coherent strategies,
identifying the conditions in which they are, the sector in
which they work and the different types of competencies they
generate, as well as the market in general where they work,
using the use of computational tools.

To create this kind of conditions requires strategic
information to verify the current conditions, to set the strategic
line to follow according to internal and external factors, and
thus decide what methods to use for implementing the
development of a strategy in the organization that allows them
to reach the established goals.

The measurement systems have been created and designed
with a specific purpose. Used for several decades [5] the
Balanced Scorecard (BSC), has a background in the “Tableau
de Board”, proposed by French engineers in the 70s [6], is a
measurement system that aims to visualize the useful
information to diagnose the situation and to manage the
company [7].

The establishment of a BSC in organizations will constitute
a set of established links and shared resources with a common
purpose in support of the strategic planning of organizations
and increase the competitiveness and productivity [8].

For this research within the methodological framework, the
background that gave rise to the problem, where the work
method, and the data were collected, the description of the
areas involved and the justification of the investigation were
reviewed; the purpose of this research is to define key elements
for the BSC, such as: To have an organizational framework to
specify the structure of the BSC, determine the organization of
the project, ensure optimal project management, plan
communication and consider critical success factors.
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Within the theoretical framework, it is to define the
strategic principles, to verify the previous strategic conditions,
to establish the strategic line to follow, and to integrate the
BSC in the development of the strategy; subsequently, define
strategic objectives and link them through cause - effect
relationships, select key indicators, set target values and
determine strategic actions; the methodology is used to
perform the implementation management, deploying the BSC
at all levels of the company, directing to the selected business
units, creating the link between the business units and finally
achieving the expected results and the documentation required
to document them for proper management.

Speckbacher, Bischof and Pfeiffer found in their large scale
research under German companies a high support for
ambivalence in the BSC concept [9], they defined three types
of BSC: Type 1, a specific multidimensional framework for
strategic performance measurement; Type 2, a Type 1 BSC
with cause-effect relationships; and Type 3, a combining of
Type 2 BSC with objectives, action plans, results, and
connecting incentives with BSC.

Other authors describe the conditions an organization must
in order to be able to apply the BSC, and suggest that this
method is universally applicable [10].

The BSC [11] provides managers with the instrument they
need to navigate towards future competitive success. Today
organizations are competing in complex environments and
therefore it is vital that they have an accurate understanding of
their goals and the methods they must use to achieve them. The
BSC translates an organization’s strategy and mission into a
broad set of performance measures that provide the framework
for a strategic management and measurement system. The BSC
measures the performance of the organization from four
balanced perspectives: Financial, customers, internal processes,
and training and growth.

“Business Intelligence applications are decision support
tools that enable real-time, interactive access, analysis, and
manipulation  of  business-critical  information.  These
applications provide users with a greater understanding that
allows them to identify the opportunities and problems of the
business. Users are able to access and leverage a vast amount
of information and analyze their relationships and understand
the trends that are lately supporting business decisions. These
tools prevent a potential loss of knowledge within the
enterprise resulting from a massive re-build that is not easy to
read or use” [12].

The main objective of this research is to develop and
manage the implementation of a BSC, which supports strategic
decision making at all levels of an organization, using BI
software to identify that strategic actions are carried out in
accordance with degree of progress of the defined key
performance indicators (KPI’s), to ensure optimal project
management.

Basically, this study has four sections:

In Section I, the fundamental concepts were shown i.e. the
introduction. In Section Il, the four perspectives are described.
Also, the values of the KPI’s were also stated. Thus, Section 111
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describes the methodology, and Section IV describes the
principal findings of the project.

Il. BALANCED SCORECARD PERSPECTIVES
The perspectives considered for the project were four:

e Financial perspective: Improvement in income, use of
funds and asset management.

e Customer perspective: Students-users.

e Internal processes perspective: Organizational value
chain improvement.

e Training and learning perspective: Human capital
improvement, organizational information.

Each perspective represents an element in the network of
activities and processes of the company, giving a global vision
in which the strategy is the center of the management systems.
The four perspectives are applicable to many companies and
educational institutions, government agencies, and others.

Fig. 1 shows the BSC stages, where the four perspectives
are the base for obtain strategic results.

Mission
Who we are
Values
What we value
Vision
What we want to become
Strategy
How we will achieve our vision
Balanced Scorecard
Aligned Strategy

Strategic Initiatives
Priorities

Strategic Results

Internal Training &
Processe earning

Fig. 1. BSC vision and strategy.

Student’s perspective: Every company considers clients as
a fundamental element; the company or institution does not
exist without clients or in the case of educational institutions
students or government departments. Customer satisfaction is
intrinsic to business performance, in addition to it depends on
economic and financial objectives. However, satisfaction is not
always easy to achieve as a basic goal on which others depend.
The customer perspective defines the value proposition for the
target clients, providing the context for intangible assets to
create value. The key questions to answer would be: How is
the institution perceived by students about the satisfaction,
acquisition, retention and delivery of continuous benefits to the
students? What objectives are derived from the characteristics
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of the students that are necessary to reach the value-added
proposals?

Financial perspective: This perspective could be
considered as the most classic and implemented to a greater or
lesser extent in all companies, educational institutions or
government agencies to respond if the expected economic and
financial results are being achieved by translating the principles
of the strategy into values that reflect the situation and
economic trend of the company or institution, therefore
describes the tangible results of the strategy in financial terms.

Traditionally, a variety of economic and financial
indicators are available for solvency, profitability, cost
reduction, etc.

It is necessary to consider the opportunity and necessity of
each one of these indicators so that they are used in each
moment those that are useful, since otherwise it will have a
collection of data facilitated by the indicators without real
utility. The key questions to be answered would be: How do
the authorities see us? How was research expenditures applied
to total expenditures? How were administrative and operational
expenditures applied per student? What objectives are derived
from the financial expectations of the educational authorities?

Two fundamental aspects can be considered. On the one
hand the correct adaptation of objectives and indicators to the
business unit in question, and on the other hand the life cycle
of the product or service in which the organization or company
is located.

Since the financial approach is based on a simple premise,
you can only generate more money by selling more or by
spending less or making efficient use of resources.

Internal processes perspective: As an extension of the
previous perspective, the one relative to internal processes
arises. In fact, achieving customer satisfaction by delivering a
product or service that meets their expectations needs a set of
previous elements that constitute a more or less complex
process. The key questions to be answered would be: Which
core processes in the value chain would be considered? What
objectives are derived from the processes developed by the
institution and that are necessary to meet the economic
objectives and the students?

This process comprises all the transformation operations in
the case of the manufacture and configuration of the service in
case of provision of the service, as well as supplies, storage,
handling, transportation and distribution. Aspects such as
technology, innovation and control complete the process. It is
not a question of tackling all processes, but of those considered
key and of key importance in the framework of the overall
strategy.

In the case of education, it is a matter of covering the
improvement of the teaching of face-to-face classes, promoting
tutorials, encouraging the use of new technologies, increasing
the exchange of new knowledge, implementing management
by objectives, increasing quality of services, increase the
relationship with the business sector, general services such as
quality in classrooms, laboratories, parking, sports courts, and
others.

Vol. 8, No. 10, 2017

The search for more efficient and effective processes leads
to the consideration of procedures such as continuous
improvement, which allows mechanisms to detect errors and
deficiencies, correct them and improve the process. There is a
direct relationship between process management and quality
management, which is integrated in the BSC. Time, quality and
service become key variables.

The processes describe two fundamental concepts of the
strategy, on the one hand from which the products are obtained
or the services that are delivered to the clients, on the other
hand, the improvement of the processes are directly related
with the reduction of costs that in turn are linked to
productivity.

Internal processes can be grouped into operational
management processes, customer management processes,
innovation management processes and social processes.

Training and learning perspective: Customers-students
satisfaction, improvement of processes and achievement of
economic and financial objectives could not be achieved
without fundamental elements such as people, information and
organization, designing effective organizational structures.

The human factor in organizations becomes a key asset for
the deployment and execution of the strategy and the
achievement of the objectives. Information systems, their
storage, treatment and dissemination are essential for the
development of the objectives.

This perspective identifies the intangible assets that are
most important for achieving the desired results for the
strategy, identifies which jobs (human capital), which systems
(information capital) and what climate (organizational capital),
are required to support the processes of value creation; these
assets must be aligned with critical internal processes.

The questions to be answered would be: What objectives
should be established regarding the capabilities and potentials
of the institution, to face the current and future challenges,
what strategic resources are considered, can be further
improved and created value in staff training, how the
organizational climate is considered?

It is about evaluating the ability to innovate, improve and
learn, learning and growth are the consequence of professionals
involved and motivated.

The continuous training gets an increasing adaptation of the
employees to their jobs, and therefore, a better performance
producing a spiral of learning-growth that culminates with the
best fulfillment of the objectives.

Information is the key piece, so that employees, each at
their level can make more convenient decisions at any time.

This perspective reflects the knowledge and skills that the
company has, both to produce and provide services, to change
and learn.

The foundations on which the BSC is based allow us to
reach the objectives of the previous perspectives thanks to the
so-called strategic capacities of the company. Intangible assets
linked to human capital, information and organization.
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I1l. METHODOLOGY

A. Indicators

For this study, qualitative and quantitative data were
collected, for five years (2010-2015), giving a mixed approach
to the research, which involves a process of collection, analysis
and linkage of the two types of data to answer the problem, as
a strategic planning process, starting from perspectives, the
integration to the BSC allows objectives and goals in each one
of them to be carried out in a more focused and integral way.

The selection and definition of the indicators was very
important issues of the project, a range between 20 to 32
indicators were used approximately divided in each one of the
perspectives:

e Financial: 7 indicators represent 22%.

o Clients (Students): 10 indicators represent 31%.

o Internal Process: 7 indicators represent 22%.

e Learning and Growth: 8 indicators represent 25%.
Some of the indicators are shown in Tables | to IV.

Vol. 8, No. 10, 2017

In Table I, three indicators as administrative overhead rate,
operating expenses index and revenue index for space rent are
shown with its definition, and goal; the responsible is the
administrative secretary, and frequency of the measure for the
indicator is monthly.

In Table 11, the three indicators presented corresponding to
the students’ perspective, in this case the new students index,
the re-entry students index, and the students mobility; this
perspective has other indicators as tutoring, fellowships,
internships and level of satisfaction of the student regarding
student services.

In Table 111, the academic program index and the academic
agreements index are shown, these indicators corresponding to
internal processes that are related with the academic programs
quality.

As the objectives respond to a given strategy, the indicators
also, so that for each perspective and for each strategy,
concrete objectives and values to be reached are quantified
through specific indicators. There are two types of indicators:

1) Inductors: Measure the actions they take to achieve the
goal.
2) Result: Measure the degree of obtaining the results.

As a general criterion, no more than two indicators should
be established for each objective, the most common being an
indicator per objective.

TABLE I. FINANCIAL PERSPECTIVE INDICATORS
Indicator How is it
XA definition calculated Claels
Efficient
- . Efficiency of Administrative economy in
Administrative : - - L)
overhead rate admlnls_tratlve expenditure/Total admlnls'tratlve
expenditure students * 100 expenditure
per student
Efficient
Operating thcne_ncy of Opera(t;_ve / | economy in
expenses index operative expenditure/Tota operative
expenditure students * 100 expenditure
per student
. Efficiency of Income for space Efficient .
Revenue index operative rent/Total students | Sconomy !N
for space rent expenditure *100 income for
space rent
TABLE II. STUDENTS PERSPECTIVE INDICATORS
Indicator How is it
P definition calculated el
New students Increase the New Efficiency in
. enrollment of new " the number of
index students/300* 100
students new students
Re-entry Increase the Re-entry E]fenr(::]er?]g)ér' gf
students enrollment of re- students/700 * re-entry
index entry students 100 students
Increase students Students in
Students mobility in other mobility/Total Mobility
mobility univers%/ties students with efficiency
possibilities * 100

TABLE Ill.  INTERNAL PROCESSES PERSPECTIVE INDICATORS
Indicator How is it
aSEL definition calculated Geally
AN [ooicat gl e R VLY
program index programs careers * 100 careers.
Academic Increase the Academict/ if‘ficiengy in £
- agreemen the number o
agreements academic -
ir?dex agreements proposed academic
agreements * 100 agreements
TABLE IV.  TRAINING AND LEARNING PERSPECTIVE INDICATORS
KPI ngi'rfﬁfg; How is it calculated | Goals
Proposed and Proposed research
Research approved roiects/Anproved Research
projects index research proJ - PP efficiency
Drojects projects * 100
Index of Efficiency in
teachers with Teachers with | Teachers with the number of
doctorate doctorate doctorate/total teachers with
dearee degree teachers * 100 doctorate
4 degree
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B. BSC Construction

The proposed methodology consists of four phases, shown
in Fig. 2.

N\
Data Data Base App
Analysis [~ |Design Development|
J
ETL Design
Business Analysis Design Construction Visualization

Fig. 2. Methodology phases.

1) Business Analysis Phase

This phase defines the needs of the institution for the
collection and measurement of indicators from the four
perspectives: finance, customers, internal processes and
training and growth. The policies and procedures of the key
processes of the institution are also analyzed.

2) Design Phase

With the data collected, the database was designed in the
SQL Server 2012 relational software shown in Fig. 3; the tools
that will be used for the activities of the design to extract,
transform and load (ETL) in this process were selected,
formatted and presented to display in the selected software. For
basic and advanced analysis, we used SQL Server 2012 with
Excel, Power Query [13], Power View and Power Pivot [14].
Fig. 3 shows the design of the data diagram for the application
that will serve for the storage of the obtained data and later
analysis.

3) Construction Phase

In this phase were built the programs used for the analysis
of the data and its subsequent loading and deployment
activities. Also in this phase the communication of data
between Excel and BI tools was established with queries and
reports of large volumes of tabular data.

4) Visualization Phase

Indicators panels were designed to be visualized in the final
view of the software. The analysis of mission-critical data is
visualized, in addition to the fundamental needs of the data
used, with an information screen viewer and interactive links to
the details of key performance indicators (KPI’s), following the
company model.

Vol. 8, No. 10, 2017
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Fig. 3. Database design.

Also were created line graphs, highlights trends, bar graphs,
standing out categorical comparisons within a dimension and
nominal comparisons through the data.

Once the mission, the vision, the business strategy, and the
strategic objectives were defined, the next step was selected the
corresponding financial and non-financial indicators, as well as
their predicted values. These strategic objectives must be
concretized in strategic actions that ensure their achievement;
each strategic action was assigned a responsibility, a deadline
and a budget. At this step from vision to strategic definition
and its achievement in actions, Kaplan and Norton [11] called
it “Transforming strategy into action”.

Strategic objectives, indicators, values and strategic actions
were interrelated through cause-effect relationships. One of the
fundamental characteristics of the BSC is the combination of
financial and non-financial indicators, however it is not the
most relevant, and since previously organizations have
developed dashboards that combine indicators, financial and
non-financial.

Kaplan and Norton [11] indicate that management
processes and programs were built around structures.
Traditional management systems have been built around a
financial structure.

C. Bl Tools used

1) Excel power BI

This function is used to connect data from a wide range of
sources, such as tables of public websites, corporate data in
databases, cloud-based sources such as Azure, unstructured
data, to display as tables within a spreadsheet.

2) Power pivot

This tool allows to handle different types of data sources,
with large volumes of data, handle multiple selection of data
under the concept of data segmentation; automatically groups
dates by years, quarters and months, expands and contracts
dynamic data, Excel and Power Pivot, allow you to create a
data model, as well as a set of tables with relationships.
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3) Power query

Tool with data search functions, transformations and
cleaning of them for exploitation in Excel (formerly known as
“Data Explorer”). Power Query enhances Excel’s Bl with an
intuitive and consistent experience to discover, combine and
refine data in a wide variety of sources such as relational,
structured and semi-structured, OData, Web, Hadoop, Azure,
Marketplace and much more, plus Power Query also gives you
the ability to search for public data.

Other software was used for the realization of this project,
but these tools were the main ones.

IV. RESULTS

For this case, we analyzed the exposed situation of the
Autonomous University of Coahuila, focused mainly on the
situation presented in the Faculty of Mechanical and Electrical
Engineering, supported by documentation provided, its
strategic reflection is complemented by a SWOT analysis.

The BSC core is the strategic map which, when used, helps
us to be sure that our strategy is clear enough and can be
operational by converting big ideas and visions into a
structured, operative and actionable strategy that clearly points
out each of the company’s units bring differential and balanced
value to the achievement of the organization’s strategy.

For the case of the central region of the state, the
enrollment behavior at this level is 14,516 students graduated
from the school year 2014 to 2015, if we consider the
increment factor of 1.49 per year, the enrollment for 2015-2016
would be in an increase to 16,678 students graduated from the
upper middle level of the central region of the state of
Coahuila, which represents a fairly acceptable level of
graduates of upper middle level.

Fig. 4 displays the absorption rate of the Faculty of
Mechanical and Electrical Engineering according to the 16,678
graduates of upper secondary level is 1.17%, which represents
196 new students, who were accepted in the school year 2015-
2016; it should be noted that the capacity of absorption can be
up to 405 students, product of the capacity in classrooms and
spaces that we count, since in the case of the year 2011-2012 a
total of 304 students of new entrance were accepted, according
to the analysis realized and the goal, which we are proposing
based on the analysis of the last 5 years and that we define in
this section, we exceed the calculated goal of 298 students of
new income.

Critico
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Fig. 4. Indicators of new entry, re-entry and total enrollment.
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Total Enrollment Indicator Per Year

Goal Efficiency _
1340 66.45%

Fig. 5. KPI Total enroliment at 2016 year.

Finally, in the analysis carried out in 2015-2016 school
year, the faculty absorbed 196 students, representing 65.77%
with respect to the established goal, which is of 298 accepted
students of new income.

In Fig. 5, the indicator obtained is in red, this dashboard
was obtained from Power B, this is a low level of acceptance
of faculty for incoming and re-entry students. Design an action
plan to help solve the problems that help increase the
indicators, which may include marketing strategies, create new
careers, and create mechanisms for evaluation and academic
monitoring.

Because of the analysis of the information obtained there is
a low level of student participation in research and
technological development projects led by full-time teachers.

V. CONCLUSION

Once the maps were constructed and detailed, the strategic
objectives are clearly defined, the selection of indicators is the
natural continuation of the process, where the indicator is an
element of objective measurement, which allows the
establishment of goals over time; Goals that are quantifiable,
ambitious, measurable, controllable and achievable; Which
mark the milestones and desired rhythm of the evolution of the
strategy in function of the current situation.

It should be noted that in the development of the BSC
indicators now play an important role but in no case isolated
and as an end, but always as a means directly related to the
strategic objectives they measure; who in turn ere ordered in
perspectives and related through cause-effect relationships
within strategic maps.

The implementation of the BI solution allowed appreciate
how the use of IT, and especially BI, can support the processes
of management and decisions in contexts such as university
education and contribute to strengthening initiatives aimed at
improving decision-making process supported with the values
obtained from the analyzed indicators.

The methodology used facilitated the identification of
processes, activities and tasks of a Bl solution.
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Developing a New Hybrid Cipher Algorithm using
DNA and RC4
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Abstract—This paper proposes a new hybrid security
algorithm called RC4-DNA-Alg. It combines the symmetric
stream cipher RC4 algorithm with DNA-indexing algorithm to
provide secured data hiding with high complexity inside
steganography framework. While RC4 represent one of the
widely used algorithms in network security protocols, such as
Secure Sockets Layer (SSL), a DNA cryptography considered as
a modern branch of cryptography that combines the traditional
cryptographic techniques with the power of the genetic material
The performance evaluation of the proposed algorithm is
measured based on three parameters (conditional entropy,
randomness tests and encryption time). The result shows
outperformance in security and distorted in hybrid Cipher
compared to the native RC4.

Keywords—Rivest Cipher 4 (RC4); Secure Sockets Layer
(SSL); Deoxyribonucleic acid (DNA); Rivest Cipher 4-
Deoxyribonucleic acid-Algorithm (RC4-DNA-AIlg)

I.  INTRODUCTION

As a society, we are relying increasingly on rapid access
and information processing. The proliferation of cheap
computers and computer network increased the problem of
unauthorized access and data theft. It may be contributed in the
need to take into account the security engineering mathematics
qualities and physical security systems to develop more
efficient approaches, Cryptography is one of them. The
demand for cryptographic technologies has increased because
of the need to transmit information privately and secrecy to
public networks that can intercept. In the past, encryption was
used only by governments and military. At present,
Cryptography used available to anyone. It is considered one of
the most important means of maintaining the confidentiality of
information, privacy and access control. It also used in the field
of identity authentication and many other fields [1].

This paper is organized as follows: Section Il describes
some of the research work related to this study. Section IlI
describes a brief about background of encryption and presents
the main cryptography algorithms used in this study.
Section IV explains in details the proposed algorithm for
hybrid algorithm cryptography, Including all components and
technologies involved. Section V discusses the performance
analysis and the results. Section VI describes in brief a
conclusion of this study.

Imad J. Mohammed

Dept. of Computer Science
College of Science, University of Baghdad
Baghdad, Iraq

Il. RELATED WORK

In 2013, Naser and et al. [12] developed a hybrid algorithm
by combining three algorithms AES, RC4, and a serpent. The
hybrid algorithm provided protection against most of the
attacks using encryption and tried to ensure the confidentiality
and secrecy of information. In 2015, Rafael and Antonio [13]
proposed a modification for RC4 algorithm (called RCA4itz)
using the properties of the Spritz algorithm. RCA4itz
outperforms AES, RC4 and Spritz algorithms in term of
performance, secrecy and randomness. In 2014 Himanshu and
Vishal [15] developed a new hybrid approach using two
algorithms AES and DNA. In their algorithm, the information
split into two segments: one encrypted with AES (128) and
other segment used DNA scenography to hide the information.
In 2016, Karandeep [14] developed a new novel technique
which is a double security layer algorithm. This algorithm
consists of RSA algorithm and Deoxyribonucleic Acid (DNA)
using cloud environment. The former, DNA used to encrypt
information followed by RSA algorithm to encrypt cipher text
result from DNA algorithm before storing in cloud servers. In
2011, Xue Sun et al. [10] present a new hybrid encryption
algorithm to protect the instant messaging system using the
AES for encryption, SHA-1 for authentication and RSA
algorithms for key exchange to implement a hybrid encryption
system. This was implemented over an Extensible Messaging
and Presence Protocol (XMPP) based IM server and Java
based clients. In 2016, Tutt and et al. [15] Proposed an efficient
secure end-to-end messaging system that Consists of a
combination of symmetric key cryptography (AES 256 bit)
with temporary keys for individual message security and using
Elliptic Curve Diffie-Hellman cryptography for key exchange
and message authentication (HMAC-SHA384).

I111. BACKGROUND OF ENCRYPTION

A. Symmetric and Asymmetric Encryption

Symmetric encryption also called secret key encryption
where both the sender and the receiver depend on the same
secret key where the sender uses the key to encrypt the
message while the receiver uses the same key to decrypt the
cipher text. This method is faster than the public key
encryption method and less complex [3]. Some examples of
Symmetric encryption: DES, 3DES, 3DES, AES and IDEA.
Asymmetric encryption also called public key encryption; it
uses two keys instead of single key [2]. The public key can be
published while the private key kept in secret. The information
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encrypted using the public key and then can be decrypted using
private key [3]. Asymmetric encryption works slower than
symmetric encryption and sometimes preferred to encrypt the
secret key for symmetric encryption over digital networks

% \
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Sender Encrypt
Same kay i used 10 encrypt
and decryp! message

'
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safely. Some examples of Asymmetric encryption: PGP, DSA,
Deffie-Hellman and RSA. Fig. 1 illustrates the two types of

encryption.
Plaintext b

Ercrypt Recipiant

Recipient

Diforent heys a0 used 10
enorypt and decrypt messany

Reciplents Recipient's
Public Private
Key Key

Fig. 1. Symmetric and asymmetric encryption [3].

B. Stream Cipher and RC4

Stream Cipher is a Symmetric key cipher where the plain
text and the pseudo-random key (key stream) are combined by
xor operation. In the encryption, each byte of plain text is
encrypted with the corresponding character of the key stream.
An alternate name is the cipher state, where the encryption of
each character depends on the current state. RC4 no longer
provides complete protection also it may generate a weak
stream key as a result of user-defined weak key, but still widely
used in different applications due to the ease of use as well as
its speed in encryption and decryption [4], [7].

RC4 algorithm itself does not encrypt anything but
generates pseudo-random values called the Key stream used
for encryption using xor with the original text then decryption
using xor operation with the cipher text [5]. RC4 algorithm
divided into two basic phases (Algorithm 1 and Algorithm 2 in
our context):

Phase 1: key-scheduling phase (KSA) as a preliminary
stage that requires the following processes:

e A user-defined encryption key is specified between 0
and 255 characters (as length).

e A state Array (256 bytes) created and denoted by state.
Initialized from 0 to 255 values, several substitutions
performed on state array by combining the ASCII code
of the encryption key with the state array cells. A new
state array is produced that contains all possible cases,
but arranged random [6].

The original version of RC4-KSA can be summarized in
Algorithm 1.

Phase 2: Pseudo-Random Generation Algorithm PRGA. At
this phase, a new state array created with Pseudo-random
values [6]. When the process of generating Pseudo-Random
bytes completed, the encryption process begins by executing
xor operation between the key stream and the original text, the

decryption process executed in the same manner by doing the
xor operation between the key stream and the cipher text to
produce the original text. The PRGA can be summarized in
Algorithm 2.

Algorithm . KEY SCHEDULING ALGORITHM (KSA)

For i =0 to 255
state [i] =1

Next i

i=0

For i =0 to 255
j=(]+state [i]+key[imod key.length]) mod 255
Swap (state [i], state [j ])

Next i

call algorithm.2

Algorithm Il.  ALGORITHM 2: PSEUDO RANDOM GENERATOR
ALGORITHM (PRGA)

i=0
j=0
For x = 0 to message.length - 1
i=(i+1)mod 256
j=(]j+state[i]) mod 256
Swap (state [i],state[j])
t=(state[i]+state[j]) mod 256
/I Pseudo-random values
[/l Encryption step
Cipher_text [ x] = (Plain_text [ x ] xor state [ t]) mod 256
Next x

C. DNA Algorithm

Biological DNA can be used in steganography and
cryptography as the storage material. Molecular computations
can be performed with biological DNA structures and then
applied on the classical ciphers [8]. Several projects in genome
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sequencing offer the possibility to exploit digital DNA
databases (NCBI) for the cryptographic purposes. Deoxyribose
Nucleic Acid (DNA) has a helical shape, included of 2 long
strands of nucleotides. A nucleotide has one of 4 bases: A —
adenine, C — cytosine, T — thymine or G — guanine. Utilizing
coding method, any digital data can be transformed easily into
DNA sequence using Table 1 [8].

TABLE I. DNA GENETIC CODE
Binary DNA Chromosome
00 A
01 C
10 G
11 T

a) Principle of DNA algorithm [9]:

e FEach character of text information converts to ASCII
code, for example : - original message is “ramy” in
ASCII will be : 114 97 109 121

e Convert ASCIl code to binary sequence: 01110010
01100001 01101101 01111001

e Convert binary sequence to DNA sequence using DNA
Genetic Code (Table 1): CTAG CGAC CGTC CTGC.

IV. PROPOSAL ALGORITHM (RC4-DNA-ALG)

It is hybrid algorithm, called RC4-DNA-Alg, a modified
version of RC4 applied by adding new state called (new-state)
that supports DNA indexing and consequently scenography
technology.

A. DNA Indexing Algorithm

DNA Indexing is a stream cipher and symmetric algorithm
that encrypts one byte at a time. The bases of DNA
cryptography are to transform one byte of data to a series of
four chromosomal. The next stage is to find four series out of
the chromosomal series selected as a key for encryption. The
chromosomal series selected from public available databases
(NCBI database website) and used in the implementation of
our algorithm, an instance of the selected DNA database
presented in Fig. 2. DNA Indexing can regard as homophonic
substitution cryptography.

The fundamental of homophonic substitution is to make an
array where every Byte of the letters has a specific number of
replacement values. The substitution operation of DNA
Indexing cipher is simple to achieve, but the reverse process is
complex without knowing the key because the distribution
pattern of the cipher text is completely different from that of
the plaintext [11]. Each byte of plain text has a set of values
used in the replacement. The number of replacement values for
a byte will depend on its appearance in the chromosome. If
someone wants to reuse the same key for many encryptions,
then it will be useful to transform this cipher into a
homophonic one [10].

Vol. 8, No. 10, 2017

Homo sapiens genomic DNA, chromosome 21q

GenBank: BA000005.3
GenBank Graphics

>BRO0000S.3 Homo sapiens gencmic DNA, chromeosome Zlg

CATGTTITCCACTTACAGATCCTTCAARRAGAGTGTITTCRAARRCTGCTCTATGRARRAGGRATGTTCARCTC
TGTEAGTTARAT AR A AGC A TCARL AR A R A CTTTCTGRAGRATGCTTCTGTCTASTTITTTATGTGARAGATAT
TTCCATTITICTCTATARGCCTCARAGCTGTCCARATGTCCACTIGCAGRTACTACARARAGAGTGITICR
AR GTGCTCAAT AR AR GCAATCTTCAGCTCTCTGAGTTAARTCCARACATCACAARTRAGTTTCTGAGR
ATGCTICTGICTAGTTTTTATGoGRAAGATAATTCCGTGTCCAGCGARGGCTTCARAGCTTTCARAATATC
CACTTGCARATTCTACARR A AGAGTGTTTCARRGCTGCTTTATCARARGRARGTTITCRARCTCTGTGRAGTT
GRALTGTGCRCATCACAR G AAGTITCTGAGAATGCCTTCAGT CTGGTTITTIATCTGARGATATTCCCTTT
T RACGRRAGCCTCGRARGCTGTCCARAT AT CCACTTGIARGT GCTGCARARAGRGTGT TTCARAACTGC
TACAGCAN A A GR A A GCETTTATCTCT GT GAGT TEAGTAGACACAT CARGRAAGRRATTTCT GAGAATGCTTC
GTITTTTATGTGRARGATA! TGTCACCATAGGCCTCCARGCCCTCCARRTGTCCACTIGT
GCTACAARRAGAGTGTTTCAR TGCTGIATGARLAGARATGCTCARATCTGTGAGATARATGCR
TACATCAC R ARG AT CTTTGAGRATGCTTCTGTCTAGT TTTTATGTTARGATATTTCCTATTTCACCAT
ACGICTCARCGCACACAR R A TGTACACTIGCAGATGCTACARAGAGAGTGTTTCARRACTTGTAGATCAR
AR AGTETTCAACTTTET GAGT T GAGGACACACATCTEAA R GAAGTTTCTGAGAATGCTTCTGTCTAGT
TTTTATGTGRAGRTATTCCCGTTTCCAGCGARRAGCCCCRARRCTATCCRAATATCCACTTGCACATTCTR
AR AGAGTGTITCARATCTGCICTATCARRRTARAGETTCARCTCTGTIGAGTIGACTACACACATCAC
ARG AGTTTCT AL GARTCCTTCTGTCTECTTTTITATGEGARGATATTICCTTTTTCARCATAGGCCTIC
CAGCATCTACARRRAGAGTTTTTCARARCTCCTCTARGRARAGGAATGTTCARCTCCATGAGTTTARTGT
AR RGATCACARARGEAGTTTCTGAGRAT GCTTCTGICTAGTTTTARCCTGRAGRCAGTTCCGTTITCCAGTG

Fig. 2. Chromosomal sequences from a genetic database (NCBI).

B. DNA Indexing Process

Encryption process can be summarized in the following
pseudo code 1:

Step 1: Key dictionary calculation:

e Convert every Byte of plain text into DNA series, for
example:- Current state byte=114=01110010 = 11=T,
01=C, 00=A, 10=G = 114=01110010=CTAG

o A search performed for every 4 chromosomal DNA out
of the NCBI chromosomal series, the index of that
position saved in the key dictionary.

o Finally, each byte of plaintext may have multi indexes
in the key dictionary, for example (Table 2):

TABLE II. KEY DICTIONARY OF GENETIC DATABASE (NCBI)
DNA Key indexing
AAAA 221, 1036, 5002, 32654 ...
AAAT 12,566, 9354 ....
AAAG 856, 6549, 22354 ...
AAAC 23, 66, 647, 6985, 63745 ...
Cccc 478, 6324, 26583 ....

Step 2: The encryption process performed by replacing one
byte of plain text with a value from the key dictionary as
illustrated in Table 2. For example, the substitutions or the
pattern (CTAG) could be replaced with any one of (65, 3154,
4687, 9637, 13586, 25697 or 36548).

Step 3: The final output of the encryption process consists
of key index as integer value, for example: Current new-state
byte selected from the substitutions = 36548.

Fig. 3 depicts the block diagram of the proposed algorithm
(RC4-DNA-Alg).

173|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 8, No. 10, 2017

Initialization of
state arrav

State [ ]

:\J

User-define
Secret kevy

Permutes State array by KSA{Algorithm 3)

Fori=0to 235

j=1(j + state [ 1] + key [ 1 mod kev length ]) mod 255
Swap (state [1 ], state [ ])
call DNA Tndexing function

/iCreate new state array by DINA indexing.
DNA_Indexing(state[ 1 ], new-state[ 1 ])

NCEI DE

Eev

DNA_Indexing function
illustrates in pseudocode. 1

dictionary
(Table 2}

Next 1
state [ ] ! ! ! ! new-state [ ]
Permutes State array by PRGA (Algorithm 4)
PERFORMANCE For x=0 to message.length-1
ANALYSIS 1 = (@ +1) mo_d 256 _
1.  Secrecy of cipher j=1(j +state [1])mod 236
2. Randomness Test Swap (state [i].state [ ])
 run test t=(state [1 ]+ state [] ]) mod 256
. /i Create kev stream using state array and new state array
+ frequency test - . ; R
e block frequency test . kE}-'_—sn’ea.m [x]=(state [ t] xor new-state [ 1 ]) mod 236
3. Time of encrvption Nemt

Ciphe Text

Cipher = Plain xor kev-stream

G key-stream [ ]
XOR

Plain Text

+

Fig. 3. Block diagram of the proposed algorithm (RC4-DNA-AIg).

In our proposed design, the modified KSA can be
summarized in Algorithm 3.

Another modification suggested improving the original
PRGA as appears in Algorithm 4.

The decryption process uses the same chromosomal
sequence of the encryption process as part of symmetry
criteria.

e Every integer value of cipher text used as an index into
the key dictionary.

e Retrieve the four chromosomes from the indicated
index of key dictionary.

e Every Byte of plain text reconstructed by convert every
four chromosome into a binary then converts it to
ASCII code (of plain text).

Algorithm 111. MODIFIED KEY SCHEDULING ALGORITHM (KSA)

Algorithm IV. THE RANDOM  GENERATOR

ALGORITHM (PRGA)

MODIFIED PSEUDO

Fori=0to 255
state[i]=1i

Next i

j=0

Fori=0to 255
j=(] + state [i] + key [ i mod key.length ] ) mod 255
Swap (state [i], state [j])

/ladded step to the original KSA (illustrates in pseudocode.1).
DNA _Indexing(state [i], new-state [i])

Next i

call Algorithm.4

i=0
i=0
For x = 0 to message.length-1
i=(i+1)mod 256
j=(]j+state[i]) mod 256
Swap (state [i],state[j])
t=(state [i] +state [j]) mod 256
/Imodified step of original PRGA algorithm by adding a new state.
key-stream [ x ] = ( state [ t] xor new-state [ i ] ) mod 256
Cipher_text [ x ] = (Plain_text [ x ] xor key-stream [ x ] ) mod
256
Next x
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V. PERFORMANCE ANALYSIS TABLE Ill.  THE PROPOSED RC4-DNA-ALG COMPARED TO RC4 BASED

This section introduces the performance analysis of RC4- ON AVERAGE SECRECY
DNA-Alg based on three main parameters; Cipher Secrecy, ] ] ] Average Secrecy Value
Randomness, and Entropy. In this paper, the same inputs are | Plaintext Size Key Size RC4 RC4-DNA-Alg
used to examine the original and the modified version of RC4 3 032 0422
algorithm in terms of Average secrecy, Randomness and
encryption time using 100 random plaintexts for of variable | 1, 64 0.68 it
length (128,256,512 and 1024 byte) and 100 random key of 128 0.907 0.998
variable length (32,64,128 and 256 byte). 256 0875 0.984
A. Secrecy of Cipher 32 0.321 0.424

Measurement is entropy. It represents the amount of 64 0.583 0.691
information exist in a random variable, the exchanged | 256 o8 0773 T
information, and the amount of information shared between : :
two random variables. The key equivocation H (K|C) defined 256 0.809 0.99
as “the amount of information about the key used that is 32 0.351 0.424
revealed by the cipher text observed” As shown in the
following equation: 512 64 0626 0.793

| 128 0.825 0.986
n . . ..

H(K|C)=24, 2L R (i) *P (i, j)log, R . (i, J) 256 0.891 0.991
Where, H denotes entropy, K for key, C for cipher text, P for 32 0.361 0.425
probability, 1 for length key, n for length of cipher text. 64 0.686 0.793

1024

Table 3 shows RC4 compared to RC4-DNA-Alg on 128 0.815 0.986
average. It is observed that RC4-DNA-AIlg provides more 256 0.862 0.993
secrecy compared to RC4. -

Wins / total test 0/16 16/16

TABLE IV.  THE PROPOSED RC4-DNA-ALG COMPARED TO RC4 BASED ON AVERAGE RANDOMNESS

Run Test Frequency (Monobit) Frequency Block
Plaintext Key Size
RC4 RC4-DNA-Alg RC4 RC4-DNA-Alg RC4 RC4-DNA-Alg
32 0.417 0.502 0.491 0.488 0.399 0.503
64 0.419 0.504 0.418 0.492 0.408 0.503
128 128 0.502 0.5 0.497 0.496 0.452 0.502
256 0.404 0.498 0.49 0.49 0.473 0.507
32 0.42 0.502 0.429 0.495 0.401 0.502
64 0.503 0.499 0.495 0.49 0.41 0.502
20 128 0.435 0.499 0.498 0.491 0.5 0.499
256 0.496 0.505 0.441 0.493 0.468 0.504
32 0.397 0.497 0.42 0.5 0.449 0.504
64 0.414 0.502 0.406 0.497 0.503 0.5
> 128 0.393 0.5 0.454 0.502 0.46 0.507
256 0.399 0.501 0.501 0.498 0.478 0.507
32 0.396 0.5 0.502 0.5 0.42 0.505
64 0.504 0.497 0.501 0.494 0.453 0.507
1024
128 0.405 0.501 0.498 0.497 0471 0.507
256 0.5 0.497 0.436 0.5 0.454 0.509
Wins / total test 416 12\16 o\16 7\16 2\16 14\16
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B. Randomness Test

Randomness Test is a set of algorithms that find out
whether the distribution of data is random. In this paper, three
algorithms of Randomness (run test, frequency test and block
frequency test) are implemented to evaluate the randomness of
cipher text (Table 4). It can be observed that RC4-DNA-Alg
provides more randomness values compared to native RC4
(shadow color).

C. Time of Encryption

Encryption time (Table 5) has been tested on a machine
using CPU Intel core i5 24 GHz and RAM 8 GB under
Microsoft windows 10 enterprise 64-bit.

Table 6 shows the result summary of encryption time.

TABLEV.  THE PROPOSED RC4-DNA-ALG COMPARED TO RC4 BASED
ON AVERAGE ENCRYPTION TIME
Plaintext ) Average Encryption Time (ms)
Size Key Size
RC4 RC4-DNA-Alg
32 0.401 0.522
64 0.402 0.529
128
128 0.41 0.538
256 0.414 0.584
32 0.554 0.624
64 0.562 0.641
256
128 0.567 0.681
256 0.576 0.69
32 0.836 0.924
64 0.843 0.993
512
128 0.848 1.086
256 0.857 1.001
32 1.385 1.425
64 1.435 1.793
1024
128 1.593 1.986
256 1.612 1.993
Wins / total test 16/16 0116

TABLE VI.  SUMMARY OF RESULTS

RC4 RC4-DNA-Alg
Parameters / algorithms win win
Secrecy of cipher 0% 100 %
Run Test 25% 75 %
Frequency (Monobit) 56.25 % 43.75 %
Frequency Block 125% 87.5%
Average encryption time (in ms) 1.007 (17.5%

0.832

overhead)

Vol. 8, No. 10, 2017

VI. CONCLUSIONS

Current research introduced a new hybrid algorithm (RC4-
DNA-AIlg) by combining RC4 and DNA algorithms. It is
validated that RC4-DNA-Alg enhanced the secrecy level of the
cipher text for all tested sizes of plaintext using four different
key sizes (32, 64, 128 and 256 Bytes). Furthermore, got more
stable randomness test than native RC4. The enhancement
steps added an overhead around (17.50%) to the execution time
of original RC4. In future work will focus on developing a key
exchange algorithm in order to implement the instant
messaging system based on this study.
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Abstract—The aim of this study is to apply the principle of
multi-criteria decision making theories on various types of cancer
treatment techniques. Cancer is an abnormal cell that divides in
an uncontrolled manner, it is a growth (tumor) that starts when
alterations in genes make one cell to grow and multiply rapidly.
Eventually, these cells may metastasize to other tissues. The
primary factors that influence the comprehensive treatment plan
of cancer include, but not limited to genetic factors, patient
general health condition, explicit characteristic of cancer, and
even purpose of the treatment. Other factors which are also
essential include treatment duration, cost of treatment,
comfortability, side effects and percentage of survival rate. The
latter factors play an important role in the course of treatment
and are therefore needed in order to evaluate the several
treatment procedures. The outcome of the decision-making
theories on these treatment procedures will help the concerned
parties such as the patients, oncologists, and the hospital
management. The most common cancer treatment techniques
were evaluated and compared based on certain criteria using
Fuzzy PROMETHEE decision-making theory.

Keywords—Cancer treatment alternatives; multi criteria
decision making; Preference Ranking Organization Method for
Enrichment Evaluations (PROMETHEE); fuzzy PROMETHEE

I.  INTRODUCTION

Cancer is an abnormal cell that divides in an uncontrolled
manner, it starts when alterations in genes make one cell to
grow and multiply rapidly. Eventually, these cells may
metastasize to other tissues. The primary factors that influence
the comprehensive treatment plan of cancer include, but not
limited to genetic factors, patient general health condition,
explicit characteristic of cancer, and even purpose of the
treatment. There are various treatment techniques such as;
chemotherapy, radiotherapy, hadron therapy, surgery,
immunotherapy, and hormone therapy [1]. The primary
factors that influence the treatment decision of particular
cancer include; patient characteristic, disease characteristic
and treatment basis [2]. Apart from the primary factors, other
factors which include treatment duration, cost of treatment,
Comfortability, side effects and percentage of survival rate
play important role in the course of treatment and are therefore
needed in order to evaluate the several treatment procedures.

PROMETHEE and Fuzzy PROMETHEE are multi-criteria
decision-making techniques which are explained in Section 3.
In this paper, we used Fuzzy PROMETHEE technique to
evaluate the cancer treatment alternatives corresponding to

their parameters.

This paper is organized as follows: In Section 1, the basic
information about the cancer treatment alternatives is
presented. In Section 2, PROMETHEE and fuzzy
PROMETHEE techniques are shown and the proposed
approach is presented. In Section 3, the results are shown.
Lastly, we conclude the paper in Section 4.

A. Chemotherapy

Cancer chemotherapy uses anticancer drugs that are meant
to destroy the cancer cells [3]. These drugs are being delivered
orally or intravenously (injected into a vein), making its way
to the bloodstream to get to the cancer cells at different parts
of the body [4]. Due to the mode of operation of this therapy
technique, it has unique systemic effects [5]. The way the
therapy works is by slowing or inhibiting the growth of cancer
cells which grow and divide rapidly. The downside of this
procedure is that healthy cells that are rapidly dividing are
harmed too. The noticeable side effect of this procedure arises
from damage to healthy cells, but the effects may wear off
when therapy is over [4].

Chemotherapy is also used alongside other modalities for
treatment to ensure greater effectiveness and specificity on
cancer cells. The Adjuvant chemotherapy is undergone after
radiation therapy or surgery to completely destroy cancer cells
that might have been left after previous treatment [5]. Neo-
adjuvant chemotherapy is when treatment is given to shrink
the cancer cells before surgery or radiation therapy to
maximize treatment efficacy [3]. Other strategies include
Consolidation (given to increase cure rate), Induction (given
to induce complete response to treatment), Intensification
(given to effect a longer remission), Maintenance (given to
delay regrowth of residual cancer cells), Palliative (given to
control symptoms), and Salvage (given to patient whose
symptoms have recurred or failed) [5]. The treatment regime
to be used depends on the type of cancer and its severity. The
above-mentioned strategies can cure, control and ease cancer
symptoms [4].

B. Radiotherapy

Radiotherapy is highly competent in the treatment of a
local tumor. However, clinical problems arise as a result of the
radioresistance of intrinsic tumour cells to treatment. This
treatment utilizes X-rays of relatively high-energy to destroy
tumour cells or inhibit their growth [6]. Two main types of
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such treatment are available, External beam therapy which
involves bombarding the tumour with radiation from
equipment outside the body and Internal radiation treatment
which uses a radioactive substance enclosed in a delivery
device such as catheters, seeds, needles or wires placed near or
directly into cancer [7]. Furthermore, the stage and type of
cancer to be treated determine which therapy procedures
should be administered. External beam treatment is used in the
treatment of breast cancer whereas internal beam treatment
with a radionuclide (Strontium-89) is employed to lessen bone
pain resulting from breast cancer that has metastasized to the
bones around the breast. Strontium-89 is administered
intravenously and travels to the bone surface. The released
radiation destroys tumour cells in the bones [8].

Brachytherapy is an internal radiation therapy that conveys
radiation to diseased tissue from a radioactive source
positioned inside the body. Brachytherapy can convey greater
doses of radiation to cancer cells than external-beam radiation
therapy while inflicting less damage to healthy tissue. This
therapy employs the use of several techniques to treat cancer,
and they are briefly discussed. Interstitial brachytherapy
makes use of radiation source placed within a tumour.
Intracavitary brachytherapy uses a source positioned inside a
body cavity or a surgical cavity, e.g the chest cavity
neighbouring a tumour [9]. Episcleral brachytherapy is used in
the treatment of melanoma in the eye, with its source attached
to the eye. The radioactive isotopes used in brachytherapy are
enclosed in tiny pellets or “seeds”. Catheters, needles, or other
types of carrier are used as the delivery tools to place the seeds
into patients. The resulting decay of the isotopes naturally,
then gives off radiation that kills nearby cancer cells [10].
When at the location after a few weeks or months, the isotopes
decay entirely and ceases to emit radiation. These seeds cause
no harm when left in the body.

C. Hadron Therapy

This is a form of radiotherapy which uses (protons,
neutrons and other ions) to treat cancer. Due to their unique
radiobiological properties, these particles have the ability to
penetrate tissues and deposit their peak energy. Hadrons are
subatomic particles that are influenced by a strong nuclear
force which binds particles in harmony within the atomic
nucleus [11]. Common examples of hadrons are the neutrons
and protons and that form the atomic nuclei. Protons,
neutrons, and light ions such as carbon, helium, neon and
oxygen are the hadrons recently used in radiotherapy [12].
These beams posses physical and radiobiological attributes
which are entirely different from the X-ray and gamma ray
beams used in typical radiotherapy. The interaction between
charged hadrons and matter is so free which results in a well-
defined spreading of the dose in depth. Light ions deposit at
the end of their track a significant portion of their energy,
resulting in strong local ionization that is considered largely
effective against radiation-resistant tumours [13].

D. Immunotherapy

This is a biological process that employs certain
therapeutic agents to stimulate or restore immune system
functions, thereby assisting the body in fighting diseases. This
therapy technique is frequently regarded as the “fourth
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modality” in cancer care and constitutes three forms of
treatment: Cancer vaccines & other active immunotherapy
vaccine e.g. human papillomavirus vaccine, monoclonal
antibodies (e.g., trastuzumab), and non-specific adjuvant
therapy and immunotherapy e.g., interferon or sargramostim
[14]. The effectiveness of immunotherapy could be increased
by individualized therapy with suitable antibody cocktails.
Immunotherapy could be regarded as an alternative treatment
procedure since it can get rid off of residual tumor cells
regardless of their proliferative state [15]. The aim of
immunotherapy for cancer is to surmount these barriers to
result in an efficient anticancer immune response.

E. Hormone Therapy

Hormone therapy also referred to as hormonal therapy or
endocrine therapy, which lessens or stops the growth of
tumours that have hormone receptors or are hormone sensitive
by disrupting the body’s ability to produce hormones or by
meddling with the response of the cancer cells to the effects of
hormonal changes. Hormone treatment is ineffective or not
responsive when tumours are hormone insensitive and do not
have hormone receptors. This therapy technique works by
inhibiting the action of hormones or replacing them and also
stopping the growth of cancer cells [16]. The glands produce
hormones which are then circulated via the bloodstream.
Furthermore, certain cancers grow as a result of the presence
of some hormones. When tests indicate that the tumors
receptors, then treatments that involve the use of drugs, having
radiation therapy or surgery are used to lessen the release of
such hormones or stop them from being potent. Estrogen,
which causes the growth of some breast cancers, is produced
chiefly by the ovaries. Ovarian ablation is used to stop the
ovaries from producing estrogen [1].

Hormone therapy with tamoxifen is usually administered
to patients with early stage cancer that can be surgically
excised and cancer that spread to other parts of the body
(metastatic breast cancer). Hormonal treatment using the
action of estrogens or tamoxifen on cells all over the body
may result in the development of endometrial cancer. Female
patients on tamoxifen are required to undergo pelvic exams
annually to check for any signs of cancer. However, apart
from menstrual bleeding, any other vaginal bleeding should be
mentioned as soon as possible to the doctor. A luteinizing
hormone-releasing hormone (LHRH) agonist is administered
to premenopausal  patients who are diagnosed to  have
a hormone receptor-positive breast cancer. LHRH agonists
lessen the body’s progesterone and estrogen. An aromatase
inhibitor is administered to patients at the premenopausal
stage with hormone receptor-positive breast cancer. These
inhibitors (aromatase) reduce the body’s estrogen by stopping
the action of the enzymecalled aromatase from
converting androgen into estrogen. The kinds of aromatase
inhibitors are anastrozole, letrozole, and exemestane [17],
[18]. For the treatment of early localized breast cancer,
surgery is used to remove cancer cell using adjuvant
treatments of certain aromatase inhibitors instead of tamoxifen
or after 2 to 3 years of tamoxifen use. The aromatase inhibitor
is also in clinical trials to compare their use to hormone
therapy with tamoxifen for metastatic breast cancer treatment.
Anti-estrogen treatment such as fulvestrant or megestrol
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acetate is other kinds of hormone therapy [1].

F. Surgery

Surgery is aimed at removing as much of the tumor as
possible. Different types exist but the one to be performed on
a patient depends on his/her choice or as recommended by the
physician, based on the medical history and cancer type.
Surgery is done for several reasons such as to remove more of
the cancer (breast-conserving surgery (BSC) or mastectomy),
investigate the spread of cancer to the axillary lymph nodes,
reconstruct the breast to restore its shape, and also to relieve
symptoms of advanced cancer. BCS involves removing only
part of the breast with cancer also called lumpectomy,
quadrantectomy,  partial  mastectomy or  segmental
mastectomy. Mastectomy is aimed at removing the entire
breast and sometimes including nearby tissues. Patients have
the option to choose between BCS or mastectomy, advantages
of BCS is, more of the breast tissue is reserved but in most
cases, there is a need for additional radiotherapy. On the other
hand, most mastectomies are less likely to include a further
radiotherapy. Surgery is also done to remove nearby lymph
nodes. This is done in order to investigate whether the cancer
has spread to the lymph node. This is very important because
it helps to figure out the stage of the cancer. After most
surgeries, some patients consider having their breast rebuilt to
restore its appearance (breast reconstruction). Even though
surgery is not likely to cure breast cancer that has reach other
parts of the body, it can still be helpful in slowing the spread
of the cancer or to prevent or relieve symptoms of it [19].

Il. MATERIAL AND METHODOLOGY

A. PROMETHEE (Preference Ranking Organization Method
for Enrichment Evaluations)

The PROMETHEE technique is a multi-criteria decision
making technique developed by [20], [21] which is based on
mutual comparison of each alternative pair with regards to
each selected criteria. This model is one of the easiest and
most efficient methods in conception and application
compared to other MCDM methods.

The advantages of PROMETHEE technique [22]:
» PROMETHEE is a user friendly outranking method.

> It has been successfully implemented to the real life
planning problems.

» PROMETHEE | and PROMETHEE II give partial and
total ranking of the alternatives respectively, while still
satisfying simplicity.

The PROMETHEE method requires only two types of
information: the information on the weights of the criteria
considered and the decision-maker’s preference function when
comparing the contribution of the alternatives in terms of each
separate criterion [23].

In PROMETHEE method, different preference functions
are available in order to define different criteria. The
preference function (P;) denotes the difference between the
evaluations obtained with two alternatives (a and a,s) with
regards to particular criterion, within a preference degree
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ranging from 0 to 1. There are six different types of
preference functions that can be used to implement
PROMETHEE method; usual function, U-shape function, V-
shape function, level function, linear function and Gaussian
function.

The basic steps of the PROMETHEE method [20], [24]
are:

Step 1. For each criterion j, determine a specific
preference functionp;(d).

Step 2. Define the weights of each criterionw, =
(wy, Wy, ...,wy) . At the discretion of the decision maker, each
weights of criterion can be taken equally if only their
importance is equal. And also normalization can be used for
the weights; Y5, w, = 1.

Step 3. For all the alternatives,a;, a,» € A define the
outranking relation m:

K
n(as a,) = z W [pk (fk(at) - fk(at'))];
U axa - [04]

Here n (a,b) denotes the preference index which is a
measure for the intensity of preference of the decision maker
for an alternative a, in comparison with an alternative a,
while considering all criterion simultaneously.

Step 4. Determine the leaving and entering outranking
flows as follows:

» Leaving (or positive) flow for the alternative a;:

1
*(a) = —= > m(ay )

> Entering (or negative) flow for the alternativea,:

n
1
P~ (ap) = =1 Z n(a,, ar)
t'=1
t'#t
Where, n is the number of alternatives. Here, each
alternative compared with (n-1) number of other alternatives.
The leaving flow ®*(a,) expresses the strength of
alternativea, € A, while the entering flow @~ (a;) denotes the
weakness of alternatives, a, € A.

Via these outranking flows, the PROMETHEE | method
can provide a partial pre-order of the alternatives and
PROMETHEE Il method can provide the complete pre-order
based on net flow, however it doesn’t give much information
about the preference relations.

Step 5. Determine the partial pre-order on the alternatives
of A according to following principle:

In PROMETHEE | alternative a, is preferred to alternative
a,' (a.Pa,r) if it satisfies the one of the following conditions:

(asPa,r) if;
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@*(a,) > d*(a,)andd™ (a,) < D~ (a,r)
@t (a,) > d*(a,)andd (a,) = &~ (a,r)
@*(a,) = ¢*(ay)and®™ (a,) < @~ (aa,r)
When two alternatives a, and a,” have the same leaving
and entering flows, a; is in different to a,’ ( a.la,r):

(ala,) if: @*(a,) = @*(a,)and @ (a,) = @~ (a,).
a, is incomparable to a,r(a;Ra,r ) if;

{Cb’“(at) > @t (a)andd ™ (a;) > P~ (a,r)
®*(a,) < d*(a,)andd (a;) < P~ (ayr)

Step 6. Determine the net outranking flow for each
alternative
"t (a,) = @*(a,) — @7 (ay)

Via PROMETHEE Il, the complete pre-order can be
obtained by the net flow and defined by:

a. is preferred to a,r (a.Pa,r) if "¢ (a,) > ™" (a,r)
ais indifferent to a,’ ( a.la,) if @™t (a,) = ™ (a,r).

Basically the better alternative is the one having the higher
"¢t (q,) value.

B. Fuzzy PROMETHEE (F-PROMETHEE)

There has been few research based on the approach of
fuzzy PROMETHEE (F-PROMETHEE). Among the few
researchers that have applied fuzzy PROMETHEE include
[25]-[29]. In real life conditions, most times it is difficult to
collect crisp data to define a problem properly and make an
optimal decision. Using Fuzzy sets gives the decision maker
the ability to define the problem under the vague condition
which is more realistic.

Vol. 8, No. 10, 2017

The main aim of the Fuzzy PROMETHEE model was
proposing a comparison between two fuzzy sets. Yager [30]
found an index which is determined with the center of weight
of the surface of the membership function to compare the
fuzzy numbers. Yager defined the magnitude of a triangular
fuzzy numbers F = (N,a,b), which is equivalent to F =
(N —a,N,N + b), corresponding to center of triangle with
the YI = (3N —a + b)/3 formula. In our F- PROMETHEE
application we applied Yager index to compare the fuzzy
numbers.

C. Application

First, we defined the importance of the parameters with the
linguistic scale as seen in Table 1 and then we applied Yager
index to obtain the weight for each criterion as seen in
Table 2.

TABLE I. LINGUISTIC SCALE FOR IMPORTANCE

Linguistic scale for
evaluation

Triangular fuzzy
scale

Importance ratings of
criterions

Very high (VH)

Cost of Machine, Cost of
Treatment, Percentage of

(0.75,1,1) _
Survival
Important (H) (0.50, 0.75, 1)
Medium (M) (0.25, 0.50, 0.75) Treatment Time
Low (L) (0, 0.25, 0.50)
Very low(VL) (0, 0, 0.25) Comfortability

After we collect all the data for the alternatives, we applied

them to Visual PROMETHEE Decision Lab program as
shown in Table 2. We used the V-shape function for treatment
time, linear function for cost of machine and cost of treatment
and level preference function for comfortability and
percentage of survival.

TABLE Il.  VISUAL PROMETHEE APPLICATION FOR THE CANCER TREATMENT ALTERNATIVES
- . . - Survival
Criteria Treatment Time Cost of Machine Cost of Treatment Comfortability P
ercentage
Unit weeks $ $ y/n %
Preferences
(min/max) min min min max max
Weight 0,50 0,92 0,92 0,08 0,92
Preference Fn. V-shape Linear Linear Level Level
Evaluations
Chemotherapy 104 0 7470 Yes 70
Radiotherapy 6 3000000 5333 Yes 55
Hadron therapy 6 162500000 13833 Yes 97
Immunotherapy 104 0 27925 Yes 50
Surgery 2 0 32500 No 86
Hormone therapy 260 0 2256 Yes 69
1. RESULTS The criteria for cost of treatment were de-activated while

Result from Table 3 shows that hadron therapy with the
highest survival rate, short treatment time and non-
invasiveness tops the list of alternatives and therefore, it will
be more beneficial to the patient. The criteria for cost of
machine were de-activated in getting the result as it does not
benefit the patient.

Result from Table 4 shows that Surgery with the highest
treatment cost will be more advantageous to the hospital.

obtaining this ranking because it has no benefit on the hospital
side.

Fig. 1 shows the positive and negative side of the
Treatment Alternatives for each selected criteria. We used
Decision Lab visual PROMETHEE program to have the
result. This program is user friendly and the decision maker
can change the criteria and also the weight for criterion easily
and can compare the devices according to criteria they wish.
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IN TERMS OF PATIENT

Rank of alternatives
Negative outranking flow

Net flow Posi

tive outranking flow

1 Hadron therapy 0,4931 0,5041
0,0110
2 Surgery 0,3741 0,4501
0,0760
3 Chemotherapy -0,0446 0,2314
0,2760
4 Radiotherapy -0,1152 0,2000
0,3152
5 Hormone therapy -0,2446 0,1521
0,3967
6 Immunotherapy -0,4628 0,0413
0,5041

TABLE IV. COMPLETE RANKING OF CANCER TREATMENT ALTERNATIVES

IN TERMS OF HOSPITAL

Rank of alternatives Net flow Positive outranking flow
Negative outranking flow
1 Surgery 0,5262 0,6022
0,0760
2 Hadron therapy 0,1129 0,5041
0,3912
3 Chemotherapy 0,1074 0,3835
0,2760
4 Hormone therapy -0,0926 0,3041
0,3967
5 Immunotherapy -0,3107 0,1934
0,5041
6 Radiotherapy -0,3433 0,2760
0,6193

4+

Surgery

Hadron therap

Cost of Machine

Comfortabilty

Chemotherapy
Hormone thera

Survival Percent. Treatm, Tme  Cost of Machine

Treatm, Tme  Treatm, Time

11 Survival Percent,Survival Percent, Cost of Machine Costof Machine Costof Machine Treatm, Tme  [+1
Costof Machine Treatm, Tme  Survival Percent, Cost of Treatmer Cost of Treatmer Cost of Treztment
Treatm, Tme  Cost of Treatmer Cost of Treatmer Comfortablity  Comfortabiity ~ Comfortability
Cost of Treatmer Comfortability
Comfortahility

Immunotherap  Rediotherapy

Survival Percent, Survival Percent,

Fig. 1. PROMETHEE evaluation results.
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V. CONCLUSION

Using fuzzy PROMETHEE as a multi-criteria analysis
technique, we were able to achieve good decision results by
incorporating fuzzy input data. The fuzzy PROMETHEE
method was applied on various cancer treatment alternatives.
This study indicates that the proposed method simply and
practically provides advanced alternative solutions to
decision-making problems. The results of this ranking give the
decision makers or organizations the ability to choose or
improve their treatment procedures. The study can be
improved by adding more criteria to the alternatives.

With the Fuzzy PROMETHEE technique, the problem of
decision making for the fuzzy data is solved. This technique
has proven to be very efficient in many fields when compared
to other decision making techniques. The outcome of this
study will benefit the patient, likewise the hospital
management in making relevant decision as to managing the
hospital or the patient. Other works have been done to
compare nuclear imaging devices and image reconstruction
techniques. This method can also be extended to other aspect
of medical decision making.
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Abstract—Cloud computing exhibits a remarkable potential
to offer cost-effective and more flexible services on-demand to the
customers over the network. It dynamically increases the
capabilities of the organization without training new people,
investment in new infrastructure or licensing new software.
Cloud computing has grown dramatically in the last few years
due to the scalability of resources and appear as a fast-growing
segment of the IT industry. The dynamic and scalable nature of
cloud computing creates security challenges in their management
by examining policy failure or malicious activity. In this paper,
we examine the detailed design of cloud computing architecture
in which deployment models, service models, cloud components,
and cloud security are explored. Furthermore, this study
identifies the security challenges in cloud computing during the
transfer of data into the cloud and provides a viable solution to
address the potential threats. The task of Trusted Third Party
(TTP) is introducing that ensure the sufficient security
characteristics in the cloud computing. The security solution
using the cryptography is specifically as the Public Key
Infrastructure (PKI) that operates with Single-Sign-On (SSO)
and Lightweight Directory Access Protocol (LDAP) which ensure
the integrity, confidentiality, availability, and authenticity
involved in communications and data.

Keywords—Cloud computing; deployment models; service
models; cloud security; trusted third party; cryptography

I.  INTRODUCTION

Cloud computing extends the information technology
capabilities by increasing the capacity and adds abilities
dynamically without investing on large and expensive
infrastructure, licensing software, or training new personals.
Among the several benefits, cloud computing provides a more
flexible way to access the storage and computation resources
on demand. In the last few years, different business companies
are increasingly understanding that by tapping the cloud
resources and gaining fast access, they are able to reduce their
initial business cost by paying only the resources they used
rather than the need of potentially large investment (owning
and maintenance) on infrastructure. Rapid deployment, cost
reduction, and minimal investment are the major factors to
employ cloud services that drive many companies [1]-[3].
Cloud computing is explained by National Institute of Standard
and Technology (NIST). It is a model to enable convenient,
ubiquitous and on-demand network access that is the

configurable computing resources to shared resources which
can be delivered and provisioned rapidly with minimum
managerial interaction [4].

The cloud is the collection of virtualized and inter-
connected computers that consists of parallel and distributed
systems which can be dynamically presented and provisioned
the computing resources based on some Service Level
Agreements (SLA) that is established by the settlement
between the customers and service provider [5]. The
advantages of using cloud computing are offering infinite
computing resources, low cost, security controls, hypervisor
protection, rapid elasticity, high scalability and fault tolerant
services with high performance. Many companies like
Microsoft, Google, Amazon, IBM, etc. developed the cloud
computing systems and provide a large amount of customers
by enhancing their services [6]. Moreover, there are significant
barriers to adopting cloud computing like security issue
regarding the privacy, compliance and legal matters because it
is relatively new computing model having a great deal of the
uncertainty regarding the security of all levels such as host,
network, data levels, and application can be accomplished [7].
The management of data and services is an important concern
when the databases and application software are moves the
cloud to the large data centers. It may arise many security
challenges regarding the use of cloud computing includes the
privacy and control, virtualization and accessibility
vulnerabilities, credential and identity = management,
confidentiality, authentication of the respondent device and
integrity [8], [9]. The increment in the adoption of cloud
computing and the market maturity is growing steadily because
the service providers ensure the complex security level,
compliance and regulatory. In part this growth, the cloud
services will deliver the increased flexibility and cost savings
[10].

Cloud computing is authorized through the virtualization
technology in which the host system operates an application
referred as a hypervisor that generates one or more Virtual
Machines (VM) and it faithfully simulates the physical
computers. These simulations can be able to operate any
software from operating system to the end-user application
[11]. The number of physical devices lies in hardware level
that includes hard drives, processors and network devices
which are placed in the data centers. It is independent of the
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geographical location that is responsible for processing and
storage as needed. The effective management of the servers is
performed by the combination of the virtualization layer,
software layer, and the management layer. Virtualization layer
is utilized to provide the necessary cloud components of rapid
elasticity, resource pooling, and location independent. Also, it
is an essential element of cloud implementation. The ability to
implement security rules and monitoring throughout the cloud
is done by the management layer.

This research explains the overview of cloud computing
architecture as: 1) cloud deployment models; 2) cloud service
model; 3) cloud basic characteristics; 4) cloud security.
Security concerns of different companies with the growing
importance of cloud resources are taking into account when the
data migrate to the modernize cloud systems, advances in
business needs and the impact of services offered by the
different organizations to increase the market. Moreover, this
study focuses on to identifying the security issues and
challenges in cloud computing that considers the threads,
vulnerabilities, requirements, risks and discusses the security
solutions and suggestion for the cloud computing. Also,
discusses the Trusted Third Party (TTP) in the cloud
computing environment by enabling the trust and cryptography
that ensure the integrity, authenticity and confidentiality of data
by addressing specific security vulnerabilities. The suggested
solution to the horizontal level services which are available for
the concerned entities that basically maintain trust to realize the
security mesh. Public Key Infrastructure (PKI) operates with
Single-Sign-On (SSO) and Lightweight Directory Access
Protocol (LDAP) and is utilized to securely authenticate and
identify the concerned entities.

Vol. 8, No. 10, 2017

The rest of the paper is organized as follows: Section 2
summarizes the detailed design of cloud computing
architecture. Section 3 explains the security challenges of the
Cloud computing. Section 4 describes the analysis and
discussion based on the security challenges identified in the
cloud computing environment. Section 5 presents the
conclusions and future work of this research.

Il. CLouD COMPUTING ARCHITECTURE

NIST is responsible for providing security in the cloud
computing environment and developing standards and
guidelines which shows a valuable contribution that offers a
better understanding of cloud services and computing
technologies [2], [12]. Cloud computing architecture
summarize as the four deployment models: public cloud,
private cloud, community cloud, and the hybrid cloud. The
deployment models represent the way that the computing
infrastructure delivers the cloud services can be employed. The
three cloud service models or delivery models are available for
the customer: Infrastructure as a Service (laaS), Platform as a
Service (PaaS), and Software as a Service (SaaS). There are
different levels of security required for these service models in
the cloud environment. The wide range of services considered
in cloud basic characteristic layer that can be used all over the
internet. The cloud service provider is corresponded to provide
services, resource allocation management, and security. The
architecture explains the five basic components which consist
of services that are used in the cloud. The cloud security is the
very important and complex task when the data transfer or
shared resources to the cloud within the client-server
architecture. The architecture of cloud computing is shown in
Fig. 1 and details are discussed as follows:
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A. Cloud Deployment Models

The cloud computing model has three deployment models
that can be particularly used to represent the cloud service
models and it explains the nature and purpose of the cloud. The
deployment models can be shown in Fig. 2 and classified as
follows:

Community
Cloud

Hybrid Cloud Private Cloud

Fig. 2. Cloud deployment models.

1) Public Cloud: A public cloud represents the cloud
hosting and owned by the service provider whereby the client
and resource provider have service level agreement [4], [13].
Microsoft, Google, Amazon, VMware, IBM, Sun and
Rackspace are some examples of cloud service provider. The
plateform is designed in the form of generalized computing
that holds the generic type of customer demand. The resources
are made available to the public and easily accessible.
Multiple entities are involved in operating public cloud and
resource are public for the customers which makes them
difficult to protect from malicious attacks. It contains some
concerns over privacy, data access and security for customers
because it is outside the firewall. It is less secure than the
other deployment models and suited for a small and medium
business that may not have to configure servers and purchase
capital resources.

2) Private Cloud: The cloud infrastructure is managed and
maintained by the single organization that compromises
multiple customers. If any organization set up their own
private cloud and recently create their own servers having
physical hardware servers that put virtualization layer top on
them then they would make resources available only
internally. So, their application can deploy to their own
physical control server, they don’t need to go Microsoft or
Amazon servers. They will set up their own infrastructure. It
can ensure the physical security and more secure as compared
to the public cloud because of its specific internal exposure.
Private cloud is the only access to operate by the designated
stakeholder and organization. However, the cost is
significantly higher because expertise and training are needed
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for the server administrator, virtualization specialist, and
network specialist. Virtual application and scalable resources
provided by the cloud service provider are pooled together and
it is available for customers to use and share. In private cloud,
it is easier to address the relationship between the service
provider and customer because the infrastructure operated and
owned by the same organization [14]. It employs the
capabilities of cloud management software to ensure reliable
delivery service and integrity of the external resources.

3) Hybrid Cloud: Hybrid cloud is referred as the
combination of two or more cloud deployment models that
can be either public, private or community clouds which
remains the unique entities but are bound together [15]. The
importance of hybrid cloud usually offers extra resources
when the high demand from the customer and for instance it is
enabled to migrate some computation jobs from private to
public cloud. It is well organized and allow different entities
to access data over the internet because it offers more secure
control of the applications and data. It provides a benefit over
different deployment models and can be internally and
externally hosted. Hybrid cloud gets more popularity and
became a dominant model. The main reason is that it has the
ability to take advantage of cost-saving, scalability in
elasticity that public cloud may provide, allow control
flexibility when it needed.

4) Community Cloud: Community cloud is referred as the
organizations shared its cloud infrastructure among the
customers having similar interest or concerns like a policy, the
security requirements, mission and compliance consideration.
We say that the several organizations or a third party are
operated, controlled, shared and handled the resources of
community cloud [16]. In case of the third party like Siemens
have IT services and solutions that set up a media cloud for
the media industry. It tends to be more rare and specialized.
The cloud infrastructure of community cloud is shared and
owned by different organizations such as research groups,
together with work of companies and government
organizations.

B. Cloud Service Models

Cloud computing architecture has a set of services which
are used to access the configurable computing resources
(applications, storage, servers, networks and services) on
demand, dynamically scalable, virtualized and multi-tenant that
offers a self-service over the internet. It provides the flexibility
to handle the rapidly changing customer requirements and
gives a reliable solution for customer demands. There are many
service providers (Microsoft, Google, Amazon, Rackspace,
etc.) that offer services to any of these models such as laaS,
PaaS and SaaS. The classification of cloud service models is
important to figure out the particular service model that fulfills
and accomplish its roles. The service model can be represented
in Fig. 3 and the details are discussed as follows:
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«| JaaS || PaaS || SaaS

1
Fig. 3. Cloud service models.

—
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1) Infrastructure as a Service (laaS): laaS offers the
virtualized computing resources over the internet and deals
with the hardware infrastructure such as servers, storage,
processor, data center, network and various other
infrastructure resources as a service where the user able to run
and deploy arbitrary software. This infrastructure can
significantly minimize initial cost of the companies to
purchase computing hardware such as network devices,
servers and processing power that allows the companies to
major focus on core competencies instead of worrying
regarding management and provisioning of infrastructure or
own data centers [17]-[19]. The service providers for laaS
have hosted user applications and handle different jobs like
resiliency planning and system maintenance backup. It has a
major focus to improve the security in areas like VM monitor,
intrusion detection, firewall and prevention (IPS/IDS). lasS
model includes storage, web services, server hosting, VM,
backup and recovery. The platform of laaS provides the highly
scalable resources which can be fixed on demand. It makes the
plateform more suited for workloads having experimental,
temporary or change unexpectedly. Furthermore, the
characteristic includes the desktop virtualization, dynamic
scaling, administrative tasks automation and policy-based
services. The customer has control over deployed applications,
storage, operating system and limited control are possible to
select networking components like host firewall rather than
the control or manage the cloud infrastructure. The well-
known vendors for the laaS are VMware, Hyper-V,
Terremark, Amazon EC2, Dropbox, Sun Microsystems
services and OpenStack to provide services to the customers
and build their private or public cloud. Technically, the market
of laaS is relatively less movement of entry because it
required a large investment to build the cloud infrastructure.
The network services provided by public cloud in terms of
Domain Name System (DNS) and load balancing. The DNS
network service employs the domain name with IP addressing
or hierarchical naming for the network identification and the
load balancing offers a single access point to different servers
that are working behind it. The load balancer used specific
balancing techniques to distributes the network traffic between
the multiple servers.

2) Platform as a service (PaaS): PaaS is the middleware
of the service model and it provides the services in the form of
programs, framework, integrated development environment,
and development tools hosted on the server provider [20],
[21]. It delivers a service to the developers that provides the
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software development lifecycle management (Planning,
design, develop an application, deployment, testing and
maintenance). The abilities offer to the customer or developers
are deployed the developed applications onto the cloud
infrastructure. The customer has only access to control the
deployed applications and configurations of possible hosting
environment instead of control the servers, storage, network
and operating system. PaaS model worked similar to the laaS
but it offers the additional level of rented functionality and the
customers using the services of PaaS model transfer more
costs from hardware investment to the operational expense
[22]. The vendor of PaaS offers some services for the
application developers:

e The standards of the application based on developer’s

requirements.

Logging, code instrumentation and reporting.

Redundancy and security.

A virtual development environment.

The configuration of toolkits for the virtual development

environment.

Management interface and API.

e  Multi-tenancy.

e Auto-provisioning and scalability of the underlying
infrastructure.

e Built-in channel distribution for public application
developer.

The well-known vendors for the PaaS model are: Microsoft
Azure, Apprenda, Stackato, VMware, Google App Engine and
NYSE Capital. PaaS model includes databases, directory
services, business intelligence, testing and development tools.
VM is employed in PaaS to act as a catalyst and it required to
protect against the cloud malware attacks. It is important to
include the valid authentication checks during the data transfer
across the overall network channels and need to maintain the
integrity of the applications. The security of PaaS can be
compromised during the deployment of customer application
or runtime of application and has challenges when underlying
infrastructure security, lifecycle development and third-party
relationship.

3) Software as a Service (SaaS): SaaS model is the
collection of remotely hosted applications that are made
available by the service provider for the customers on demand
on the internet [4]. It has dominant cloud market as underlying
technology that supports service oriented architecture and web
services and still the market is growing rapidly. SaaS model
offers the functionality of the business software to enterprise
users at very low cost instead of providing facility to develop
software or application. The vendors of SaaS models offer
some core benefits are as follows:

Easier administration.

Universal accessibility.

Easily collaboration.

Software compatibility.

Auto patch and updates management.
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It allows the enterprises to get similar benefits of the
internally operated commercially licensed software. However,
still most of the enterprise users are not comfortable due to the
deficiency in the visibility regarding their stored data in the
cloud is secure or not [23]. Therefore, security concerns of
enterprise addressing appear as the emerging challenge in the
adoption of SaaS applications within the clouds. The security
concerns about the application wvulnerabilities, system
availability and insider breaches that bring the loss of sensitive
information or data. SaaS model includes virtual desktop,
email, office automation, business apps, document and content
management. The well-known vendors of SaaS service
providers are the Salesforce and Google App that are the
collection of remote computing services.

laaS provides greater customer or tenant over the security
than PaaS and SaaS. While the PaaS infrastructure provides
better extensibility and customer control and the SaaS model is
depending on integrated functionality with minimum customer
control and extensibility. The security pressure of SaaS model
varies on the cloud provider due to the degree of abstraction.
Mostly large enterprise will like to create hybrid cloud
environment with several private and public clouds having a
possibility to mix community cloud into it. Some clouds will
offer different enhancement in terms of security, performance,
optimized pricing [24]. Furthermore, the optimized outcome is
achieved by the enterprises through the deployment of an
application with suitable cloud models. The well-known
vendor used cloud service model with respective deployment
models are shown in Table 1.

TABLE I. VENDER USED CLOUD DEPLOYMENT AND SERVICE MODELS
Service Infrastru_cture Platform as a Software as a
/Deployment | as a Service Service (PaaS) Service (SaaS)
Models (1aas)
VMware, Microsoft | Office 365,
. Rackspace, Azure, QuickBooks
Public Cloud Amazon EC2 CloudFoundry.com, | online,
Google App Engine | Salesforce.com
OpensStack,
Private Cloud Hyper-V, Stackato, Apprenda | Cisco WebEx
VMware,
CloudStack
. Rackspace, Cloud Foundry,
Hybrid Cloud Custom Custom Rackspace
gloomug]unlty NYSE Capital NYSE Capital Salesforce

C. Cloud Basic Component

The cloud computing is deployed on the basic components
and these components consist of wide range of services which
can be used in the overall internet. In this study, some
important components are considered as follows:

1) Hypervisor: The Hypervisor is referred to as Virtual
Machine Monitor (VMM) or manager is computer hardware
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or firmware, software that allows to run and creates multiple
virtual machines on single hardware host [25]. It is an
important module of virtualization that monitors and manage
the variety of Operating Systems (OS) which can share
virtualized resources of hardware e.g. Windows, Linux and
Mac OS that can run on the single physical system. The
hypervisor can be classified into type 1 hypervisor and type 2
hypervisor. The type 1 hypervisor can directly operate in host
system hardware such as Oracle VM server for x86, Microsoft
Hyper-V and Xen. The type 2 hypervisor operates the guest
operating from the host OS which offers virtualization service
like memory management and 1/O device support such as a
Virtual box, VMware player, and VMware workstation. To
determine the right selection of hypervisor that meets the need
using the performance metrics such as guest memory,
maximum host, a virtual processor supported and the CPU
overhead. Moreover, to identify the hypervisor capabilities by
verifying the guest OS on each hypervisor supports [25], [26].

2) Virtualization: Virtualization allows to share the
physical instance resources by multiple customers or
organizations. It helps to make one physical resource that is
same as the multiple virtual resources [27]-[29]. Virtualization
splits the services and resources from the underlying physical
delivery environment. Virtualization is used to consolidate the
resources (network resources, storage, processor and operating
system) into a virtual environment that offers several benefits
such as IT responsiveness and flexibility, reduce hardware
cost by consolidation and workload optimization. However, it
creates new challenges from attacker to secure the extra layer
of VM due to more interconnection complexity and entry
point increases using virtualization. It is important for the
physical machine security because any problem may effect the
other.

3) Storage: Customers use cloud storage over the network
in which the data is backed up, managed and maintained
remotely [9], [16]. The service provider major focus to
improve the customer concerns regarding security capabilities
such as authentication and encryption into their services. The
vendors need to ensure that the data is secure, available and
safe. Storage in cloud depends on the virtualized infrastructure
with scalability, instant elasticity, metered resources, and
accessible interfaces. The public cloud storage offers a multi-
tenant environment of storage that is appropriate for the
unstructured data. While the private cloud service offers
dedicated storage environment that is protected behind
customers or organization’s firewall. The hybrid cloud service
provides more data deployment options and business
flexibility because it mix the private and public cloud services.
The benefits of using cloud storage are information
management, time deployment, and total cost of ownership.

4) Multi-tenancy: Multi-tenancy environment contain a
single instance of application software that can serve the
multiple users or customers. The customers can only share
applications or resources rather than to observe or share each
other data in the execution environment [30]. Each customer is
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referred as the tenant and it may give the ability for
customizing the application to some extent such as user
interface color, but they are not authorized to customize the
code of applications. SaaS service providers can run one part
of the application with the corresponding database and offer
web access or service to multiple tenants. The data of multiple
tenants or customers is stored in the same database which
effects the data leakage risk between this customer is high.
The provider needs to ensure the security policies in which the
data keep separate between the multiple tenants. The outcome
of multi-tenancy is the optimal utilization of data storage and
hardware mechanism. Multi-tenancy in cloud computing has
broadened because it get advantages to romote access and
virtualization for new service models.

5) Cloud Network: cloud networking is used to describe
the access of network resources from the centralized service
provider using the internet [31]. In this cloud, network and
computing resources can be shared among the customers. The
secure networking infrastructure is required for the efficiently
manage and build the cloud storage. Cloud network needs an
internet connection which is same with the virtual private
network that allows the customer to securely access files,
applications, printers, etc. The cloud network technology in
the form of Software-Defined Networking (SDN) having a
number of networking access devices and switches that can be
deployed over the shared wide area.

D. Cloud Security

Cloud security is the set of control-based policies,
compliance and technologies designed to deploy the protection
of applications, data and infrastructure associated with the
cloud. Cloud is used by more organizations and associated
providers for operating data have become the priority to
contract for proper security and potentially vulnerable areas.
Cloud computing security is the major concerns when shared
resources, access control, privacy and identity management
needs [32]. Some of the concerns are discussed as follows:

e The data store in the cloud can be deliberately disclosed
by the cloud providers, employees and its contractors.

e Cloud-based data may be incorrectly modified and
vulnerable to delete (lost accidentally) by the service
provider.

e In the public network, the data may be possibly
accessible through the insecure APIs and protocols.

e The resources in the cloud are typically shared with
different tenants that may be attacked.

Although, the security of data is in-fact challenging when
data transfer to the cloud. This section briefly discusses the
security concerns as follows:

1) Cloud Storage Security: The popularity and adoption of
cloud storage is rising that produce many security challenges
for the cloud providers as well as for the customers. IT experts
to warn that every kind of technologies even virtual or
physical, it contains inherent risks when using file-sharing
applications and cloud storage. Customers store their data in
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the cloud have no longer owns the data because it will transfer
through the third party that means the privacy setting of data is
beyond the control of service provider or enterprises [33].
Customers need to ensure the quality of service and security of
the data in the cloud. The security concerns about storage are
data leakage, BYOD (Bring Your Own Data), snooping, cloud
credentials and key management.

2) Cloud Infrastructure Security: Cloud computing
enabling the distributed workforce and provides many benefits
for the customers but it is essential to learn how to operate the
cloud infrastructure that ensures and verify the secure
deployment of services, storage of data, communication and
safe operation through administration [21]. With the rapid
adoption of cloud services, the concerns (privacy, security and
reliability) have emerged as potential barriers. Information
security professionals usually define the security guideline,
rules and practice of cloud infrastructure of the organization at
the application, host and network levels.

3) Software Security: The cloud provider required to
protect their applications or software from internal and
external thread throughout from design to production in their
entire life cycle [34]. It is important to define the security
process and policies about the software that enables the
business instead of introducing other risk and it poses
challenges for the customers and the cloud provider. Software
security can be handled or defeat by implementing bugs,
design flaws, buffer overflow, error handling agreements.

4) Cloud Network Security: A cloud service provider has
the responsibility to allow the only valid network traffic and
block all malicious traffic. Cloud providers are not shared the
internal network infrastructure like the access routers and
switches employ to connect cloud VMs to the provider
network. The customer concerned on internal network attacks
which include 1) leakage of confidential data; 2) unauthorized
modification; and 3) denial of service or availability. Network
security has concerns from both internal and external attacks
because the attacker may legally authorize from another part
of the network and attack can occur either physical or virtual
network [34].

I1l. SECURITY CHALLENGES IN CLOUD COMPUTING

The applications of cloud services are operating in the
cloud computing infrastructures by using the internet or
internal network. The concept of trust in the organization can
be referred as the customers assure the capabilities of the
organization that it provides the required services reliably and
accurately. Trust in cloud computing environment based on the
selected cloud deployment models in which the applications
are delegated and outsourced to the control of the owner. Trust
has required an efficient and effective security policy in the
traditional architecture that addressed the functional constraints
and flows between them [35], [36]. External systems access the
constraints that attack the programs which effect the access or
control on the customer data. In cloud deployment models, the
community or public clouds assigned control to the
organization that owned the cloud infrastructure. When the
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public cloud-deployed, the control allows the owner of the
infrastructure to strictly apply adequate security policy which
ensures the appropriate security activities performed that
reduces the threats and risks. Basically, the cloud security is
associated to trust on computing and services employed by the
infrastructure owner. The cloud infrastructure in private cloud
is managed and operated within the premises of private
organization in which no additional security challenges
introduced, so the trust remained within the organization. It is
believed that transfer of data or any association of organization
or systems to the outside organization that opening a way to
gain unauthorized access to the information resources [37].

Cloud computing allows the providers to run, deploy and
develop applications that can be work rapidly (performance),
scalability, maintainability and reliability without any concerns
about the locations and properties of the underlying
infrastructure. The consequences to avail these properties of
the cloud when we store or transfer private data of different
companies and get services from the cloud service providers by
employing the internet that arises the privacy and security
issues. For the purpose of securing cloud Information Systems
(1S) which involve to identifying the challenges and threats that
need to be addressed using the appropriate countermeasures
implementation. Cloud computing infrastructure needs the
assessment of risk in areas such as integrity, confidentiality,
privacy, auditing, reliability and availability. Essentially, the
security has major aspects of integrity, confidentiality and
availability that are utilized in designing the adequate security
system. These major security aspects are required to secure the
data, hardware and software resources. Furthermore, discusses
the Trusted Third Party (TTP) in the cloud computing
environment through enabling trust and cryptography [38]. The
cryptography is used to ensure the authenticity, confidentiality
and integrity of data by trying to address the specific security
vulnerabilities. Third parties or Cloud providers exhibit the
trust of customers with specific quality, operational and ethical
characteristics, and it comprises the minimal risk factor
acknowledgment. TTP in the IS which is offering scalable end-
to-end security services that depend on the standards and
suitable in separate administrative domains, specialization
sectors, and geographical areas. TTP in distributed cloud
environment appears as the ideal security facilitator the
customers or systems are belong to different domains without
the knowledge or information of each other is needed to
establish secure interactions. The security challenges of cloud
computing infrastructure that can be considered in detail as
follows:

A. Integrity

Data integrity in cloud computing is the preservation of
data that is stored in cloud server to verify the data is not
modified or lost by employing the services of the third party.
Organizations can achieve more confidence to prevent system
and data integrity from unauthorized access [39]. They provide
such mechanisms having greater visibility to determine what or
who may modify the system information or data that
potentially affects their integrity. Authorization mechanism is
utilized to determine the system what or which level of access
to a specifically authorized customer should have to protected
resources controlled through the system. Authorization is
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essential to ensure only the valid customers can access or
interact with the data due to increasing the number of access
points and customers in cloud computing environment.

The data integrity involves the three main entities: 1) a
cloud storage provider to whom outsourced the data; 2) owner
of data outsource his data; and 3) auditor who ensures the data
integrity. The auditor may be the owner of data or he can
assign responsibility to a third party [40]. The process of data
integrity scheme defined as in two phases and is shown in
Fig. 4. The preprocessing phase includes the preprocessed data
and generated some additional metadata. After that outsources
the data and metadata to the cloud storage provider. The
verification phase includes the auditor send a challenge request
to the cloud storage provider that generates possession proof
with the data and metadata, and offers it to the auditor. The
verification of proof done by the auditor that ensures the data
integrity is intact.

Preprocess Input File Ji

L
&
ol

&

KON

Proof Verification |||}

Transfer Preprocess File to Cloud
Storage Provider

5\
/\

Challenge Request

Proof of Possession

Cloud Storage Server

Data Owner
Fig. 4. Data integrity scheme.

The timely identification of any data deletion or corruption
by using the data integrity scheme and takes necessary
measures for the recovery of data. The data integrity scheme
contains some design challenges in the cloud that are discussed
as follows:

1) Computation eficiency: In data integrity scheme, the
data can be preprocessed before outsource into the cloud
storage server. The generation of metadata from original data
similar to the cloud storage server. This processing creates
overhead while performing may effect the computation
efficiency. The preprocessing phase for small dataset does not
matter the computation efficiency but it has a significant effect
by using large datasets. In the server end, the computation cost
of the proof of possession limits on how regularly the
customer can verify or ensure the outsourced data integrity
[41]. Data integrity scheme used primitives as metadata that
also effects on the computation time.

2) Communication efficiency: The communication
efficiency can be described three major aspects in the data
integrity scheme: 1) data owner have challenge request for the
proof of possession; 2) the challenge response from the cloud
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storage server for the verification of possession; and
3) overhead occur during the initial transfer of data along the
metadata. The communication overhead in dynamic data that
comprises the updates verification. The metadata utilized the
primitives have effects on the communication cost. Algebraic
signatures offer the communication efficiency by using the
low network bandwidth during response time and challenge
request [41]. The size of response and challenge is usually
small by using the Hill cipher and offering the efficient
communication.

3) Reduced disk I/0O: The overhead in metadata access and
block access for the generation of proof on the cloud storage
server have derived the efficiency of disk I/O in the data
integrity scheme. For the purpose of generating proof to
access all blocks that impact on the efficiency of the data
integrity scheme and scheme become impractical for
employing large datasets. The overall efficiency of disk 1/O
can influence on following parameters [42], [43].

e The size of the disk in data integrity scheme either
employ variable length block size or fixed. The size of
the block is small, then the larger the blocks in the file
that will influence the preprocessing time in metadata
tags generation for all blocks.

e Due to the variable length of data/metadata that cannot
be accessed directly a particular block index. It will
impact on the disk 1/O to increases the process of
verification, so the time increases of generating a proof.

e The parameter challenge in a number of blocks has an
influence on both the I/O cost and computation cost. The
large blocks in a challenge that leads in proof generating
time increased.

4) Security: The concerns while designing the data
integrity schemes because they are vulnerable to different
attacks [44]-[46]. The possible attacks against the schemes are
discussed as follows:

e The tag forgery attack is possible through malicious
cloud storage provider that try to hide the data damage
of customers and avoid the auditing challenge.

e In the data deletion attack, the cloud storage provider
may proceed the challenge through generating a legal
proof of possession with the tags in which the original
data may have entirely deleted.

e In the replace attack, the cloud storage provider may
replace the data blocks of deleted or corrupted pair and
respectively tags using another valid pair as the response
of challenge with that deceive the verifier.

e The pollution attack defines the correct data is employed
by the dishonest server in the generation of response
against a challenge but it offers corrupted or useless
blocks in repair phase.
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e In the data leak attack, the extraction of stored data by
the attacker during the proofing protocol with
wiretapping technique.

The data integrity schemes may find difficult or fail to
identify the data corruption timely that consequences an
unrecoverable damage. The cloud provider ensured to maintain
data accuracy and integrity. The cloud computing models
explain numerous threats containing the sophisticated insider
attack on the data attributes. Software integrity protects the
software from the unauthorized modification by intentionally
or unintentionally. Cloud service providers implementing a set
of APIs or software interfaces used to help the customers to
interact and manage the cloud services. Moreover, the cloud
services security based on the interface’s security because the
unauthorized customer may gain control of them and change or
delete the customer data [47], [48]. Administrator or software’s
owner is responsible to protect the software integrity. Network
and hardware integrity is required to address the cloud provider
and protect the underlying hardware from fabrication,
modification and theft. Cloud service models (laaS, PaaS and
SaaS) are the fundamental task to keep the data integrity and
usually offer massive data procession ability. The challenges
associated with the data storage in the cloud when the solid-
state disks (tapes or hard disk drives) capacity are increased
and unable to keep pace with the growth of data. So, the
vendors need to scale up the storage by increasing the space of
solid-space disk (hard drives or tapes) that may consequence
the high possibility of either the data corruption, data loss, disk
failure or the node failure. Furthermore, the capacity of the
solid-state disk is increasing more and more, while it may not
get much faster in terms of data access.

B. Confidentiality

Confidentiality refers to keeping the customer’s data secret
in the cloud computing system and only the authorized
customers or systems can able to access the data [49]. Cloud
computing provides (e.g. applications and its infrastructures)
are basically in the public clouds have more threads on the
systems or applications are exposed as compare the hosted in
the private data centers. So, it is the fundamental requirement
to keep the customer data secret ever the increasing number of
applications, customers and devices involved. The vendors of
cloud computing are extensively adopted the two basic
approaches such as cryptography and physical isolation to
achieve the confidentiality [50]. The cloud computing provides
services and data that are transmitted through the public
network and it cannot achieve physical isolation. While virtual
LAN and middle boxes network such as packet filters and
firewall should be deployed to accomplish virtual physical
isolation. VPN cubed released by CohesiveFT to offers a
security boundary for the IT infrastructure although it is inside
the single, multiple or hybrid cloud data center ecosystems.
Vertica offers VPN and firewall to secure its database and
deploys on the Amazon EC2. When the Amazon EC2 has
provisioned the Vertica database and offers customers to full
root access that helps customers can secure the systems. They
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create a VPN connection among the enterprise customers and
Vertica to the cloud instance and firewall is set for the outside
world. Confidentiality is also enhancing by encrypted the data
before transfer into cloud storage and TC3 is successfully
employed in this approach. Numerous concerns arises
regarding the issues of application security and privacy, multi-
tenancy, and data remanence [51].

1) Multi-Tenancy:  Multi-tenancy  refers to  the
characteristics of cloud resources that shared including the
data, memory, networks and programs. Cloud computing is
like the business model where the multiple customers can
access same shared resources at the application level, host
level, and network level. Multi-tenancy is similar to multi-
tasking that shares some common processing resources like
CPU and it present number of confidentiality and privacy
threats.

2) Data Remanence: The data is represented in residual
that can be unintentionally removed or erased due to the lack
of hardware separation among different customers and virtual
separation of the logical drives on a single cloud
infrastructure, it may lead the unintentionally disclose the
private data.

3) Application Security and Privacy: Data confidentiality
is associated with the user authentication. To protect the
customer’s account from hackers is a large problem of
controlling the access of the objects including software,
devices and memory. The electronic authentication established
the confidence of customer identities. If the customer used
weak authentication to account can lead to an unauthorized
access to the cloud. In the cloud computing environment, the
customer needed to trust the applications offered by the
organization that is handled and maintained the customer data
in a secure manner. The possibilities of unauthorized access
by the use of vulnerable applications or weak identification
that create the issue of data privacy and confidentiality.

C. Availability

Availability in cloud computing including applications and
its infrastructure is to ensure that the authorized customers can
access the property of system at all time on demand. Cloud
computing models (laaS, PaaS and SaaS) allows its customers
to access the services and applications from anyplace at any
time. Vendors of cloud computing offers the cloud platform
and infrastructure that is based on VM. The Amazon web
services offer S3, EC2 that is based on VM called Skytap and
Xen provides virtual lab management application depends on
the hypervisor (Xen, VMware and Microsoft Hyper-V). For
example, Xen virtual machine offered by Amazon is able to
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provide separated storage virtualization, memory virtualization,
machine/CPU virtualization etc. where the large number of
commodity PCs hosted. This is the reason the service providers
can split resources (memory, capacity, storage, CPU cycle) on
demand from Amazon based on usage expense in the form of
each unit. Currently, the vendors of the cloud are offering
platforms and infrastructures depend on the VM (Skytab,
Amazon) provide the ability to filter and block the traffic based
on port and IP address to secure systems but these services are
not equal to the network security controls in mostly cloud
enterprises.

Most cloud vendors (Google, Amazon) provide geographic
redundancy in their cloud and hopefully allowing high
availability on a single provider. The cloud system is capable
to carry operations even in the security breaches possibilities or
authorities misbehave [52]-[54]. Cloud service shows a heavy
reliance on the network and infrastructure resources available
at any time.

The information system design used to verify the identities
of many systems that share mutual essential security
requirements and determine the particular demands for
information security and data protection. The multiple
customer distributed environment suggests security challenges
based on which level of user operates physical, virtual or
application is shown in Table 2. The objectives of distributed
system security are as follows:

e To ensure the data confidentiality among the
participating systems.

e When add or remove resources on a physical level then
maintain the exactly same security level.

e Make sure that there is no data leakage among different
applications during the separation of processes and data
in the cloud at the virtual level.

e To maintain or manage the integrity provided by the
services such as correct operations and confidentiality.

e To provide the appropriate secure networks among the
non- open systems world.

e To authenticate the different communicating customer's
identities and if necessary the data delivery and origin
for the purposes of banking to ensure the non-
repudiation.

e To ensure the availability of data or
communicated among the participating systems.

e The integrity of data or systems is maintained by
preventing any modification or loss from unauthorized
access between the participating systems communicated.

systems
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TABLE Il DISTRIBUTED SYSTEM SECURITY REQUIREMENT AND THREATS
Cloud Level Physical Level Virtual Level Application Level
Cloud Services Physical datacenter laaS, PaaS SaaS
. Developers deploy software on the End user subscribes the services provides by
Users Owner owns the CIO.Ud !nfrastructure that infrastructure of the cloud that applies to the cloud provider that applies to the
applies to the organization or customer i e
organization or customer organization or customer
e  Virtual cloud Protection . Software security
e Protection of network resources : ilOUd contrtol Imanagement security e  Protection of data from exposure
Security e Network protection Cccess con ;0 d apolicati e Privacy in multi-tenant environment
Requirements . Legal use of cloud infrastructure * ommunication and appiication . Service availability
. - security - .
. Security and reliability of hardware . Security of data (transit/ rest/ . Communication protection
reman e)rl1 ce) e Access control
. . e Network exposure e  Privacy breach
: mls:jjse of clogqf_mftr_astruct_u ;e " . Session hijacking . Network exposure
oragte\gﬁ;e modfication or interruption | Software interruption or modification . Interception
: g e Connection flooding e Analysis of traffic flow
Security Threats | ¢  Network attacks . f .
e DDOS e Programming flaws e Datainterruption
e Natural disasters *  Impersonation e Session hijacking _
- . e DDOS e  Data modification at transit or rest
. Connection flooding - . .
e Traffic flow analysis e Impersonation

D. Trusted Third Party (TTP)

Trusted third party in cryptography helps to facilitate the
interaction among the two parties and reviews all crucial
operations among them. The cloud computing environment
required the TTP services that exhibits to establish the essential
trust level and offers an ideal solution to maintain the
authenticity, integrity and confidentiality of communication
and data. TTP can produce the trusted security domain with the
specifically addresses the loss or missing of the traditional
security boundary. It is an impartial organization which
delivers the confidence of business by technical and
commercial security features to electronic transactions [38].
TTP services are underwritten and offered along with the
technical but also through the structural, financial and legal
means. It is operationally linked with the chain of trust
(certificate paths) for the purpose of providing a web trust that
establishing the concept of Public Key Infrastructure (PKI).
PKI offers legally acceptable and technically sound mean to
implement data integrity, data confidentiality, authorization,
strong authentication, and non-repudiation. In a distributed
information system, PKI gets benefits from coupling through
the directory that is a set of objects having same attributes that
are organized in hierarchical and logical manner. Lightweight
directory access protocol has become the vital protocol that
supports to access PKI directory services for the Certificate
Revocation List (CRL) and employed by web services for the
authentication [55]. PKI is coupled with directory can be
utilized to distribute: 1) certificate status information (CRL);
2) application certificate such as end-user certificate need to
obtain using email before the transfer of encrypted message;
and 3) private key, If the users do not use similar machine
every day then the portability is needed in the environment.
The directory contains the encrypted secret or private key are
decrypted using the password given by customer at the remote
workstation.

PKI are used with the Single-Sign-On (SSO) mechanism
that can be ideal for cloud computing environment, where
customers navigate among the abundance of the boundaries of

cross-organization. In SSO environment, the user has not
required to entering the password repeatedly to access multiple
resources over the network. SSO is deployed with PKI that
enhance the authentication and authorization process of the
whole infrastructure between the evident technical issues due
to it assured the sufficient level of the usability. The TTP can
depend on following methods are defined as follows:

1) Client-Server  Authentication: The certification
authority needs to verify the entities or systems that are
involved in interaction with the cloud computing environment
which includes to certifying virtual servers, network devices,
environment users, and physical infrastructure servers. The
certification authority of PKI develops the required strong
credentials for the virtual or physical entities that are involved
in cloud and security domain are build with specific
boundaries. The availability of strongest authentication
process in distributed environments is the digital signature that
is the combination of Ldap and SSO which ensure the user
flexibility and mobility [56]. The authentication of customers
is performed transparently and automatically to other devices
or servers over the network by signing private key.

Cloud computing platform become enormous in which
every service need secure authorization and authentication
process. Among the conceptual boundaries of organization
outsourced or own services become fuzzy, the adoption of
required SSO solution is critical. Sibboleth is the middleware
open source software that offers SSO within or across the
organizational boundaries and trust on third party or cloud
provider to share the information like user and named attributes
[56]. Authorization process can be achieved after the
successful authentication in which customer exchange his
attribute without worried about the disclosure of personal
information in the resource server.

2) Low or high-level confidentiality: Transmission of data
across the network is a challenge due to its continuously rising
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the threats of data interruption or modification. Due to the
deficiency in traditional physical connection, the complexity
increases in cloud computing environment that it required not
only protection toward cloud traffic but additionally among
the cloud hosts. PKI allows by implementing SSL or IPSec
protocol for the secure communications. IPSec enables to send
or receive the protected packets such as UDP, TCP, ICMP,
etc. without any modification and offers authenticity and
confidentiality based on the requirement [38], [57]. IPSec
customer can authenticate themselves with the PKI certificate
to enchance scalability due to the earlier transmitted of trusted
CA certificate. SSL protocol enables the interface among
applications with end-to-end encryption and TCP/IP protocols
offer encrypted communication channel and authentication
between the client-server. Communication is needed to protect
hosts, customers and host-to-host due to the unique
characteristics of cloud computing. In this regard, SSL and
IPSec are chosen based on the security requirement and
diverse needs.

3) Cryptographic data separation: The protection of
sensitive data is essential in the cloud computing environment
that established as a crucial factor in the successful SaaS
model deployment. Cryptographic separating of the data,
computations and processes are hidden or secret using the
encryption technique that appears intangible for outsiders and
maintains the confidentiality, integrity and privacy of data.
Symmetric and asymmetric cryptographic techniques are
combined (referred as hybrid cryptography) that can provide
the efficiency and security of data [58], [59].

IV. ANALYSIS AND DISCUSSION

In this section, discusses the suggested security solution of
the challenges faced in the adoption of cloud computing
environment that influence the customers to release security
burden with trusting a third party. This study observed that the
concerns of trust, security and privacy highlighted by many
cloud providers and customers. The deployment of security
strategies in the cloud environment to achieve integrity,
confidentiality and availability of data or systems that adopts to
change the relationship between the cloud provider and the
customers. A trust-worthy access control infrastructure is
needed to avoid any unauthorized access to the shared
resources. Trust required operating in each layer of the cloud
service models (laaS, SaaS, PaaS) and it needs to ensure the
security at the technical, legal, procedural and operational level
to allow secure communication. Trust certificate establishes an
entities credentials, identity and responsibilities and serves as
the electronic authentication. The required trust is provided by
TTP to ensure the identity of communicating parties or entities
and examined to adhere the strict policies and requirements.
The end user is needed to utilize electronic certificate for
authentication with the cloud service and validating the access
rights to avail the particular resources. The secure SSL
connection is created by the combination of the personal digital
certificate with the service provider certificate (laaS or PaaS),
so the cloud infrastructure guarantees or ensures the security of
encrypting exchange data.
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A number of services are hosted by the cloud infrastructure,
so the several applications are transferred to the virtual server
and each required their own certificate for the SSL
communication. The application provider needs his own
certificate for the encryption and decryption of application data
and authentication for secure communications in the cloud. A
digital certificate is used by the owner of hardware
infrastructure to communicate security among the virtual
servers and devices. Key management is the challenging issue
in cloud infrastructure as the virtualization services are
concealing the representation of the location of physical key
storage and disable the traditional protection mechanism. In
this case, the key protection by deploying the temper proof
devices such as customer smart card that is coupled with
hardware security module as a component of virtual
deployment. The solution for this problem is addressed with
cryptography by PKI that provides and ensures the integrity,
confidentiality and authentication of the communication and
data involved. In the cloud environment, TTP ensures the
specific security characteristics. While it realizes a trust mesh
among the entities involved forming cloud federations. The
solution of the problem to the horizontal level services which
are available for the concerned entities that basically maintain
trust to realize the security mesh. This approach utilized the
SSO technology, LDAP directories, and PKI cryptography to
securely authenticate and identify the concerned entities. The
TTP is based on the following methods: 1) client-server
authentication; 2) low or high-level confidentiality; and
3) cryptography separation of data.

The ability of PKI is to effectively address the problems of
security issues in key management. System and network
performance is the important factor in the centralized system.
Awvailability in cloud infrastructure will increase the network
demand and quality of service offers the key issues during
host-to-host communication, it required additional encryption
process to handle the deficiency. The flexibility of using cloud
infrastructure in the context of demand on CPU controls the
systems from overhead and accelerates encryption and
decryption technique.

V. CONCLUSION AND FUTURE WORK

Cloud computing is the emerging technology that brings
many benefits for its customers, organizations and companies.
However, despite bringing several advantages, it raises many
security challenges in the adoption of cloud. We explained the
detail design of cloud computing architecture in which
deployment models, service models, cloud components, and
cloud security are explored. This research attempted to present
many security challenges, threats, attacks and vulnerabilities in
the systems or data during transfer to the cloud. The
countermeasure of the security threats will assist the
organizations to continue the cost-benefit analysis and to
encourage them to transfer into the cloud. In this paper, we
discussed the generic design principles of cloud computing
environment that stem from the necessary control the relevant
threads and vulnerabilities. Cloud computing security requires
a fundamental point of view from where it is based on
mitigating protection and trust to the TTP. Most of the
identified threats can be address by the combination of SSO,
LDAP and PKI in cloud computing that is dealing with the
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availability, integrity and confidentiality in

communication or data. This research can be further analyzed
in future to improve the quality and availability of services that
brings the attraction of the customers toward the deployment of
cloud computing and develop more customer’s trust to the
TTP. Also, developing a framework of complete security and
privacy trust evaluation management system is a part of cloud
computing services which satisfies the security demands.
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Abstract—Weak probabilistic noninterference is a security
property for enforcing confidentiality in multi-threaded
programs. It aims to guarantee secure flow of information in the
program and ensure that sensitive information does not leak to
attackers. In this paper, the problem of verifying weak
probabilistic noninterference by leveraging formal methods, in
particular algorithmic verification, is discussed. Behavior of
multi-threaded programs is modeled using probabilistic Kripke
structures and formalize weak probabilistic noninterference in
terms of these structures. Then, a verification algorithm is
proposed to check weak probabilistic noninterference. The
algorithm uses an abstraction technique to compute quotient
space of the program with respect to an equivalence relation
called weak probabilistic bisimulation and does a simple check to
decide whether the security property is satisfied or not. The
progress made is demonstrated by a real-world case study. It is
expected that the proposed approach constitutes a significant
step towards more widely applicable secure information flow
analysis.

Keywords—Confidentiality; secure information flow;
noninterference; algorithmic verification; bisimulation

I.  INTRODUCTION

A. Motivation

In information security, a confidentiality policy prevents the
unauthorized disclosure of information. Confidentiality
policies are defined in terms of confidentiality mechanisms,
which are approaches to enforce the policies [1]. Cryptography
and access control are examples of confidentiality mechanisms.
But they do not restrict the flow of information inside a
program. For example, when an android application grants
permission to access contacts, there is no cryptography or
access control mechanism to verify legal use of the contacts by
the application. This is where secure information flow comes
to the rescue.

Secure information flow controls the way information
flows throughout a program. Information flow properties are
designed to prevent the information from flowing to an
unauthorized user, i.e., attacker or low-observer [2]. Typically,
it is supposed that there are two security levels, high (H) and
low (L), corresponding to higher and lower confidentiality for
program variables respectively. An information flow property
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is defined in such a way that it prevents data in H from flowing
to L. More complex hierarchies of security levels can be
defined via a security structure [3]. Information flow properties
are of paramount significance for guaranteeing confidentiality
of data. Because of this, it is desirable to establish an automatic
and efficient verification approach for secure information flow.

B. Background

In most of researches done on secure information flow, a
security property specifying the confidentiality policy is
formally defined and then a verification method is proposed to
check the property. Noninterference [4] is a long-established
information flow property, stipulating that high data may not
interfere with low data. The absence of interference requires
indistinguishability of program behavior, as secret inputs are
varied.

Probabilistic noninterference is a widely-used security
property for multi-threaded programs, proposed by Volpano
and Smith [5], and extended by Sabelfeld and Sands [6]. It is a
timing- and probabilistic-sensitive property, defined over a
simple imperative language with dynamic thread creation.
Sabelfeld and Sands define a timing-sensitive partial
probabilistic bisimulation to characterize indistinguishability of
the executions of the program. The intuition is that low-
equivalent states must produce executions that run in lock-step,
affect the shared memory in the same way, and the probability
of stepping to the states from the same equivalence class be the
same [6].

Smith [7] shows that probabilistic bisimulation is too strict
regarding time. To address this problem, Smith defines
probabilistic noninterference in terms of weak probabilistic
bisimulation, allowing probabilistic systems to be regarded as
equivalent when they do not run at the same time. The resultant
property is called weak probabilistic noninterference, which
requires low-equivalent states to produce executions that visit
the same sequence of equivalence classes, but some executions
may remain in a class longer that the other executions.

Verifying secure information flow is mostly done via
information flow type systems. A type system is a formal
system of type inference rules for reasoning about properties of
programming languages [8]. In information flow type systems,
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the property of interest is a property of secure information
flow, e.g., probabilistic noninterference. Many information
flow type systems have been proposed to enforce probabilistic
noninterference. Sabelfeld and Sands [6] define a type system
to verify probabilistic noninterference. Smith [9] proposes a
new type system to enforce probabilistic noninterference for
multi-threaded programs running under a uniform probabilistic
scheduler. In [7], Smith applies weak probabilistic bisimulation
to prove that the type system proposed by him in [9] guarantees
the probabilistic noninterference.

Type systems are automated and compositional, but they
are not extensible, as each new feature added to the
programming language, or variation of the information flow
property requires a redefinition of the type system and its
soundness proof [10]. Consequently, algorithmic verification
has been favored recently, which is the application of rigorous,
mathematically sound, and fully automatic techniques to the
analysis of systems. These techniques are more flexible than
type systems, and give a precise and efficient mechanism to
verify a variety of security properties, without the need to
prove soundness repeatedly [11].

Algorithmic verification techniques have been mostly
developed for trace properties, which describe single
executions of programs. But, most security properties,
including weak probabilistic noninterference, are 2-safety
properties. 2-safety properties predicate over two executions of
a program and consequently, verification requires establishing
relationships between two different executions [12]. For
example, weak probabilistic noninterference is not a property
of individual executions and hence not a trace property,
because whether an execution is allowed by the property
depends on whether another execution is also allowed. 2-safety
properties are an important subset of relational properties,
which describe multiple executions of one or more programs
[13]. As most classical verification techniques are not adequate
to reason about relational properties, recently, many new
techniques have been developed for secure information flow

[12], [14]-[19], but none for weak probabilistic
noninterference.
program code security policy
modeling specification
probabilistic weak probabilistic
Kripke structure noninterference
verification algorithm
program is program is
secure insecure

Fig. 1. Components of the proposed approach.
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C. Foreground

In this paper, an algorithm is developed to verify weak
probabilistic noninterference for multi-threaded programs
running under an arbitrary scheduler. The program to be
verified is modeled by a probabilistic state transition system,
called probabilistic Kripke structure. Weak probabilistic
noninterference is formally defined in terms of semantics of the
probabilistic Kripke structure. In the proposed analysis, a
program satisfies weak probabilistic noninterference, if and
only if all executions with low-equivalent initial states visit the
same sequence of equivalent classes with respect to weak
probabilistic bisimulation. The verification algorithm computes
the quotient space, i.e., the set of all equivalence classes of the
probabilistic Kripke structure and does a simple check to
decide the satisfaction of the security property. The quotient
space is an abstraction of the concrete model of a program and
allows obtaining enormous state-space reductions, possibly
avoiding sate explosion problem. It is shown that the proposed
verification algorithm runs in polynomial time. A case study is
provided to show the feasibility of the verification algorithm.
Fig. 1 gives a clear picture of the proposed approach.

D. Structure of the Paper

The paper starts by an informal overview of the approach in
Section Il. The program model assumed throughout the paper
is presented in Section I1l. Weak probabilistic noninterference
is defined in Section 1V, using weak probabilistic bisimulation.
The verification algorithm, time complexity, and application of
the algorithm to a case study are addressed in Section V.
Discussing related work and comparisons are done in
Section VI. Finally, Section VII concludes the paper and
discusses some future work.

Il. OVERVIEW OF APPROACH

In this section, a tour of the proposed work is given. To
build intuition for the proposed approach, the key idea is
illustrated using an example.

For clarity, some informal definitions are discussed.
Suppose an attacker has full knowledge of source code of a
multi-threaded program, can choose a scheduler for its
execution, and observe the program behavior under the chosen
scheduler. By observing behavior, we mean the attacker can
see values of public variables during the program execution.
For example, she can print public values. If the attacker can
infer information about secret (high) values of the program by
observing public (low) values, the program is said to have a
leak (or channel). Depending on the ability of the attacker,
programs may have different leaks; e.g., explicit, implicit, or
probabilistic leaks. Explicit leaks occur when a high value is
assigned to a low variable; e.g., 1:=h, assuming 1 is a low
variable and h is a high variable. Implicit flows happen
because of the control structure of a program; e.g., if h=1
then 1:=1 else 1:=0. Probabilistic leaks occur as a
result of probabilistic behavior of the program. An example of
this leak will be given in the following.

Secure information flow to the vrescue. Secure
information flow analysis aims to detect and consequently
avoid information leaks in a program. Usually, it involves three
main steps: 1) The program behavior is defined using a

197|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

program model; 2) The absence of leaks is defined using a
security property; 3) A verification technique is developed to
check the satisfaction ability of the property in the given
program. In this paper, probabilistic Kripke structure
(definition 1) is used to model the program behavior. Weak
probabilistic noninterference (definition 8) of Smith [7] is
reformulated in terms of the program model, and finally an
algorithmic verification technique (Algorithm 1) is developed
to check the property.

A program satisfies weak probabilistic noninterference, if
each pair of program executions with low-equivalent initial
values are indistinguishable. Smith defines indistinguishability
via weak probabilistic bisimulation ~ (definition 6), an

equivalence relation relating executions that change low values
in the same order, with the same probability. Thus, an attacker
observing pairs of weak probabilistic bisimilar executions with
low-equivalent initial values (and probably different initial
high values), will not be able to distinguish these executions
and consequently infer secret information.

For further clarity, consider the following example

program:
I:=0; :=h mod 2; (I:=h || (1:=0 I:=1))
Where, | | is the parallel operator and h can have values 0

or 1. Suppose a uniform scheduler S , where each statement of
| | is chosen with probability %2 . Then, final value of 1 will
reveal h with probability of % . This is a probabilistic leak.
Fully probabilistic Kripke structure of the program Kg
induced by the uniform scheduler is shown in Fig. 2. In this
figure, nodes and edges represent states and transitions
between states of the program, respectively. Edge labels show
transition probabilities. Probability of transitions without a
label is 1. Each state label shows the value of 1 in the
corresponding state. The set of states, initial states, and
executions are S={sy,s,,....S,} , | ={s,} , and

Execs(Ks) ={0, =5,5,5,5:5; 1 0} = 555,555 -+ 07 = $45135205555m)  »
respectively.

Verification.  According to  weak  probabilistic
noninterference, executions with low-equivalent initial values
should be weak probabilistic bisimilar. A key idea of the
proposed technique is to break down the executions of the
program into various groups, depending on low-equivalency of
initial states, and in each group check =~  between the
executions. To do this, the initial states are partitioned, based
on the low-equivalence relation, into |By,.... 1B

o € Execs(1 B;)

m so that ~,

can be checked between every
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&

Fig. 2. Model of the example program.

Ko

—( ()W)
{0} {0} {0} {0} {1}

Fig. 3. Witness execution for the example program.

Another key idea is that a witness execution w; is chosen
for each group of executions Execs(1B) and check =,
between w, and every o € Execs(l B,) . According to lemma 1
(Section V), w; and o have relation ~ if and only if their
initial states, i.e., w[0] and o[0] have relation ~, . This
means the set of equivalence classes (quotient space) of
combination of Execs(I B;) and w; with respect to ~, can be
computed. Then, w;[0] and every o[0] should belong to the
same equivalence class. If not, then the program does not
satisfy weak probabilistic noninterference and is not secure.

Back to the example, the set of initial states are partitioned.
As there is only 1 initial state, just 1 block is obtained:
I B, ={s,}. The execution s,s;s,s,s; is chosen as the witness
and the state names are renamed, so that they are not confused
with the states of Kg . Thus, the witness execution is
W, =5,5,5,5,s,” (Fig. 3). The quotient space of the
combination of K; and w, is computed. The quotient space
haS 12 bIOCkS: {So}! {Sl}l {513}! {Sz}’ {57}1 {35138'310’317}l
{514} ’ {53153181575191523} ! {522} 1 {56’59’3117512’518} 1 ’
{5454+ 16+ 5001501 Saat » {50:51:S,,3 - As s, and s, do not

belong to the same equivalence class, the verification algorithm
returns insecure. This is what was expected.
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I1l. PROGRAM MODEL

In this section, the program model assumed throughout the
paper is introduced. Furthermore, some basic concepts
concerning  probability  distributions,  partitions, and
equivalences are recalled.

A probability distribution z over a set X is a function
1. X —[0,1], such that Z/‘(X) =1. The set of all probability

xeX

distributions over X is denoted by D(X). The support of a
probability distribution xz e D(X) is the set of all elements
with a positive probability, i.e., supp(u) ={x e X | u(x) > 0}.

A partition of a finite set S of states is a set
BBy B} such that B 79 U,B =S, and B are

pairwise disjoint. B; are called blocks. An equivalence relation
R on S partitions S into the set of equivalence classes. The

equivalence class of seS w.rt. R, denoted [S]R, is defined

as [sle ={s [(s:5) < R}. The set of equivalence classes of S
w.r.t. R is called quotient space, denoted S/R.

Probabilistic Kripke structures are used to model
operational semantics of probabilistic programs. Probabilistic
Kripke structures are state transition systems that permit both
probabilistic and nondeterministic choices. A state of a
probabilistic Kripke structure indicates the current value of all
low variables (shared memory of the multi-threaded program)
together with the current value of the program counter that
indicates the next program statement to be executed.

Definition 1 (Probabilistic Kripke Structure (PKS)): A
probabilistic Kripke structure is a tuple K =(S,—,¢, AP, La)
where,

e S isasetof states,

e —c SxD(S) isatransition relation,

e ¢ isan initial distribution such that Zg“(s) =1,

seS

o AP isaset of atomic propositions,

o La:S—2" jsaabeling function.

Here, atomic propositions are possible values of the low
variables. K is called finite if S and AP are finite. The set
I containing states s with £'(s) >0 is considered as the set
of initial states. The set of successor distributions of a state s
is defined as Post,(s)={ueD(S)|s— u} . The set of
successor states of a state s is defined as
POSE(S) =, pos, 5y SUPP(14) . A state s is called terminal if

Post(s) =9 .
Executions in a PKS K are alternating sequences of states

that may arise by resolving both nondeterministic and
probabilistic choices in K . More precisely, a finite execution
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fragment 6 of K is a finite state sequence s;s,...s, such that
s; € Post(s, ;) forall 0<i<n.An infinite execution fragment
o is an infinite state sequence S,S;S,... such that
s, € Post(s,_;) for all 0<i. An execution fragment is called
initial if it starts in an initial state, i.e., if {(s;)>0. An
execution of K is either an initial finite execution fragment
that ends in a terminal state, or an initial infinite execution
fragment.

Let o=5,55S,... be an execution and let o[0]=s, .
Execs(s) denotes the set of executions starting in s and
Execs(K) the set of executions of the initial states of K :
Execs(K) =U,_, Execs(s) .  Let Then,

Execs(l ) =U,_, Execs(s) .

I < :

A PKS with no non-determinism is called a fully
probabilistic Kripke structure.

Definition 2 (Fully Probabilistic Kripke Structure
(FPKYS)): A PKS is called fully probabilistic if for each state
there is at most one outgoing transition, i.e., VSeS:s— u

and s — u implies u=p .

FPKSs are state transition systems with probability
distributions for transitions of each state. That is, the next state
is chosen probabilistically, not non-deterministically. In the
definition of FPKS, for convenience the transition relation —
is replaced with a transition probability function
P:SxS —[0,1]. The function P determines for each state s

the probability P(s,s’) of a single transition from s to s'. The
probability P(s,T) is defined as the probability of moving
from s to some state teT in a single step, i.e.,

P(s,T) =Y P(s.t).

teT

Reasoning about probabilities of sets of executions of a
PKS relies on the resolution of the possible hon-determinism in
the PKS. This resolution is performed by a scheduler. A
scheduler takes a finite execution (history of computation) as
input and chooses the next transition to execute. Let

S"={ss,...s, |k>0andeachs; € S}. Formally,

Definition 3 (Scheduler): Let K=(S,>,¢,AP,La) . o

PKS. A scheduler for K is a function Y~ —>D(S)
=5,5,...5,€S" U(o) e Post,(s,)

, such
that for all ©

A finite-memory scheduler denotes a scheduler that can be
described by a deterministic finite automaton (DFA). Formally,

Definition 4 (Finite-memory scheduler): Let K be a
PKS with state space S . A finite-memory scheduler S for K
isatuple S =(Q,A,de,st) where,

e Q isa finite set of modes,

o A:QxS —Q isa transition function,
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e de:QxS — D(S) isadecision function that selects the
next transition de(q,s) for any mode qeQ and state
s of K,

e st:S —Q is a function that selects a starting mode for
state s of K.

The behavior of a PKS K=(S,—,{,AP,La) under a
finite-memory scheduler S = (Q, A, de, st) is as follows. At the
beginning, an initial state s, is randomly chosen such that
(s,)>0 and the DFA S s initialized to the mode
g, =St(s,) €Q . Assuming that K is in state s and the
current mode of S is g, the next transition is given by the
decision function, i.e., de(q,s) = u € Post, (s) . Subsequently,

the PKS randomly moves to the next state according to the
distribution u , while S changes mode to A(q,s) .

As all nondeterministic choices in a PKS K are resolved by
a finite-memory scheduler S , a fully probabilistic Kripke
structure Kg is induced. The states in K are pair <s,q>

where s isastate in K and g amode of S . Formally,

Definition 5: Let K=(S,—,s,,Var,La_,La ) be a PKS
and S =(Q,A,de,st) be a finite-memory scheduler on K .
The FPKS of K induced by S is given by

Ks =(SxQ,P,s,,Var,La,,La))

Where, La (<s,q>)=La,(s) ' La (<s,q>)=La,(s) and

u(s) if s ePost(s), q =A(q,s),
P(<s,q><s,q >) = and u = de(q, s)  Post, (s)
0 otherwise.

If K is a finite PKS, then Ks is finite too [20]. If Ks has a

] P(s,.s,) =1

terminal state " , a transition is included,

ensuring that Ks has no terminal state. Therefore, all

executions of Ks are infinite. It is assumed that the state space
of the model of the multi-threaded program and the shared
memory used by the threads are finite.

A combination operator @ is defined to combine two
FPKSs in a single FPKS. Let K, =(S;,P,.¢,, AP, La,), i=12
be two FPKSs. The combination of K, and K, is defined as
K@®K,=(54a8§S,PaP,¢ ad, AP,La) where 4 stands
for disjoint union and La(s) = La,(s) if s€§,.

IV. SPECIFYING WEAK PROBABILISTIC NON-INTERFERENCE

A multi-threaded program is secure when a variation of the
values of the high variables does not influence the low-
observable behavior of the program [6]. Thus, low-observable
behavior of the program should be indistinguishable as high
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variables are varied. Variation of the values of high variables is
represented by low-equivalence relation. Two states s, and s,
are low-equivalent, denoted s, = s, , if La(s))=La(s,) .
Smith [7] uses the notion of weak probabilistic bisimulation to

represent the indistinguishability of low-observable behavior of
the program.

Weak probabilistic bisimulation abstracts from steps that
remain inside the equivalence classes, i.e., it does not care
which state within the equivalence class the system is in [21].
Let K=(S,P,{,AP,La) be an FPKS and R<SxS be an
equivalence relation. State s is silent with respect to R, if
P(s,[s]z) =1, i.e.,, s does not have a successor state outside

[s]; . Any state that is not silent with respect to R, may leave

its equivalence class by a single transition with positive
probability. Let S%__ denote the set of silent states with respect

silent

to R.Foranystate s¢S”  and CeS/R with C #[s],

silent

P(s,.C)
1-P(s,[s]r)
denotes the conditional probability for non-silent state s to

reach block C under the condition that being in s the system
does not make a move inside [s]; .

P.(s,C) =

Definition 6 (Weak probabilistic bisimulation) [21],
[22]: Let K=(S,P,{,AP,La) be an FPKS. A weak

probabilistic bisimulation for K is an equivalence relation R
on S suchthatforall s, Rs,:

° Sl L Sz .

o 1f POuIsI) <L gor -1 2 then for each equivalence
class Ces/R, C # 8k =[S:]x.
P.(s,,C) =P,(s,,C).

5 can reach a state outside [Sl]R, iff 2 can reach a
state outside [s. ], .

States s, and s, are weak probabilistic bisimilar, denoted
as s, ~, s,, if there exists weak probabilistic bisimulation R
for K such that s,Rs, .

Condition (1) asserts that states s, and s, are low-

equivalent, and condition (2) ensures that their conditional
probability to move to another equivalence class is the same.

According to condition (3) for any equivalence class C , either
for all seC: seSg,, or for all seC there is an execution

fragment & =s;5,...s, starting in s=s, with n>0, s, €C
fori=1...,n-1ands,¢C.

Weak probabilistic bisimulation for pairs of executions is
defined as follows:
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Definition 7 (Weak probabilistic bisimilar executions):
For infinite execution fragments o; =s,;S;;S,;..., i=12 in

K, o, is weak probabilistic bisimilar to o, , denoted
o, =, o, if and only if there exists an infinite sequence of
indices 0= j, < j, < j, <... and 0=k, <k, <k, <... with:

Si1 7, S, for all j,<j<j and k_<k<k with
r=12,...
In other words, two executions are weak probabilistic

bisimilar, if they run through the same sequence of equivalence
classes under =~ .

Smith [7] states that if a secure program is run starting from
two low-equivalent states, then two executions must pass
through the same sequence of equivalence classes. This is
captured formally by the definition of weak probabilistic
noninterference.

Definition 8 (Weak probabilistic noninterference):
Given a finite-memory scheduler S , a multi-threaded program
MT satisfies weak probabilistic noninterference, iff

Vo,0 €Execs(K;). o[0]=, o [0] = o=, c

Where, K denotes an FPKS, modeling the executions of
the program MT under the scheduler S , = is low-
equivalence relation between states, and ~, is weak
probabilistic bisimulation relation.

The intuition is that low-equivalent executions must visit
the same sequence of equivalence classes of ~ , but some
executions may run slowly than the others.

V. VERIFICATION

In this section an algorithm is developed to verify weak
probabilistic noninterference. In what follows, a finite fully
probabilistic Kripke structure Kg =(S,P,¢, AP, La) is fixed
which models the executions of a multi-threaded program MT
under a scheduler S . Let | denote the set of initial states of
K, , i.e., set of states s with £(s)>0.

A. The Algorithm

Weak probabilistic noninterference requires that all
executions of the program with low-equivalent initial states
must be weak probabilistic bisimilar. To verify this, the set of
initial states | of K is partitioned into initial state blocks
IB,,....,I B, . Each initial state block contains all low-
equivalent initial states. Then, an arbitrary witness execution
w, € Execs(l B,) is chosen for each I B, (i<{0,1,...,m}) and
FPKS K, iscreated from w;. K and all K, are combined to
form FPKS K =(S,P,, AP, La)
K'=KS@KNO@...®KWm Now, K
probabilistic noninterference if and only if w,[0] and all states
of 1B; belong to the same equivalence class in the quotient

satisfies weak
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space K'/ ~,,ie, 1B c[w[0] ]:p , where [ w[0] ]:p denotes
the equivalence class of w[0] w.rt. ~ .

The main steps of the verification algorithm are sketched in
Algorithm 1. The algorithm takes a finite FPKS as input and
returns secure if the FPKS satisfies weak probabilistic
noninterference, and insecure if it does not. In the sequel, some
steps of the algorithm are explained in more detail.

Taking a witness execution: As pointed out earlier, all
executions of the input FPKS are infinite and hence form a
cycle. To take a witness execution, a cycle detection algorithm
based on depth-first search, called colored DFS, is used. The
algorithm initially marks all states white. It then proceeds by
moving to successor states and coloring them, and terminates
when a colored state (i.e. a state that was encountered before)
is visited. The sequence of states remains in the stack of the
depth-first search form the witness execution.

Algorithm 1. Verification of Weak Probabilistic Non-interference

Input: finite FPKS K

Output: secure, if the program satisfies weak probabilistic
noninterference;

insecure, otherwise;
Partition | into | By,...,1 B, ;

Take a witness execution W; € Execs(1 B;) (i €{0,1,...,m});
Build FPKS K, foreach W;;

Build FPKS K' = Ky ®K, ©...0K, ;

Compute the quotient space K'/ oy

for each | B; and the corresponding witness W; do

if 1B ¢[w[0] ]zp then

return insecure;
end if
end for
return secure;

Computing the quotient space w.r.t. ~, : Equivalence
classes w.r.t. =, are computed using an approach similar to

that of Baier and Hermanns [21]. The general idea of the
computation algorithm is to use an iterative partition
refinement technique. It starts from a trivial initial partition,
where each block of the partition contains all low-equivalent
states (condition (1) of the definition 6). It then successively
refines the given partition by splitting any block of the partition
into sub-blocks, eventually resulting in the set of weak
probabilistic bisimulation equivalence classes. A general
schema of the iterative refinement is depicted in Fig. 4.

The main idea for splitting each block B of the partition is
to isolate non-silent states s,s € B with equivalent conditional
probability to some other block C , i.e. P,(s,C)=P,(s,C), in
order to ensure condition (2) of the definition 6. By condition

(3) of the definition, each such non-silent isolated subblock
A < B has to be enriched with those silent states of B, which

produce execution fragments that remain inside B and end up
in A. Fig. 5 shows how B is refined into two subblocks.
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initial partition last partition: $7/=,

GF-E

Fig. 4. Successive partition refinement to compute the quotient space.

i

B(s, 0 )

Fig. 5. Refinement of the block B into A and B\A.

B. Correctness of the Algorithm

Before diving into proving correctness of the proposed
algorithm, a lemma is presented, which will be used in the
correctness proof. This lemma asserts that ~, can be lifted

from states to executions and vice versa.

Lemma 1. Weak probabilistic bisimilar states have weak
probabilistic bisimilar executions and vice versa:

S, =, S, Iff Vo € Execs(s), 0, € Execs(s,). oy =, 0,

Proof: “if”: Let o, =5,,5,,S,,...€ Execs(s;) starting in
S, =S, and o, =5,,8,,5,,...€ Execs(s,) starting in s, =5,
. By definition 7, if two executions are weak probabilistic
bisimilar, then their initial states are weak probabilistic
bisimilar too. Thus, s, = s, .

“only if”: Let s, ~, s, and o, =5,,5,,S,, ... < Execs(s,) .
Successively, a weak probabilistic bisimilar execution o,
starting in s, is defined by lifting the transitions from s;, to
Si1 %, Siax to finite fragments
S oUi1---U S, (Fig. 6) such that:

Sy With execution

Si,l zp Si,2' Si+l,1 zp Si+1,2' and Si,2 zp ui,l zp zp ui,ni'

The proof is by induction on i. The base case i=0 is
straightforward and omitted. Assume i>0 and that the
execution fragment

02 = Sp,2Ug +-Up,n, St,2U1 -+ U1,y 2,2+ Si 2

is already constructed. Distinguish two cases:

Since Si'l zp Sixz and P(si,l’si+1,1) >0

there exists a finite execution fragment &, =, ,U;, ..U , ;.1
such  that: s, ~,s.,, and sS,~ U,~ ...~ U,
.Concatenating the execution fragment &, with the execution
fragment &, yields an execution fragment that fulfills the
desired conditions.

1) Sia *p Sii1a ]
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Si,1 Ry 83,2
84,1 p Us,7.
Si,1 p ;3,2
84,1 p Uin

| |

Si+1,1. p  Si41,2

(8i,1 Pp Sit1,1)
Fig. 6. Construction of a weak probabilistic bisimilar execution.

Fig. 7. Relation between the witness execution W; and other executions of
| B

2) s, ~, S, Distinguish between s, , can reach outside
[si,l]:p and cannot reach outside [Si,l]:p :

a) s;, can reach outside [s;,]. , i.e., there exists an
index j>i+1 with s, # s;,. Without loss of generality,

assume that j is minimal, ie., s, ~,S.,;~,...®, S,

Sj41#p Sj1-AS S, ~, S, and P(s;,,,s;,) >0, there exists
a finite execution fragment &, =s;,U,,...U, . S;,,, such that

in Y+l

Si1 % S, and S, & U~ ...~ U . Concatenation of

the execution fragment &, with the execution fragment &,
yields an execution fragment that fulfills the desired
conditions.

S S;

b) "' cannot reach outside [Si,le i, e Sit for

. . S.,~ S
all j>i.As 7t

2 and %i1 cannot reach outside [Si,l]:p’
%2 cannot reach outside [siyz]:p (see condition (3) of

definition 6), i.e., there is an execution Si2%i2Si22 o yith

Si2®p Siaz2 ®p Sia2 &, .- - Concatenating the execution
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fragment &, with the execution fragment s ,s,,,,S

yields an execution that fulfills the desired conditions.
Consequently, the resulting execution o, is weak probabilistic
bisimilar to o, .
The following
Algorithm 1.

Theorem 1. Algorithm 1 returns secure if and only if the
input FPKS K satisfies weak probabilistic non-interference.

i+2,2 "

theorem proves correctness of the

Proof: The algorithm starts by partitioning | into low-
equivalent sets of states 1B,,...,IB, . Then, a witness

execution w, € Execs(I B;) is chosen and Kripke structures
Ky - K, and K are created. Now, the problem of K

satisfying weak probabilistic noninterference is reduced to

checking weak probabilistic bisimilarity between w, and each
o € Execs(1 B;) . For example, in Fig. 7, the relation ~,
should be established between the witness execution w; and all

executions in Execs(I1 B,), i.e., w,, v, X, Y,.

According to lemma 1, w; and o are weak probabilistic
bisimilar if and only if their initial states, i.e., w,[0] and o[0]
are weak probabilistic bisimilar:

W, ~, o iff w[0]=, o[0]

Given that ~, was defined as an equivalence relation,
w,[0] =, o[0] if and only if w,[0] and of0] belong to the
same equivalence class in the quotient space K'/ ~,. Thus,
each o[0], i.e., all states of | B;, should belong to [ w[0] L,, .
In other words, for each initial state block 1B, and the
corresponding  witness  execution w, , it should be
1B c[w0]]. .

C. Complexity of the Algorithm

For computing the initial state blocks, HashMap class of
Java was used. The worst case complexity of inserting a key-

value pair to the hash map is O(| AP|) . Hence, the time
complexity of computing the initial state blocks is
O(| | ||AP|)

Let t be the number of transitions of K, . A witness
execution can be extracted in time O(t+|S ). Thus, the time
complexity of extracting all witness executions is
o1 [.(t+]S1).

, can be constructed in time
O(| S‘|3) [21]. Assuming | S [<tand considering the fact that
|S°|

Tsl S|, verification of weak probabilistic noninterference

The quotient space K'/~

can be implemented intime O(|S | +| 1 |.(t+]| AP])).
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D. Case Study

The algorithm proposed in this paper has been implemented
as part of SCT (Security Certifying Tool), which has been
developed in JAVA to verify secure information flow for
multi-threaded programs. SCT gets a probabilistic Kripke
structure as model of the program and checks whether the
program satisfies weak probabilistic noninterference. To our
knowledge, no other algorithmic verification technique for
weak probabilistic noninterference has been published, so it is
not possible to compare the implementation to other
algorithms.

As a case study, consider the problem of dining
cryptographers. The problem is borrowed from [11] to show
how an attacker can deduce secret information through
probabilistic leaks. David Chaum first proposed this problem in
1988 as an example of anonymity and identity hiding [23]. In
this problem, three cryptographers are sitting at a round table to
have dinner at their favorite restaurant. The waiter informs
them that the meal has been arranged to be paid by one of the
cryptographers or their master. The cryptographers respect
each other’s right to stay anonymous, but would like to know
whether the master is paying or not. So, they decide to take part
in the following two-stage protocol:

e Stage 1: Each cryptographer tosses an unbiased coin
and only informs the cryptographer on the right of the
outcome. The situation is illustrated in Fig. 8. In this
figure, c1, c2, and c3 are identities of cryptographer 1,
cryptographer 2, and cryptographer 3 respectively.

e Stage 2: Each cryptographer publicly announces
whether the two coins that she can see are the same
(‘agree’) or different (‘disagree’). However, if she
actually paid for the dinner, then she lies, i.e., she
announces ‘disagree’ when the coins are the same, and
‘agree’ when they are different.

cl.

cam observe cam observe

c3 c2

\_/

cax observe

Fig. 8. Dining cryptographers. c1 can observe ¢2’s coin, and c2 can observe
c3’s coin.

An even number of ‘agree’s implies that none of the
cryptographers paid (the master paid), while an odd number
implies that one of the cryptographers paid. David Chaum
names this protocol as Dining Cryptographers network or DC-
net. DC-net is secure, since it does not leak the identity of the
paying cryptographer (in case one of the cryptographers made
arrangement to pay for the meal). Following Ngo [11], to make
this protocol leak information, a slight change is done: coins
are biased, i.e., with probability 0.6 it comes up heads, and
with probability 0.4 it comes up tails.
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To model the case study, PRISM has been used. PRISM is
a tool for formal modeling and analysis of probabilistic
systems [24]. PRISM describes models using the PRISM
language, a simple, state-based language with a guarded
command notation. The program is implemented in PRISM
and its model is built. Then, export the explicit-state model,
containing the set of reachable states and their labels, along
with the transition matrix. Then, the model is given to SCT to
compute the quotient space and check the security property.
SCT was run on a PC with a Core i3 2.53 GHz CPU and 6 GB
RAM.

Without lack of generality, suppose one of the
cryptographers has made arrangement for the meal, and the
other one is the attacker, i.e., the one who tries to find out the
payer’s identity. The FPKS K of the model built by PRISM

has 285 states and 582 transitions. K has just 3 initial states.
All initial states have the same label value of {0} (label values

are explained in the next paragraph). Thus, a witness execution
w, is extracted from Ky and K' =K @K, is built. K' has

292 states and 589 transitions. The quotient space K'/ ~, Is

computed in 1.672 seconds and has 13 equivalence classes. As
expected, the initial states and w,[0] do not belong to same

equivalence class and hence SCT correctly recognizes the
model as insecure.

To see how an attacker can infer the identity of the payer,
consider an example scenario where cryptographer 2 is the
attacker and aims to find out which one of the cryptographers 1
or 3 is the payer. Suppose cryptographer 2 and cryptographer 3
both toss tail. Cryptographer 2 can observe the coin of
cryptographer 3, and thus announces ‘agree’. Assume
cryptographer 2 observes that cryptographer 1 announces
‘agree’ and cryptographer 3 announces ‘disagree’ for the
values of the coins. Two situations corresponding to this case
are shown in Fig. 9 and executions of these situations are
outlined in Fig. 10. In Fig. 10, each state is represented as 10-
tuples listing the current values of the variables (pay, agreel,
agree2, agree3, coinl, s1, coin2, s2, coin3, s3) and labeled
with the current value of parity: 0 for even number of ‘agree’s,
and 1 for odd number of ‘agree’s. The variable pay contains
the number of the cryptographer who is actually the payer.
Variables agreel, agree2, and agree3 contain the
announcements of cryptographer 1, 2, and 3, respectively: 0 for
‘disagree’, and 1 for ‘agree’. Variables coinl, coin2, and coin3
contain the coin values for cryptographer 1, 2, and 3,
respectively: 1 for head, and 2 for tail. Finally, variables s1, s2,
and s3 contain the status values for the three cryptographers: 0
for ‘not done’, and 1 for ‘done’.
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situatiom 1 situatiom 2
payer = cl payer = c8
"agree’ ‘agree’

W

ead taj
/ cl \ / cl. \
c3 c2 c3 c2

~_ 7 i

’disagree’ ’agree

il

tall ™S~ tal tail

’disagree’ ’agree’

Fig. 9. Two situations corresponding to the case where c2 and c3 both toss
tail.

erecution o1 exvecutiom oy

! |

s0=(1,0,0,0,0,0,0,0,0,0) {parity =0} s100 = (3,0,0,0,0,0,0,0,0,0) {parity = 0}

lo2 |o.33

su = (1,0,0,0,1,0,0,0,0,0) {parity = 0} 8222 = (3,0,0,0,2,0,0,0,0,0) {parity = 0}
|02 lo2

8 = (1,0,0,0,1,0,2,0,0,0) {parity =0} 8232 = (3,0,0,0,2,0,2,0,0,0) {parity = 0}
lo2 loa

323 = (1,0,0,0,1,0,2,0,2,0) {parity =0} sm3a = (3,0,0,0,2,0,2,0,2,0) {parity = 0}
|3 L3

s = (1,1,0,0,1,7,2,0,2,0) {parity =1} sama = (3,1,0,0,2,1,2,0,2,0) {parity =1}
|05 los

ser = (1L,1,1,0,1,1,2,1,2,0) {parity = 0} soms = (3,1,1,0,2,1,2,1,2,0) {parity = 0}
It Iz

802 = (L,1,1,0,1,1,2,1,2,1) {parity =0} sges = (3,1,1,0,2,1,2,1,2,1) {parity = 0}

v 1y

1 L
Fig. 10. Two executions corresponding to the situations 1 and 2.

Execution o, occurs when cryptographer 1 is the payer and
tosses head. Therefore, cryptographer 1 announces ‘agree’ and
cryptographer 3 announces ‘disagree’. Execution o, occurs
when cryptographer 3 is the payer and tosses tail. Thus,
cryptographer 3 announces ‘disagree’ and cryptographer 1
announces ‘agree’. As seen in Fig. 10, the probability of o,
(i.e. cryptographer 1 tossing head) is more than the probability
of o, (i.e. cryptographer 1 tossing tail) and hence the attacker

can deduce that cryptographer 1 is more likely to be the payer.
This is a probabilistic leak.
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V1. RELATED WORK

In the following, some related approaches from the
literature are discussed and the proposed approach is compared
with them.

Barthe et al. [10] propose the idea of self-composition for
logical characterization of information flow properties. Self-
composition reduces the problem of verifying information flow
property for a program P to a safety property for a program
derived from P, by composing P with a renaming of itself.
Then, standard model checking and algorithmic verification
techniques can be used to verify secure information flow.
Terauchi and Aiken [14] introduce 2-safety properties, which
can be refuted by observing two executions. They show that
termination insensitive secure information flow problem is a 2-
safety problem. They further generalize the idea of self-
composition and show that it can be used to verify 2-safety
properties. Huisman et al. [15] use the idea of self-composition
to characterize secure information flow in CTL* and modal p-
calculus temporal logics. They specify secure information flow
using observational determinism, an information flow property
proposed by Zdancevic and Myers [25] for concurrent
programs. Van der Meyden and Zhang [16] employ a self-
composition-like method to reason about noninterference
properties and develop algorithmic verification techniques for
these properties. They characterize the computational
complexity of the developed verification techniques and
discuss some possible heuristics for optimizing the verification.
Verification methods that use the idea of self-composition
suffer from the state-space explosion problem, i.e., space
needed to store the states and transitions of the program exceed
the available memory. This occurs because in self-composition
a program model is composed with a copy of itself. In the
proposed algorithm, the program model is composed with only
a small part of the model (witness execution). Furthermore,
security analysis is done on the abstract model (quotient space),
not on the concrete model.

Ngo et al. [26] propose scheduler-specific probabilistic
observational determinism as a property to specify secure
information flow for probabilistic multi-threaded programs.
They define the property based on two conditions. First
condition requires that all traces of each public variable starting
in the same initial state are stuttering equivalent. A trace of an
execution is a mapping of states of the execution to the
corresponding state labels. Two traces are stuttering equivalent
if they become the same after removing repeating adjacent
labels. Second condition requires that for all traces of an initial

state s;, there exists a trace of an initial state s, low-equivalent
to s;, that is stuttering equivalent to each one of the traces of
s; and the probabilities of the traces are the same. Condition 2

of this property is closest in semantics to our definition of weak
probabilistic noninterference. Of course, weak probabilistic
noninterference requires weak probabilistic bisimulation
between executions, which is different from stuttering
equivalence. To verify condition 2 of their property, Ngo et al
build two FPKSs for each pair of initial states s, and s, . Then,

they transform the FPKSs to stuttering-free ones and check
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equivalence of the probabilistic languages arising from
executions of the two FPKSs using an off-the-shelf algorithm.

The time complexity of the algorithm is O(ng) for each pair

of initial states s, and s;, where n is the number of states of

each FPKS. The deficiency of this verification algorithm is that
it builds two copies of the program for each pair of initial
states. It is clear that if the input program has enormous state
space, then the algorithm would suffer from the state explosion
problem.

A trending field in security verification is proof-based
verification, in which mathematical logic is used to describe
the program, specify the property of interest, and prove
satisfiability of the property. Hoare logic [27] is one of the
most widely-used logics for proof-based verification of
software. Variants of Hoare logic have been proposed for
verifying relational, and in particular, k-safety properties [28-
30]. An advantage of these techniques is that they avoid the
state-space explosion problem, because they do not check the
whole state space of the program. Consequently, they are
suitable for verifying programs with huge, and even infinite,
state space. A disadvantage with these techniques is that they
are semi-automatic. Although many of the proof steps are done
mechanically, some steps need expert user intervention. This
contrasts with algorithmic verification, which is fully
automatic.

VII.CONCLUSIONS AND FUTURE WORK

In this paper, the problem of verifying weak probabilistic
noninterference was  discussed.  Weak  probabilistic
noninterference is a notion of confidentiality for multi-threaded
programs. The behavior of multi-threaded programs running
under the control of a scheduler was modeled by probabilistic
Kripke structures. Weak probabilistic noninterference was
formalized in terms of executions of the probabilistic Kripke
structure. Then, a verification algorithm was proposed to check
the property.

As future work, we plan to use the proposed algorithm to
verify other information flow properties. We believe the
applicability of the algorithm can be extended and it can be
used to verify many security properties, such as strong security
[6] and probabilistic noninterference [6]. In an earlier paper
[31], we used a similar algorithm to verify observational
determinism.

A disadvantage of the proposed verification algorithm is
that it works on explicit model of the program, which may be
too huge for real-world programs. This harms scalability of the
approach. To solve this problem, one can change the algorithm
in such a way that it works on abstract models of the program,
such as binary decision diagrams.

We also aim to modify the algorithm to support
compositional verification, thereby reducing conceptual
complexity and making the analysis scale.
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Abstract—This paper presents a balanced active and reactive
power control, using a Phase Locked Loop for synchronization,
and applied to a grid connected Five Level Inverter. The energy
source of the system can be a photovoltaic generator or a wind
turbine. We size the passive elements of the system and explain
the value of the system architecture using a Five Level Inverter
when compared to a classical grid connected system. We also
compare the balanced active and reactive power control to an
unbalanced active and reactive power control. The simulation
results obtained by using Matlab Simulink and Simpowersystems
are presented and discussed in this paper.

Keywords—Balanced control; grid connected system; multilevel
inverter

I.  INTRODUCTION

Maximizing the power transfer from the energy source to
the electrical grid and optimizing the system dynamics both
depend on the used static converter technology and its control
algorithms [1]. In grid-connected system, we must use a LCL
filter to connect the inverter to the utility grid in order to obtain
a good attenuation of high frequency harmonics generated by
the inverter [1], [2], [7]. This is the case of [1]-[3], [15], [17]
and [18]. However, using a LCL-filter requires a sophisticated
control, due to the increase in filter order. Insofar as it is no
longer possible to control the system using traditional
controllers (PI: Proportional Integral), we must use other types
of control such as cascade controllers, sliding mode control,
fuzzy logic control as in [11], [12] and [16] .

To solve this problem, we propose an architecture of grid-
connected system using a Five-Level Inverter (FLI) with an
interleaved L-filter and controlled by a balancing PQ-control.
The use of this innovative structure using a FLI in this domain
should allow a decrease in filter volume and a gain in system
reliability, and in energy quality.

Francois COSTA

Université Paris Est Créteil
ESPE of Créteil, CNRS,
Laboratory: SATIE
Cachan, France

Abdelkader MAMI

University of Tunis ElI Manar
Faculty of Sciences of Tunis, Laboratory: LAPER
Tunis, Tunisia

So the objectives of this work are to analyze the grid-
connected system using an FLI with an interleaved L-filter and
to show the value of this architecture compared to the classical
grid-connected system. We are particularly interested in
balancing control and sizing of this system, in a context of use
in Africa where the cost, reliability and energy quality issues of
the system should be taken into account. The considered grid is
a low voltage grid (230 V) with a frequency equal to fifty hertz
(50 Hz) but likely to vary, in which a maximum power of five
point two kilowatts (5.2 kW) is injected. Those are the
standards of the national electricity company of Chad (SNE:
Société Nationale d’Electricité du Tchad).

This work is organized as follows: Section II describes the
system under study, Section III presents the FLI
principle, Section IV presents the sizing of passive elements,
and Section V details the system’s modeling and control.
Finally, the simulation results and discussion are provided in
Section VI.

Il. DESCRIPTION OF THE SYSTEM

Fig. 1 shows the proposed architecture of the grid
connected system and its control.

This system is composed of two parts: a continuous part
(DC) and an alternative part (AC). The DC part is the energy
source which can be a photovoltaic generator or a wind turbine.
The AC part is composed by the FLI, the utility grid and is
controlled by a balanced active and reactive power control
(PQ - control). A Phase-Locked Loop (PLL) is used to
synchronize the system with the grid. The balanced PQ -
control is composed of two control loops : an external control
loop to control the output current in the Park frame and an
internal control loop for local balancing of the cell currents
which is done in the abc frame.
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Fig. 1. Grid connected system and its control.

I1l. PRINCIPLE OF THE FIVE-LEVEL INVERTER (FLI)

The simplified diagram of the three-phase FLI is shown in
Fig. 2, where x = a, b, c is the phase name of the FLI. It is a
parallel structure composed of four interleaved cells.
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As in a classical inverter, the two switches of the same
inverter arm are controlled complementarily to avoid short

circuits. K, = K, ; Where i = {1,2,3,4} is the cell number.
The g different switching cells are shifted by Lw  and

q
controlled with the same duty cycle [4], [5]. Where g = 4 and
T 1S the switching period. The three phases of the inverter

(a, b, c) are also shifted by 2?"

Fig. 2. Simplified diagram of the FLI with L-filter.

To simplify, the study of the three-phase inverter can be
reduced to a single phase. Fig. 3 shows the output voltage
waveforms of the FLI and classical inverter (two-level
inverter) for one phase when a RL load is connected (For
specifications of the FLI + load, cf. Table 2).

(a): Five-level Inverter (b): Two-level Inverter
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Fig. 3. Waveforms of the voltage vs. time.

Contrary to the waveform of the classical two-level inverter
(Fig. 3(b)), the waveform of the FLI is more sinusoidal
(Fig. 3(2)). Indeed, this waveform is less rich in harmonics.
Moreover, these harmonics are at the apparent frequency which
is equal to g times the switching frequency, so they are easy to
filter. We can therefore use small caliber passive elements to
make the filter.

Furthermore, we can see in Fig. 3(a) that the waveform of
the voltage has five voltage levels (two alternating positive +
two alternating negative + zero level); hence, the name of the
Five Level Inverter (FLI).

IV. MODELING AND SIZING OF THE SYSTEM

A. Grid modeling

1) Medium voltage model of the grid
The considered medium voltage line (15 kV) of the SNE
grid has a distance d = 9.3 km and a section S = 185 mm?

208|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

[8]. So, the resistance of the medium voltage line (Ry,) is
calculated in (1).

-d
ng = p? (1)

Where p is the aluminum resistivity. In the case of Chad
which is a hot country with an ambient temperature
substantially equal to T,,,, = 40 °C [8], we can consider a
maximum temperature equal to T = 75 °C. In addition, this
temperature corresponds to the temperature indicated in the
datasheet of the considered transformer [9]. In this case,
p=35929-1080-m (f T=T,=20°C , p=p,=
2.941-10%Q-m)and R, = 1.8 Q.

The linear reactance is equal to X; = 0.4 Q/km [8]. So the
grid medium voltage line inductance is given in (2).
Xp-d
ng === (2)

()

Where w is the grid pulsation (w = 2rf). For = 50 Hz ,
we obtain L;; = 11.8 mH.

2) Low voltage model of the grid
To switch from the medium voltage model to the low
voltage model, we use the transformer model seen Fig. 4.

Rs Ls
izg
0'-'(“”‘ e

Vig| pem % Vg
1

Mediumvoltage side
Low voltageside

Fig. 4. Simplified transformer model.

By neglecting the losses in the transformer, we can write
the power conservation relation in (3).
Vlg ' ilg = VZg ’ iZg (3)
With Vig = Zy4 - iyg , Vog = Zg - 155 and using (3), we can
write (4).
Zog = Zag - (“—9)2 4
2g — g izg
On the other hand,
_Veg _ g
m= Vig | izg ()
SO ilg =m:- izg (6)
Using (6), (4) becomes (7).
Zzg = mz . Zlg (7)
Therefore,
Rzg = mz . ng
ng = mz . L1

®)

g
Where,
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Vig and V,gare the medium and low grid line-to-phase
voltages respectively;

ijgand i, are the medium voltage side and low voltage
side grid currents;

Zigand Z,, are the medium voltage side and low voltage
side grid impedances ;

Ry and R,gare the medium voltage side and low voltage
side grid resistances;

Ligand L,, are the medium voltage side and low voltage
side grid inductances;

And m is the voltage ratio.

Note: Ryg, Lig, Ry and Lygare not represented in Fig. 4.
Only the internal elements (R, Ly, Rs, Lg) of the transformer
are presented in Fig. 4. The line capacitor is neglected here, so
the grid impedance is only composed of its resistance and
inductance.

To simplify, we set: Ry = Ry, Lpg = Lgand Z,; = Z,.
The transformer line-to-phase voltages are: U; = 15 kV
and U, = 400V [8].

U1_

A=866kV, Vp=—2=230V and m=

SO, Vlg = 73

0.0267.

Thus, using (8), we obtain the grid impedance parameters
of the low voltage model: R, = 1.3 mQ and Ly = 8.4 uH.

So the module of the grid impedance is given in (9).

Zg= w’Rgz + (Lg ) ‘*’)2 9)

Where w = 2rf is the grid pulsation ( f is the grid
frequency).

For = 50 Hz , we obtain Zg ~ Ry =3 mA.

B. Impedance of the transformer

The model of the considered transformer is shown in Fig. 4.
Some characteristics of this transformer are given in Table 1

[l

TABLE I. CHARACTERISTICS OF THE TRANSFORMER
Symbol | Parameter Value Unit
Sn Rated power 250 kVA
U, Primary phase-to-phase rated voltage 15 kv
\'A Primary line-to-phase rated voltage 8.66 kv
Phase-to-phase open circuit seconda
Uzo voltage P P i 410 M
Line-to-phase open circuit seconda
Vao voltage P P Y 237 M
Ugc Short circuit voltage 4 %
Lo Open circuit current 0.5 %
P Losses due to load at75° C 3250 w
P; Open circuit losses 300 w
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1) Open circuit test and magnetic elements calculation
The magnetic elements R, and L, of the transformer are
calculated by the open circuit test as indicated in (10) and (12).

_nh?

R =5 10)
_n’

Xm = Q10 (ll)

Ly =2 (12)

w

Where: R,, is the magnetic resistance; X,,, is the magnetic
reactance; P, is the active iron losses; Q,, is the reactive iron
losses and L., is the magnetic inductance.

The active and reactive iron losses are calculated as
follows:

S10 =Vi-lio (13)

Lo = 05%-1I,, (14)
Sn

Iln = 3_V1 (15)

On the other hand, characteristics of the Table 1 are given
in the case of a three-phase system. For the active iron losses of
one phase P;,, we can consider the open circuit losses
(Pf) divided by three as shown in (16).

P

Py =L (16)
So the reactive iron losses are calculated in (17).

Q10 = \/5102_P102 (17)

By injecting (16) in (10), (17) in (11) and using Table 1, we
obtain: R,, = 750 kQ and X,,, = 1.854 - 10° Q. Finally, using
(12) we obtain L,,, = 590.208 H.

2) Short circuit test and serial elements calculation

The serial resistance Ry and inductance Ly of the
transformer are calculated by the short circuit test. The formula
of the serial resistance is given in (18).

Pj

s = 30yn2 (18)
Where I, is the rated secondary current.
Sn
IZn = 3V (19)

By (18) and (19) and using table I, we obtain R =
8.8 m().

The mainly parameters which allow to calculate the serial
inductance of the transformer L are the following:

N AA (20)

2cc — 100
See = Vace* In (21)
For the active short circuit losses of one phase P.., we can
consider the losses due to load P, divided by three as shown in

(22). Because the parameters of Table 1 are given in the case of
a three-phase system.
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P = ?] (22)

Qcc = Sccz - Pcc2 (23)

5=2; (24)
Xs

(25)

Where: V, . is the secondary short circuit voltage; S, is the
apparent short circuit losses; P.. is the active short circuit
losses; Q.. is the reactive short circuit losses and X, is the
reactance of the transformer.

By considering the above parameters, we obtain Ly =
81 uH.

Note: We can neglect the magnetic resistance R, and
inductance Ly, of the transformer because they have very high
values and are connected in parallel (cf. Fig. 4). Thus the
internal resistance and inductance of the transformer are equal
to the serial resistance and the inductance: L, =L and
R = Rs. So the module of the transformer’s impedance is
given in (26).

Zy =+ th + (L; - w)? (26)
For = 50 Hz , we obtain Z, = 27 mQ.

C. Impedance of the Cable

We consider that the distance between the common
connection point of the grid and our installation is equal to
d, = 200 m. For this short distance, the capacitor of the cable
can be neglected and the model of the cable is only composed
of a resistance and an inductance. In addition, a three-phase
aluminum cable with a section equal to § = 6 mm? is
selected.

The formula of the cable resistance R, is indicated in (27).
da
R, = p?l (27)
Where p is the aluminum resistivity ( p = 3.5929-
1078 Q-mat T = 75 °C). So we obtain R, = 1.2 Q.
And the formula of the cable inductance L. is given in (28).

L, = Xe (28)

w

Where X, is the reactance of the cable.
Xe=X- dy (29)
Where X; is the linear reactance of the cable (X;
0.08 mQ/m) [8]. By injecting (29) in (28), we obtain L,
51 pH. So the impedance of the cable is given in (30).
Ze =+ Rc2 + (L - w)? (30)
For f = 50 Hz, we obtain Z, = R, = 1.2 Q.
D. The Interleaved Inductance (Filter Inductance)

The four inductances of the interleaved L - filter are
identical. The value of these inductances is selected to obtain a
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current harmonic distortion THD of less than five percent
(THD < 5%) in order to respect the connection standard
IEEE1547 [10]. In addition, nowadays there are photovoltaic
inverters on the market with a THD lower than or equal to
3 %. Therefore, we are focusing on those existing solutions.
Fig. 5 shows the THD of current versus (vs) inductance.

THDws L

THD (%)

L (mH)
Fig. 5. Selection of the interleaved filter inductance.

We can see in Fig. 5 that for L = 2.5 mH, THD < 3 %, S0
this inductance value will be selected. Therefore, we use four
identical inductances to make the interleaved L - filter (L, =
Ly=Ly=L,=L;=25mH).

The passive elements of our system are summarized in
Table 2. To compare filter volumes, the same inductances
values are considered both in the classical inverter and in the
FLI.

TABLE Il.  SPECIFICATIONS OF THE PASSIVE ELEMENTS
Value
Symbol Parameter - Unit
classical | FLI
inverter (g=4)
Prax Maximum power 52 52 kw
Vbe DC bus voltage 700 700 \Y
\A Grid RMS voltage 230 230 Vv
L, Grid side inductance 8.4 8.4 uH
L, Transformer inductance 81 81 pH
L. Cable inductance 51 51 pH
L¢ Filter inductance 25 25 mH
R¢ Binding filter resistance 0.5 0.5 Q
R, Cable resistance 13 13 Q
R¢ Transformer resistance 8.8 8.8 mQ
R, Grid side resistance 13 13 mQ
fow Switching frequency 20 20 kHz
f Grid frequency 50 50 Hz
Iy max Maximum output current 11.28 10.67 A
1L, max Maximum cell current 11.28 3 A
Al ey Cell current ripple 0.62 0.3 A
Al max Output current ripple 0.62 0.01 A

Vol. 8, No. 10, 2017

Note: The maximum amplitude of output current shown in
this table takes into account the current ripple. Its fundamental
value is equal to : I,,,, = 10.66 A.

Using Table 2, we calculate and compare the volumes of
passive elements as follows [7], [13]:

% In general:

- Energy:
1
W= 3 LIL_max2 (31)
- Volume:
Vv, o< W34 (32)
Vol g L340, sl (33)
So,
% Three-phase classical inverter (I max = Io max):
Voly &332 Le™/4 Iy gy /2 (34)
«»+ Three-phase FLI (q = 4):
Vol, 3q 5Ly /4 Iy max™" (35)
By (4) and (5), the volume ratio is follows:
3/4, 3/2
A=el o tlmac” _ 388 (36)
Voll Io,max

Note: A <1 = Vol, < Vol;, so the overall volume is
reduced in the case of FLI although many components are
required.

V. MODELING AND CONTROL OF THE SYSTEM

A. Output Current Control (External Loop)

By considering the internal resistance of our system’s
components (filter, cable, transformer and grid), the simplified
diagram of the grid-connected FLI is shown in Fig. 6.

ix
——

Vx Ve

Fig. 6. Simplified connection diagram to the grid [7].

Mathematical models of Fig. 6 are the following:

- Inthe abc frame:

diy .
Vx=Ld—lt+Rlx+I{q (37)

Where V, , V, and i, are the inverter voltage, the grid
voltage and the grid current respectively. L is the total
inductance (L = Lf + L.+ L; +Ly) whereas R is the total
resistance (R = Ry + R; + R, + Ry).
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- In the Park frame:

dal

Ld—:’ = —Rly + Lwl, +Vy — Vg
dal

L—t=—Rlg = Lolg + V; = Vg

(38)

Va,Vag and I, are the d-axis inverter voltage, grid voltage
and grid current respectively whereas 1, V,, and I, are the g-
axis components; w is the pulsation (w = 27rf).

B. Transfer Function of the Filter

In equation (38), we set [7]:

Ui=Lwl,+V; -V
{Ud _Y q d dg (39)
q = ~Lolg+V; —Vgq
Using the Laplace transform we obtain:
_ Id(S) _ 1
Hy(s) = Ug(s) ~ Ls+R (40)

Iq(s) _ 1
Ug(s) ~ Ls+R

Hy(s) =
The transfer function of the PI controller is given in (41).
ki
C(s)=k,+ < (41)

Using (38), we calculate the system transfer function H(s)
and we do the dg-axis current control loop in Fig. 7. Where, s
is the Laplace operator.

qu * ldq
PI H(s)

¥

A

Fig. 7. dg-axis current control loop [7].
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The system open loop transfer function is given in (42).
k;:

kp+—=2
GO(s) = C(s).H(s) = ;’S_+; 42)
The closed loop transfer function is given in (43).
GF(s) =520 = Voclkpstky/L )

1460(s) Sz+<R+"P)S+ﬁ
L L

C. Calculation of the PI Parameters (k,, k;)
The denominator of a second order system is giving in (44).

s2+2zw;s + w;? (44)

By identifying the denominator of (43) with (44), the
parameters of the PI controller are obtained in (45) [7].

k, =2zw;L —R
{p Zw; (45)

k; = Lw;?

Where z is the damping factor, w; is the filter pulsation

(w; = tll ; with ¢t; is the time constant). We consider z = 0.707
eliminating the system oscillations.

Using Table 2, we obtain: L=26mH, R=17Q,
t; = % = 1.5 ms and w; = 648 rad.

So the PI controller parameters for the external loop are:
k, = 0.708 and k; = 1.107 - 10°.

D. Control of the Cell Currents (Internal Loop)

The internal loop combined with the Pulse Width
Modulation (PWM) bloc is shown in Fig. 8.

*

Where: i;, are the cell currents whereas i~ are the
references cell currents obtained after inverse Park transform of
dq- axis; i = 1,2..q is the cell identifier where q is the
number of cells; V,,* is the array of reference voltages obtained
after inverse Park transform before balancing; y = 1,2,3 is the
phase number before balancing And V.* is the array of
reference voltages obtained after balancing operation (x =
a, b, c is the phase name).

" Vx*
lix _ Pl + (SO H2)
; R

/j\/ . w— ‘-&3 Comparator 1 :; 3

lx*= ix*/q v Carner o ] —LT%' X

¥ 20kH: [ ol

Tsw/4 Comparator 2 K3x

2Tsw/4 | Comparator 3
L_.__ Kax
— 'y - o '_@

3Tsw/4 Comparator 4

Fig. 8. Internal Loop and PWM bloc.
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Our control system can be assimilated to a cascade control
with an external loop to control the output current and an
internal loop for the cell currents control. In the case of the two
cascaded loops, the internal loop must be faster than the
external loop [13]. To calculate the PI parameters of the cell
currents (internal loop), we have chosen a bandwidth smaller
than ten times the switching frequency. We chose a value of
fi = 2 kHz for this frequency. Moreover, the damping factor
chosen is z = 0.707 which gives a fast response without
overshooting [14]. The total inductance and resistance values
are L =2.6mHand = 1.7 Q . For these parameters and with
the defined bandwidth and damping factor values, we calculate
the values of the PI parameters ( k,; and k;; ) by using (45)
[14]. So (45) becomes (46).

{kpl = ZZ(U,_IL - R
kip = Lwy?
Were w;; = 2rf; is the pulsation corresponding to the

bandwidth; k,; and k;;are the PI parameters for the internal
loop. We obtain k,,; = 45.22 and k;; = 4.17 - 10°.

(46)

VI. SIMULATION RESULTS AND DISCUSSION

The simulation is done using Matlab Simulink and
SimPower Systems by considering the specifications given in
Table 2.

So in order to test the developed control, we set
Q" = 0and P~ is varied on time (t) as follows:

- forte[01]s,P*=52 kW
- forte[12]s,P*=32 kW
- andfort €[23]s, P* =5.2kW.

(a): The three-phase output current (ix) vs time

20
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Where Q* and P* are the reactive and active power
references respectively.

Some simulation results are shown in Fig. 8 to 14. We can
see in Fig. 8 that the current waveform varies according to P*.
This is normal because by varying P* we indirectly vary the
current (ig.") (This variation is also noticeable in Fig. 9 and
10). Thus, the developed control tracks the references and can
be validated.

Fig. 9 and 10 show the waveforms of the cell currents
without and with balancing respectively. The balancing of cell
currents is necessary to evenly distribute the output current
between the different cells in order to increase the reliability of
the system [4], [5], [14]. Note that the output current is equal to
q times the cell current (i, = q - i;y).

Fig. 11 shows the waveform of the three-phase grid voltage
where we can see that the voltage is sinusoidal and smooth.
Therefore, our system injects current into the grid without
disturbing it.

To check the condition of current frequency and grid
frequency matching, we need a Phase Locked Loop (PLL) to
synchronize our system with the grid [6]. Fig. 12 shows the
superposition of the injected current into the grid of the phase
a, on the simple grid voltage curve of the same phase. We can
see that the current (i,) and the grid voltage (V) are in phase
and have the same frequency (50 Hz).

Fig. 13 shows the current and voltage Total Harmonic
Distortion (THD). The THD of the current is equal to 2.82 %
(cf. Fig. 13(a)) whereas the THD of the voltage is equal to
3.56 % (cf. Fig. 13(b)). Both THD respect the IEE1547
standard which requires THD to be smaller than 5 % for the
first 50 harmonics [10].

(b): Zoom on ix vs time
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Fig. 9. Three phase output current (ip.)-
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(a): The cells currents (iia) vs time (b): Zoom on the iia vs time

Current(A)

- K
] i i i i i 25 2.50002 2.50004 2.50006 2.50008 2.500
2.5 3

Tir;i:a (s) | Time (s)

Fig. 10. Unbalanced cells currents (i;,) for one phase.

(a): The cells currents (iia) vs time (b): Zoom on the iia vs time

Current(A)

o g p 1_'5 2 2_'5 - 25 2somm | cooma | asom | sewme | 2o
Time (s) Time (s)

Fig. 11. Balanced cells currents (i;,) for one phase.

(a): Waveforms of the grid voltage (Vabc) vs time

(b): Zoom on Vabc vs time
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Fig. 12. Waveform of the inerter output voltage.
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Superposition of current and voltage curves vs time
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Fig. 13. PLL simulation result.

(a): Total Harmonic Distorsion (THD ) of output curent
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(b): Total Harmonic Distorsion (THD ) of output voltage
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Fig. 14. Frequency analysis curves.

VI1.CONCLUSION

The sizing of passive elements and simulation results
showed the value of the FLI converter. The strengths of this
inverter are the quality of the waveforms (see Fig. 3), the
reliability of the system obtained by using several cells and the
reduction of the output filter volume. The developed balanced
PQ - control allowed to follow the instructions while balancing
the currents flowing through the switching cells of the FLI.
The balancing of cells currents is very important to increase the
reliability of the system. The interleaved L - filter has been
sized to obtain a current THD equal to 2.82 % and a voltage
THD equal to 3.56 %.

However, the disadvantage of the proposed architecture is
the number of semiconductors used to make the FLI .

Fortunately, this disadvantage can be mitigated by the
reliability of the system and the low price of the
semiconductors [7].

In the future, it would be interesting to take into account the
impact of the neighbor’s consumption on our system.
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Abstract—Recently, wireless sensor networks (WSNSs) have
gained a great attention due to their ability to monitor various
environments, such as temperature, pressure sound, etc. They
are constructed from a large number of sensor nodes with
computation and communication abilities. Most probably,
sensors are deployed in an uncontrolled environment and hence
their failures are inevitable all times of work. Faulty sensor nodes
may cause incorrect sensing data, wrong data computation or
even incorrect communication. Achieving a reliable wireless
sensor networks is a most needed goal to ensure quality of service
whether at deployment time or during normal operation. While
Nodes redundancy is considered as an effective solution to
overcome nodes failures, it may negatively affect the WSN
lifetime. Redundancy may lead to more energy drains of the
whole system. In this paper, the impact of redundancy level on
the Mean Time to Failure (MTTF) of a clustered based wireless
Sensor Networks (WSNS) is investigated. An expression that can
be used to determine the most suitable redundancy level that
maximizes the network MTTF is derived and evaluated.

Keywords—Wireless sensor network; reliability; clustering;
fault tolerant; Mean Time to Failure (MTTF)

. INTRODUCTION

Wireless sensor networks (WSNs) are currently being
considered for many communications applications, such as
environmental monitoring, agricultural monitoring, machine
health monitoring, surveillance, and medical monitoring. These
networks provide a great ability to better understand the
surrounding physical phenomenon and translate their effect to
be analyzed to give a more accurate way to control our
surroundings. However, there are many research QoS
challenges that need to be studied and analyzed to achieve
scalable reliable and dependable networks.

Traditionally, redundancy is a technique belongs to replica
management approaches which are designed to overcome
nodes failure and to achieve reliable system. Redundancy most
probably leads to maximize the availability of the nodes.

In sensor networks, sensor nodes can fail due to many
reasons. Among those reasons are: battery power depletion,
hardware problem and cruel environmental circumstances in
which the node is running. Nods are failed according to a
variable failure rate that start by a low value and continuously
increase and may reach to value that cause a complete failure
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to the system. One solution to overcome nodes failure is to use
reliable hardware that safely send, receive and store data. This
solution is expensive solution that contradicts with the
objective of having cheap wireless sensor. Replicating data on
spatially separated nodes is a good method for minimized the
failure probability. Traditional solutions for replica systems are
to use a pre-determined fixed number of replicas [1].

Because of the dynamic behavior of failure, selecting a
suitable redundancy level is an important issue. In some cases
small number of replicas is better and on the other hand in
some situations higher number of replicas is more suitable.
Because of that, the process of selecting the suitable
redundancy level should be adaptive to achieve less energy
consumption and higher degree of availability. One way to
determine the most suitable redundancy level is to have a
complete knowledge of the network which is not a practical
solution and doesn’t cope with scalability issue. Also, it
requires much information to be circulated around the network
to keep up to date with the current situation which consumes
more energy. The solution is to find a solution to determine the
most suitable redundancy level that achieves a reliable request
while maximizing the Mean Time to Failure MTTF of the
system. The contribution in this paper is as follows:

1) Describe a system model that captures all stages that
affect the energy consumption | of entire the network.

2) Propose an expression that is used to determine the
most suitable redundancy level to maximize the mean time to
failure MTTF.

3) Provide a numerical data analysis that implements the
proposed model to show the tradeoff between the energy
consumption and the reliability improvement.

The remainder of the paper is organized as follows: In
Section 2, the related work is introduced. The system model
assumptions are presented in Section 3. Section 4 shows the
analysis and numerical results. Finally, the paper ends with the
conclusion in Section 5.

Il.  RELATED WORK

The general problem of achieving reliable WSN has been
covered intensively in literature. Providing the concept of
redundancy is considered an efficient trend in order to achieve
reliable wireless sensor network. Redundancy types can be
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subdivided into three categories, spatial redundancy, physical
redundancy and temporal redundancy.

Spatial redundancy is based on geographically distribute
the sensor nodes over the field area in such a way that
guarantee the replication of the resources all over the coverage
area. Spatial redundancy is suitable for WSN since the
information read by any sensor node is available and stored in
other different nodes. This kind of redundancy can be used in
implementing fault tolerant approached to improve the WSN
reliability level. Spatial redundancy is drawn by large number
of metrics [2], [3]. In [4] authors employed the graph theory
and cut sets in order to define the redundancy degree of the
wireless sensor network. It is the most possible number of
nodes that its disappearance doesn’t affect the accuracy of the
measured data.

Physical redundancy is a hardware redundancy and is
considered one of the easiest ways to achieve reliable systems.
It is mainly based on having a dense number of independent
sensor nodes to be distributed and cover certain filed area [5],

[6].

Temporal redundancy is mostly used to get better accuracy
of the sensor nodes readings and to overcome the transient
failures. In Wireless sensor networks, the reading come from
any single node may be not precise. The solution is to improve
the whole system reliability by using multiple reading from the
same sensor node [7].

In [8] authors present a method for evaluating the system
reliability by generating a fault tree for the whole network at
the time of failure occurrence. The provided solution is
independent of the underlying network technology. However,
the model doesn’t take the energy consumption into
consideration.

In [9], [10] a power consumption saving approach is
introduced. Power consumption saving is considered one way
of achieving reliable wireless sensor network. The approach
adopts the use of Colored Petri Net to model the network and
provide a good way to be integrated with different applications.

In [11] authors present an efficient method that could be
used in transmitting the data through the WSN. The method is
mainly tends to minimize the number of lost packets by using
multiples paths for data transmissions to overcome either the
node or the path failure. One problem with this method is the
bottleneck produced as a result of having more than one path
per packets.

Clustering is one of the most used techniques in reducing
the energy consumption in WSNs and consequently increase
the sensor node life time. One of the earliest WS
communication algorithms is LEACH [12]. It stands for Low
Energy Adaptive Clustering Hierarchy Algorithm. The
existence of clustering leads to minimize the energy usage with
the cluster but at the same time accelerate the energy
consumption of the cluster head CH. To solve this problem, the
concept of balanced clustering is introduced in [13]. Another
cluster based approach called Distributed Weight-Based
Energy-Efficient Hierarchical Clustering (DWEHC) is
introduced in [14]. It is based on forming well balanced
clusters by adopting the hierarchical level of a node depending
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with the ability to minimize the energy requirements by taking
into consideration two factors, the range of a cluster and the
path to the CH.

In [15] energy an Energy-Efficient Unequal Clustering
(EEUC) mechanism is introduced. It is based on dividing the
nodes into unequal cluster sized. This technique is dynamic in
the sense that, it picks any node randomly and checks whether
it lies within the competitive radius or not. So, the node would
join the most suitable cluster that saves its energy. A lot of
energy-efficient clustering algorithms can be found is available
in [16].

I1l.  SYSTEM MODEL ASSUMPTIONS

In this section, we describe the proposed system model and
its assumptions. The network is formed by a collection of
limited-energy Sensor Nodes (SNs) scattered randomly on a
certain geographical area. The WSN model used in this work is
adopted from [17].

1) Initially each sensor node has an initial energy Eipjt.

2) The sensor nodes are scattered randomly through a
square field area.

3) It is assumed that each node has failure probability f(t)
where (where 0<f(t) <1).

4) LEACH algorithm [11] is used for routing and
managing the network clustering. First the cluster head “CH” is
elected per cluster. The CH is responsible for administrating
the communication within the cluster, aggregate data read by
sensors nodes, and set up the data sent to the sink nodes. This
algorithm runs in the form of rounds. Due to the extra
responsibilities of the CH node, it is exposed to lose their
energy quicker than other nodes. For this reason, the CH role is
rotated around all member of the cluster according to a certain
probability p. the value of p depends on the cluster size.

5) In this model it is assumed that the communication
channels are reliable and never fail.

6) It is assumed that the reliability of the system is
expressed as follow [18].

N i .
Rin-of-n = Z ()@ -r@)RO™
N i=0
- ZizM(IiV)R(t)i(l — RN )
N N!
Where, (1) T IIN=—D!

Where, N is the number of identical sensor nodes per
cluster

m = the number of functional nodes
R(t) = the reliability of individual module.

Rm-of-ngy 1S the reliability of that (N-m) or fewer nodes have
failed by time t (or — at least m are functional).

7) In response to a request, a sensor node sends a message
to its CH node. It is assumed that the number of hops between
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the sensor node and the cluster head is N Any request needs
“m” sensor nodes to reach a certain redundancy level. The total
energy E; for any request has two components E; and E,. The
first is the energy consumed to send the data from sensor node
to the CH and the other is the energy consumed by the WSN to
transmit sensor data from CH to the sink node. The total

energy equation can be expressed as follow [17]:

Ei=Ei+E; (2
Et = [Nhop (E receive T Etransmit)] + [m(E receive E transmit) + Nclust
(E] ®)

8) The energy consumed in executing the clustering
process includes the amount of energy due to multicasting the
leadership announcement message and the energy due to
joining the cluster. If p is the probability of becoming a CH,
there will be p*N¢ys Sensor node that multicast the leadership
announcement message which in turn is forwarded by each
sensor to the next hop until covering the whole nodes in the
cluster. Assume the number of hops per cluster iS wnoprciuster
Thus, the energy required for broadcasting is [17]:

Ebr = chIust(Ereceive + Etransmit)+Nhop/cluster((Ereceive + Etransmit) (4)

9) The energy consumed due to the cluster-join process
includes the energy consumed by any sensor node to inform
the CH about their cluster membership and the energy
consumed by the CH to send back an acknowledge message to
the sensor nodes.

Ejoin = Nclust (Ereceive + Etransmit)- (5)

10)Since the clustering process is executed a number of

rounds “Nung” then the total energy consumed in clustering is
expressed as [17]:

Eciustering = Nround [Eor + Ejoin] (6)

IV. SYSTEM MTTF

The main objective here is to achieve the most suitable
redundancy level m that achieves a reliable request while
maximizing the Mean Time to Failure MTTF. Assume it is
required to process a request with required reliability Rq.
Assume A is the failure rate of different sensor nodes. Since we
use m out of N reliability model, the MTTF can be calculated
according to the following:

Since, MTTFmorn = J; Rmofn

By substituting from (1):

N
MTTFp ory = f W[E (lf) R(DI(1 — R(E)NT]dt
-
MTTF,, of N = f Oc[ z (I:]) e (1 — e YN qdt
° i=m

By introducing v = e we obtain dv= Ae Mdt >

dt = -2 dv

- A e At
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By substituting in the MTTF m of n

N
Ny (tvi(l = )N dv
MrE o= Y ()]
0
i=m
N
N\1 (L . )
MTTF,, o1y = (i)X f Vi1l = N ]dv
0
i=m

According to Gamma and Beta function definition [18]:

fl[vi‘l(l —N Jdv = IO —-i+1)

I'h+1)
So,
N
_ N\1 () (n—i+1)
MTTFmorn = E <i>% T(n+1)
And consequently,
N
N1 (= D! (n—1i)!
MTTEm orn = E (i)X (n)!
Then,
N
1 n (i-D!'(n-10!
MTTEmorn =5 E il'(n—1)! (n)!
Finally,
1 N 1
MTTFpory =3 3 @)
1=m

V. ANALYSIS AND NUMERICAL RESULTS

In this section we introduce the numeric data analysis that
implements the proposed model to show the tradeoff between
the energy consumption and the reliability improvement. Also,
we show the effect of changing m on the MTTF of the system.
The following paragraph indicates parameters used along with
their default parameters. These default values are similar to the
values used in [33]. The WSN model consists of 400 sensor
nodes distributed randomly in a square area of 200m by 200m.
Each sensor node has an initial energy of 10 Joule. The energy
consumed per bit due to the transmitter/receiver radio process-
Ereceive & Etransmit - is 50nJ/bit.

A. Reliability and MTTF Analysis

Fig. 1 shows the relation between the reliability and the
redundancy level m under the environment parameters
described in the previous paragraph. It is possible to use other
parameter but still the overall trend is the same. In previous
chapter the reliability analysis is based on adopting and
applying the N out of m redundant systems to achieve a
reliable WSN. The N sensor nodes are assumed to be identical
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in all configurations. The N out of m redundant system is
considered a sort of parallel system where m represents the
minimum number of sensors per cluster required to have a
fully functional sensing operation during certain time period T.
we assume that sensor failure may occur according to a failure
rate A =.001 and T = 200 unit time. In case m =1 the system is
reduced to a fully parallel system since any single node will do
the job. On the other hand when m = N, this means that the
system is act as a series system since the all members in the
cluster are required to have a correct operation. From that
Fig. 1 shows the relation between the system reliability and the
m value through out a certain period of time according to (1).
The graph show that as the m value increases the reliability
level is reduced. This result consistent with the fact that says as
m increase the system tends to converge to a series one. The
overall reliability of series systems is lower than the reliability
of each individual component. At the same time as the m value
decrease the system tends to converge to be a parallel one that
ha reliability an improved reliability level.

As a consequence of the previous result, Fig. 2 shows the
relation between the m value and the MTTF (8). The result
shows that the MTTF is decreased as m increase. This result is
compatible with the result achieved in Fig. 1. As the system
tends to be fully parallel, the MTTF increase since the
reliability increases.

The following two figures (Fig. 3 and 4) shows the relation
between both the system reliability and the MTTF and the m
value but with failure rate = .0001 and T = 200 unit time. The
figure shows the same trend achieved in Fig. 1 and 2.

e Reliability

Reliability
© o o o
N R o

o

0 10 20 30
m

Fig. 1. Reliability VSm with A =.001.

— MTTF
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200

0 5 10™M 15 20 25

Fig. 2. MTTF VS m with A =.001.
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B. Energy Level Consumed Analysis

In this section we introduce the numerical analysis related
to the level of consumed energy of due to applying the m out of
n redundant system. Fig. 5 shows the relation between the
energy consumed as a result of 24 bits size request. The figure
shows three curves that represent the consumed energy level
with different value of the number of intermediate nodes within
the cluster (Ngust)- As the value of m increase the energy
consumed increase. This result is compatible with the fact that
as m increase, the system tends to work as a series fashion that
involve more sensor nodes in the process of completing the
request. As the number of involved sensors increase the energy
consumed will increase.

Also, Fig. 6 shows the relation between the m value and the
consumed energy in the case of changing the parameter of the
number of nodes exists between the cluster head and the sink
node (Npop). The result indicates that as m value increase the
energy consumed increase even with different values of Npgp.

e Reliabilit
1.5 Y

=

Reliability
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o

Fig. 3. Reliability VS m with A =.0001.
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Fig. 4. MTTF VS m with A = .0001.
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Fig. 5. 5Eb VS mwith A =.001.
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C. Comparison with the Basic System (m = 1)

In this section we compare the MTTF for both proposed
design and the basic system in which there is no redundancy at

Vol. 8, No. 10, 2017

all. Fig. 7 shows the change of the MTTF in both the basic
system and the proposed design. We notice that the proposed
system give higher system MTTF compared with the basic
design under the set of assumed parameter values
characterizing the WSN.

D. Consumed Energy Effect on the Required Reliability Level

One of the important parameters that is useful to the WSN
designer is to be able to determine the energy consumed Et
when a required level of reliability R, is needed to be satisfied.
Fig. 8 shows the relation between the Ry and Et under the set of
assumed parameter values characterizing the WSN.

According to the proposed model, as the required the
reliability level increase the number of active nodes per cluster
m decrease and that would cause the energy consumed to
decrease. This result is shown in Fig. 8. That would
consequently help the system designer is able to have a
tentative estimation about the energy consumed for the
required and needed system reliability level. One more result
shown in the figure is that as the number of intermediate nodes
within the cluster Ng,g increase the energy consumed per
certain required reliability increase.

VI. CONCLUSIONS

In this paper, a probability model to calculate the system
reliability, the energy Consumption of a request, and,
consequently, the system MTTF is introduced. Throughout the
model we considered energy consumed by the sensor nodes
due to request processing, periodic status update processing
and cluster formation. The proposed model is adopting a group
communication service represented of forming, managing and
using the cluster. The effect of the redundancy level on MTTF
is evaluated. A series of numerical analysis result that show
and validate the proposed model showing the reliability, MTTF
and energy consumed in order to achieve a dependent WSN
system are conducted. As a conclusion, the MTTF of the
system increase as the number of active components m per
cluster decrease. Also, the m parameter could be used as design
parameter that helps the designer to achieve a system with a
required level of reliability.
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Abstract—Cloud computing is a technology for providing
services over the Internet. It gives approach to renting IT
infrastructures on a short-term pay- per-usage basis. One of the
service provider’s goals is to use the resources efficiently and
gain maximum profit. Cloud processes a huge amount of data, so
tasks scheduling is a vital role in the cloud computing. The
purpose of this paper is to propose a method based on chaos
theory and bat algorithm for task scheduling in Cloud
computing. Task scheduling is a core and challenging issue in
cloud computing. The nature of the scheduling issue is as an NP-
Hard problem and because of the success of heuristic algorithms
in optimization and NP-Hard problems, the authors use a newly
inspired bat algorithm and chaos theory to scheduling the tasks
in the cloud. In this method, bat or candidate solutions are
represented by a one-dimensional array. The fitness function is
calculated based on makespan and energy consumption. The
results show that the proposed method can schedule the received
tasks in proper time than other compared heuristic algorithms,
also the proposed method has better performance in term of
makespan and energy consumption than compared methods.

Keywords—Cloud computing; scheduling; chaos theory; bat
algorithm

I.  INTRODUCTION

Cloud computing (a recent computing model) comes from
distributed computing, parallel computing and grid computing.
The dynamism and heterogeneity are properties of cloud
computing resources. In cloud computing, resources such as
storage, memory, processors, and applications are provision as
services. Cloud computing environment is a commercial
platform. Currently, there exist many commercial clouds, such
as Amazon, which provide virtualized computational and
storage hardware. Virtual Machine (VM) is a critical
component of software stacks in the cloud computing, for
example, Amazon Elastic Computing Cloud (Amazon EC?2)
[1] is a cloud platform that provides infrastructure as service
in the form of VMs. The cloud computing greatly decreases
the financial cost of acquiring hardware and software for
application deployment, as well as maintenance costs [2]. So,
how to use efficiently and effectively cloud computing
resources becomes more important. Cloud computing provides
a pool of resources in a self-service, dynamically scalable and
metered method with guaranteed quality of service to users.
To achieve guaranteed Quality of Service (QoS) to users, that
is important the tasks be assigned efficiently to defined
resources by providing multiple VMs for executing the tasks
included in a program. Cloud computing also offers pay-per-
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use metered service. There are motivational research results
for efficient task scheduling in cloud computing, but task
scheduling problems are still considering as an NP-complete
issue. There are some objective functions and optimization
criteria while tasks scheduling in the cloud environment, such
as makespan, cost, flow time, tardiness, waiting time,
turnaround time [3], and energy consumption [4]. In our
proposed work, we propose QoS-based task scheduling
algorithm called the Chaotic Bat Algorithm for task
scheduling on cloud computing, which aims to create a
schedule to minimize the total makespan and energy
consumption of tasks executions. Bat algorithm, first proposed
by Xing-She Yang [5], is a new meta-heuristic algorithm
inspired by the echolocation of micro-bats to sense distances
while detecting their prey. Micro-bats using this technique can
find their prey and recognizes prey even in complete darkness
Echolocation is the main specification of bats behavior. This
means that the bat gives out sound pulses and listens to echoes
to find preys and avoid collisions obstacles while flying. The
Bat algorithm can have superiority performance than
optimization algorithms and can solve many problems,
including real world and practical engineering optimization
problems [6]. So one aim of this paper is to introduce chaos
into the standard bat algorithm.

The rest of the paper is classified as follows: Section 2 is
talking about related work for scheduling in cloud computing;
Section 3 includes the background, classical Bat Algorithm
and Chaos Theory; Section 4 describes the problem; Section 5
discusses the main idea and how the new Bat Algorithm and
Chaos Theory are integrated; Section 6 contains the
simulations and results obtained; and Section 7 tells about the
future scope and conclusion of this paper.

Il. RELATED WORKS

Task scheduling is a critical issue in cloud computing, so a
lot of researches have been done in this scope. This problem is
of a known Np-Hard type issue [2], [4], [7]-[9]. They belong
Np-Hard including thousands of different issues with many
applications. So far, no solution has been found for these
issues in a reasonable time, and may not be found in the future
at all. These also prove that there is no quick solution for
them. If a solution found only for any of these issues, this
solution would solve the most parts of such this issues.
Solution based techniques on full search are not feasible for
this kind of problems. The cost of schedules is very high.
Metaheuristic-based techniques can overcome these problems
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by providing near optimal solutions in reasonable time. For
example, ACO algorithm is useful for solving separate
optimization problems which requiring one path to reach a
goal. It has been successfully for solving multidimensional
knapsack problem, traveling salesman problem, job shop
scheduling, and quadratic assignment problem, task
scheduling in grid and cloud computing, and much more [3].
In [10], they have considered minimization of makespan as the
objective function. Their objective function based on
execution time and transfer time of tasks on VMs. The
algorithm simulated with the number of tasks changing from
100 to 1000 in the cloudsim simulation environment. ACO has
been compared with RR and FCFS algorithms and
experimental results show that when the number of tasks
increased, ACO execution gets a short time compared with
RR and FCFS. For 1000 tasks, the algorithm able to decrease
makespan in comparison with RR and FCFS. Recently, the
genetic algorithm is useful metaheuristic for taking high-
quality solutions for combinatorial optimization problems,
including the task scheduling problem [11]. Another
competency of genetics is that its inherent parallelism can
activate to reduce running time [12].

I1l. BACKGRPOUND

A. Bat Algorithm

The bat algorithm has been a recently proposed
metaheuristic algorithm by Xin-She Yang [5], based on the
echolocation of micro bats. In the real world, echolocation can
diffuse within only a few thousandths of a second with a
changing frequency. Micro bats use echolocation to search
preys. All micro bats are insectivores and they use a type of
sonar, called echolocation, to find preys and avoid obstacles.
Now, we remind the standard bat algorithm according to the
following rules:

All bats use echolocation to sense distance and find prey,
also they know the difference of food and obstacles with some
magical method.

Bats fly randomly with velocity V; at location X; with a
permanent frequency Fmin, Fmax changing loudness A, and
wave length A to search prey. They can intelligently tune the
wavelength (or frequency) of their emitted pulses and tune the
rate of pulse emission r € [0, 1], relevant on the proximity of
their aim.

Although the loudness can change in many ways, we
consider that the loudness changes from positive A, to a
minimum fixed value Ay

Initialize solutions: the virtual bats (solutions) have the
positions X;, and velocities V; in a D-dimensional search
space. They are randomly distributed in the possible search
space.

Generate new solutions: the values of the frequency
Fmin and Fno is dependent on the dimensions of the issue.
The positions and velocities of bats in every temporal interval
are defined as follows:

fi = fmin + ( fmax - fmin )X B ' (l)
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Vi v (X)X B 2

Xit+1 - Xit + Vit+1 (3)

Where Be [0,1] is a random vector and X is the current
global best solution.

Local search: create a random number. If it is bigger than
the i™ bat pulse emission rate (r;), then create the new bat. A
new solution is generated around the current best solution

If rand >r; 4
Knew= Xolg+€ *Ameant.

Where ¢ € [-1, 1] is a random vector and A is the average
loudness of all bats at time step t. r;is the i" solution pulse
emotion rate.

Updating solutions by flying randomly: loudness is
reduced and pulse emission rate is increased by using the
equations as follows:

If rand () <Ai &&f (Xi) <f(X*),
F(x) =f (x), (5)
Ai“l:aAit

17 (L-exp (-y0)

Where a and y €[0, 1], A;is the i™ bat loudness (x;) is the
fitness value of i bat and f(x-) is fitness value of the best
bat.Update the current global best solution by described the
formulas until reached the termination condition.

B. Chaos Theory

In this world numbers are essential for seeing most natural
phenomena, our surrounding world isn’t a static system and
this system change with the dynamism of time. When system
change, the numbers represent system state in a temporal step.
The dynamic systems have not a lawful period for
representing the system states with numbers. The system can
change in discrete time. For example, all animals and most of
the insects have a one-year life cycle, and study of them
requires that only we look on their life system once in a year.
These systems are known as non-linear systems. In such
systems, the system output is not proportional to the input. If
variables changes in an initial time result may change of the
same or another variable time. Therefore, the system changes
are not proportional with the systems input. The non-linear
systems could not be divided into smaller sections and be
solved separately. They possess complete complexities. In
non-linear sciences, non-linear dynamic systems are studied.
Nature is a non-linear system. The non-linear systems are
employed in studying various fields, such as Mathematics,
Biology, Physics, Chemistry, and Computer sciences.
Furthermore, the chaotic systems are very sensitive to initial
values, and a small change in the initial values will have great
changes in the output. The changes of dynamic systems in the
discrete time called a map. In another discussion, the
convergence of evolutional algorithms is mainly dependent on
the initialization of its parameters. When the random
parameters are used for initialization, different results are seen
in various executions of this algorithm. For this reason, the
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random variables are a key which may lead the algorithm to
escape from local optimum to better results. Some chaotic
maps are well known and we can use them in the algorithm
parameters initialization, such as Gauss Map, Tent map, Circle
map, Iterative map, logistic map, Sinusoidal map.

IV. PROBLEM DEFINITION

A. System Model

Cloud computing environment is used virtualization to
map the resources to the virtual machines. The tasks classify
according to QoS requirement, such as bandwidth, cost,
resource distance, credibility Finally, schedule the tasks to
physical resources. This paper intends that when virtual
resources meet tasks QoS requirement, using makespan and
energy-aware algorithm schedule tasks to physical resources.

B. Resources and Tasks

R={Ry, R,... R} represents a set of resources, where R; is
the ith resource. Each resource implemented with a Dynamic
Voltage scaling module [4]. If supply voltage and frequency
decrease, it causes to reduce the energy consumption
consumed by the resource. Resource R; represented as R;
{rcc, svs} where rcc is the resource computing capacity
parameter of R;, svs is the supply voltage strategy of ri. In svs,
there is a relational vector between its supply power and
frequency. That is Vi=[{vs (i), fs1 (i) }:{vsa(i),
fso(i)};....{vsi(max)(i),fs,(max)(i)}], where vs|(i) supplies
power of resource R;at DVS level s, fs(i) is the relative
frequency coefficient within the range of [0,1]. In this paper,
we represent 3 power supply strategies (voltage and relative
frequency pairs), and 16 DVS levels which is shown in
Table 1.

T= {T,, T,.. T} represents a set of independent tasks,
where Tj is the jth task, W= {w;, 1<j<n} represents set of task
computational workload and EXT= EXT [i, j] mxn is the
matrix of task execution times in each resource. EXT [i, j]
denotes an expected time for the execution of task T; on
resource R;.

C. Energy Consumption

According to task computational workload and resource
computing capacity, the execution time needed for executing
task T; on resource R; defined as:

EXT [i, j] = W (t)/rcc (r) (6)

Supply power and frequency decrease while tasks
execution time increase, when task T; execute on resource R;
at DVS level si, EXT matrix can be defined as follows:

1
*’ fs1 max(i)

EXT'[i,j] = [—. EXT[i, ], ——. EXT[i, ], -

fs1(0) " fs2() " EXT[i,j] (7)

Where EXT [i, j] can be calculated according to the
Equation (7), {fsy(i), fsy(i),... , fs)(max)(i)} denotes the relative
frequency insufficient, specified for strategy si at
{51,52,...,5i(max)} DVS levels. The energy consumption model
is derived from the power consumption module in
complementary metal-oxide-semiconductor (CMOS) logic
circuits. The power consumption of the CMOS-based
processor defined to be the summation of capacitive, short-
circuit and leakage power. The capacitive power (dynamic
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power consumption) is the most significant factor of the
power consumption [13]. It can be calculated in the following
way:

P=A.C.V2F (8)

Where A is the number of switches per clock cycle, C is
the total capacitance load, v is the supply voltage, and f is the
frequency. The energy consumed by resource R; for the
execution task Ti at DVS level sl can be defined as follows:

E[ij]=Y>[(vs) D12 x[(fs1) (DIxPx EXTij,51] )

Where Y=A*C assumed constant for a given resource,
vs)(i) is a voltage supply value for strategy s;, R;at DVS level
sl for computing task t;, fs|(j) is the relative frequency, and
ETC'[i, j, sl] is the Ith coordinate of ETC' [i, j] vector.

. < JETQ) .. . . .
E1=ZJiEL8{EIJI} +Y [VSmin (D] [fsmin (i)].f. 1dle (i)]
_ JETM o o :
=Y.£.{X ieL() [VSmin (D] [fsmin(1)] . T. 1dle (i) (20)

Where T (i) is the set of tasks assigned to resource R;, L (j)
is the set of DVS level used for these tasks on resource R;,
VSmin (1), fSmin (i) represents the minimum supply voltage and
relative frequency in the idle time that resource turn into sleep

mode and Idle (i) is an idle time of resource R;. The idle time
for resource R; can be calculated in following way:

Idle i= Makespan — completion (i) (171)

For the resource with makespan, the idle time is equal to
zero. So total energy consumption is as follows [4]:

E_wotai=Xiem Ei (12)
TABLE I. DVS LEVELS AND PAIRS

Pair 1 ‘ Pair 2 ‘ Pair3
Level Vol Rel.f Vol Rel.f Vol Rel.f

(Vs1) (fs1) (Vs1) (fs1) (Vs1) (fs1)
0 15 1.0 2.2 1.0 1.75 1.0
1 14 0.9 19 0.85 14 0.8
2 13 0.8 1.6 0.65 12 0.6
3 12 0.7 13 0.50 0.9 04
4 11 0.6 1.0 0.35
5 1.0 05
D. Makespan

In this paper the scheduling aim is to minimize makespan
and total energy consumption. Generally, there are two
solutions:

1) Scheduling aims to find the smallest energy
consumption when execution time is limited. That is
E_opt=min(E_total),while
makespan_opt<=makespan_expected.

Where E_opt is the minimum energy consumption,
makespan_opt is the minimum makespan that can have.
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2) Scheduling aims to find the smallest energy
consumption when the cumulative energy consumption
limited, that is makespan_opt=min (makespan), while E_opt
<= E_expected. Makespan can be described as follows:

Minimize f - F max (5) (13)

Where f ) is a candidate solution and F define the
completion time of task T; on resource R;. For example, the
scheduler has eight independent tasks scheduled on two
resources and the sequence of tasks is Tg-Ts-To-T1-T7-T4-Ts-
To, Fig. 1 explains calculation method of makespan:

Vm14>| T6 | T

T7|T3‘T0

0 3 5 El 12 20

vme — 7= 2 [ ]
Makespan=20
2 TO
12
T3
11
T4
o T7
6
T1
5 T2
3
T6 T5
0

Fig. 1. Makespan definition.

We consider the scheduling as a bi-objective problem
which aiming to find the right compromise between makespan
and E_total.

The obtained results of the considered functions have not
same unit. For this purpose, we use normalization. The used
normalization formula is as follows:

Q,-Q;(max)

Normalization(Qc)= W Q;(max)#Q;(min)
1 &Q,(max)=Q,(min)
(14)

Where Q. is the obtained result, Q; (max) is the maximum
obtainable value, and Q; (min) is the minimum value can be
obtained. We are used minimum makespan and minimum
energy consumption equal to zero and maximum makespan
and energy consumption obtained by sends all the tasks to the
weakest resource. There are two parameters in the total fitness
function, any changes in the parameters show the user’s
demands from the scheduler. In other words, these two
parameters used as coefficients. The sum of the parameters
should be equal to one so the fitness function of the bi-
objective scheduling is as follows:

(01)x(normal-makespan)+(02) *(normal — energy) (15)
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Table 2 shows the examples of possible states:

TABLE Il.  FITNESS FUNCTION PARAMETERS
01 02 Makespan Energy
0 1 4
1 0 v
0.5 0.5 v v

V. PROPOSED ALGORITHM

A. Chaotic Bat Algorithm

We describe a chaotic heuristic algorithm to send tasks to
the makespan and energy aware resources, and we call it bi-
objective chaotic bat Algorithm for task scheduling. CBA use
the execution time, the execution energy to improve the task
scheduling. All bats have properties that explained in related
works (Bat algorithm) in five sections. The initial population
mainly aims to find the food/prey and a faster convergence, as
well as improvement in the best global solution. Each bat has
some other parameters as follows:

o: is a loudness decay factor. It is also used as a cooling
factor in the traditional simulated annealing algorithm.

v: is the pulse enhancement factor that used for adjustment
of the pulse frequency.

ri: which makes the local search is done further and with
more accuracy.

Ai: is loudness, which makes the algorithm explore the
search space globally.

In this section, we are used chaotic maps in different ways
to tune the BA parameters and improve the performance. In
chaotic sequences, the numbers are well distributed. Iterative
map and sinusoidal map has had good performance in the
initialization process. This specification can be effective in an
evolutionary algorithm. This feature can get a better
exploration in the evolutionary algorithm. So, for each bat, we
used the sinusoidal map to initialize pulse emission rate and
the iterative map for loudness frequency initialization[6].
Descriptions of the two maps are as follows:

Iterative map: The iterative chaotic map with infinite
collapses can be written as [6].

Xk+1:Sin(%) (16)

Sinusoidal map: we can define Sinusoidal map by the
following equation:

Xis1=0xKk? sin (mxk) 17)

Tasks randomly distributed between resources. If we
consider ‘n’ as an initial population, so we have 'n' solutions
(bats).We used the chaotic value distributions of 100 iterations
for two maps with random initial values.

VI. SIMULATION AND RESULTS

Simulations were carried out to compare the optimization
ability of the proposed algorithm (CBA) [14] in scheduling
problem with the classical BA [5], GA [4], PSO with dynamic
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inertia weight [15], [16] and Symbiotic organism [2]. We use
chaotic maps for Performance improvements. The simulation
carried out using Matlab (R2014a) and Table 3 shows
parameter settings of the algorithms for task scheduling. We
are considered the maximum algorithm iterations equal to 500,
and in energy consumption and total fitness function we are
used 1500 iteration to obtain convergence which is also
considered as a condition for termination, and a fixed
population n = 100 is used for all simulations.

TABLE Ill.  ALGORITHMS PARAMETERS
BA [r=random initialize] [fmin=0,fmax=number of resource] [a=
0.9] [y=0.9] [ A= random initialize]
CBA [r=initialize using Sinusoidal map][fmin=0,fmax=number of
resource][a=0.9][y=0.9] [A=initialize using Iterative map]
PSO [w=0.4-0.9] [c1,c2=2]
GA [cross over rate=0.9] [mutation rate=0.01]
DSOS [number of organism=100]

Web applications such as web services are usually run for
a long time and their CPU requests are variable. Moreover,
High-Performance Computing (HPC) applications have short
life span and place a high demand on CPU. Furthermore,
chosen statistical models for task sizes represents different
scenarios of concurrently scheduling HPC and web
applications. Uniform distribution depicts tasks where HPC
and web applications have the same value. The left-skewed
distribution represents a state where HPC applications to be
scheduled more than web applications and right skewed
distribution represents the Reverse this state. The normal
distribution represents a tasks where a single type of
application is scheduled. To test the ability of the algorithms,
we randomly generated five types of scenarios (tasks) which
shown in Table 4. We use 15 resources and random numbers
(1000 to 10000) for processing capacity of each resource
(million instructions per second) and a number of machine
instructions for each task generated using normal, uniform,
right-skewed and left skewed distribution. The normal
distribution contains more medium size tasks and fewer small
and large size tasks. Left-skewed represents a few small size
tasks and rather a large size tasks while right skewed is the
opposite. Uniform distribution depicts an equal number of
large, medium, and small size tasks. For each distribution, 20,
30, 50, 100, 200, 300 tasks were generated which they have
been named as scenarios.

TABLE IV.  SCENARIOS
Scenarios Number of tasks Number of resources
Scenariol 20 15
Scenario2 50 15
Scenario3 100 15
Scenario4 200 15
Scenario5 300 15
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A. Scheduling Scenarios by Considering Makespan

The following experiments and analysis are based on the
makespan including CBA, BA, GA, DSOS and PSO
algorithm with dynamic inertia weight for normal, uniform,
right and left skewed generated tasks.

45
40
35
30

25

20

15

E |l ||| I“
g ST |

Scenri Scenri | Scenari Scenari Scenari
ol 02 o3 od o5

CBA 2.55288 4.8996 11.042 22.7956 34.4708
BA 3.18572 6.82826 12.9629 27.8584 40.6771
m DSOS 3.07844 6.90189 13.2021 27.2506 41.3053
BGA  3.27545 6.7484 12.1867 24.2728 35.8208
HPSO

average-makespan

3.21536 6.50805 11.93 @ 23.559 35.8554

Fig. 2. Average of makespan in 10 repetition (normal).
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20
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— |

Scenri =~ Scenri  Scenari Scenari Scenari
ol 02 o3 o4 o5

CBA 1.72223 3.94304 5.49028 13.9132 20.0644
BA 2.13437 4.56689 7.07656 18.1148 23.5077
DSOS 1.96076 4.49526|7.52329 17.3279 22.51
B GA | 2.01137 4.28895 7.04319 15.3823 21.6994
HPSO

average-makespan

2.03368 4.15536 6.78662 15.0128 21.1222

Fig. 3. Average of makespan in 10 repetition (uniform).
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30
25
20
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scenari scenari scenari scenari @ scenari
ol 02 o3 o4 o5

HGA 2.00439 3.60014 6.52149 12.6905 25.7842
EMPSO 1.99686 3.27269 6.1354 12.0616 26.0608
B DSOS 1.85719 3.49484 6.73687 13.3315 | 27.9483

BA 2.00278 3.5856 6.26195 12.6267 27.6634

average-makespan

Fig. 4. Average of makespan in 10 repetition (Right-Skewed).
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CBA 1.79822913.63121197.789817814.83600322.672087
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Fig. 8. An example of convergency (right-skewed).
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Fig. 5. Average makespan in 10 repetition (left skewed).
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o ™ In this section, experimental results show the Bi-Objective
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- . . : : results of running each algorithm. In this results, 6 value is
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equal to 0.5. Results shows that, by increasing the number
mGA 42258 11.42 25.1364 53.1983 83.992 tasks amount of energy consumption and makespan increases
CBA 4.188 10.91 22.4382 46.2014 65.5493 and proposed algorithm can obtain the better result than other
algorithms.
Fig. 6. Average energy in 10 repetition (normal). 07
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Fig. 7. Average energy in 10 repetition (uniform). Fig. 10. Average total fitness in 10 repetition (normal).
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Fig. 11. Average total fitness in 10 repetition (uniform).
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Fig. 12. Average total fitness in 10 repetition (right-skewed).
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Fig. 13. Average total fitness in 10 repetition (left-skewed).

In Section VI-A, Fig. 2 to 5 show the average makespan of
each algorithm by run 10 times in 5 scenarios with 5 type of
tasks. It shows that the makespan will increase when the
number of tasks increased. Also according to these figures, the
proposed algorithm has achieved lower makespan than the
other algorithms. It is noteworthy that when the number of
incoming tasks are increased proposed algorithm has gained
better results than GA but when the number of tasks is much,

“Corresponding author

Vol. 8, No. 10, 2017

sometimes the CBA converged later than GA but obtained
results are better than it. In section B As indicated, energy
consumption is considered. Fig. 6 to 9 show the average
energy consumption of each algorithm by run 10 times in 5
scenarios with 5 type of tasks. In the last part (total fitness),
Fig. 10 to 13 represent obtained results by considering the
energy consumption and makespan. Results shows the sum of
the normalized energy consumption and makespan multiplied
by Theta coefficient. It is obvious the proposed algorithm can
obtain better total fitness than another algorithm. It is
noteworthy that in some scenarios, especially when the
number of tasks is less both algorithm results are very near but
with the increasing number of tasks proposed algorithm has
overtaken from genetic algorithm.

VII. CONCLUSION AND FEATURE SCOPE

We have studied scheduling problem in cloud computing
environments. This paper explained an advanced task
scheduling algorithm based on chaos and the effect of using
chaotic sequences for improvement of results. In this paper,
the chaos maps have used to improve the performance of Bat
Algorithm, as well as the global search by using a good
distribution of numbers in order to escape the local optimum.
The use of chaos is one of the techniques to tune some of the
parameters in algorithms. In the recent optimization literature,
chaos has become an active research topic and researchers
paid special attention to it. By comparing obtained results by
Chaotic Bat Algorithm and other algorithms, the results
showed that the improvement of the makespan and energy
consumption, due to use of deterministic chaotic signals in
part of constant parameters. Experimental results of the CBA
proposed that the tuned algorithms can clearly improve the
reliability and the convergence of the global optimality, and
they also enhanced the quality of the results. When we use a
CBA, running time of chaos maps leads to increase the total
running time of the algorithm However, this time is minimal.
Second, the algorithm late converged by taking energy
Criterion when the number of tasks was much. An interesting
question arises how some chaotic maps can improve the
performance of an algorithm, while others do not. It is still not
clear why the use of chaos in an algorithm to replace some
parameters can change the performance. Experimental results
show that the proposed algorithm in this problem is superior to
other heuristics algorithms.
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Abstract—Being a global language, English has attracted a
majority of researchers and academia to work on several Natural
Language Processing (NLP) applications. The rest of the
languages are not focused as much as English. Part-of-speech
(POS) Tagging is a necessary component for several NLP
applications. An accurate POS Tagger for a particular language
is not easy to construct due to the diversity of that language. The
global language English, POS Taggers are more focused and
widely used by the researchers and academia for NLP
processing. In this paper, an idea of reusing English POS Taggers
for tagging non-English sentences is proposed. On exemplary
basis, Urdu sentences are processed to tagged from 11 famous
English POS Taggers. State-of-the-art English POS Taggers were
explored from the literature,