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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—This paper presents an automatic segmentation and
monocular marker-less tracking method of the gallbladder in
minimally invasive laparoscopic cholecystectomy intervention that
can be used for the construction of an adaptive calibration-
free medical augmented reality system. In particular, the pro-
posed method consists of three steps, namely, a segmentation
of 2D laparoscopic images using a combination of photomet-
ric population-based statistical approach and edge detection
techniques, a PSO-based detection of the targeted anatomical
structure (the gallbladder) and, finally, the 3D model wavelet-
based multi-resolution analysis and adaptive 2D/3D registration.
The proposed population-based statistical segmentation approach
of 2D laparoscopic images differs from classical approaches (his-
togram thresholding), in that we consider anatomical structures
and surgical instruments in terms of distributions of RGB color
triples. This allows an efficient handling, superior robustness
and to readily integrate current intervention information. The
result of this step consists in a set of point clouds with a
loosely gradient information that can cover various anatomical
structures. In order to enhance both sensitivity and specificity,
the detection of the targeted structure (the gallbladder) is based
on a modified PSO (particles swarm optimization) scheme which
maximizes both internal features density and the divergence with
neighboring structures such as, the liver. Finally, a multi-particles
based representation of the targeted structure is constructed,
thanks to a proposed wavelet-based multi-resolution analysis
of the 3D model of the targeted structure which is registered
adaptively with the 2D particles generated during the previous
step. Results are shown on both synthetic and real data.

Keywords—Medical image segmentation; monocular laparo-
scopic cholecystectomy; deformable structures tracking; gallbladder
segmentation and tracking; markerless augmented reality; wavelets;
particles swarm optimisation; minimally invasive surgery (MIS);
computer aided surgery (CAS)

I. INTRODUCTION

Medical augmented reality consists in a set of techniques
that allow the visualization in transparency of anatomical
and pathological structures reconstructed pre-operatively using
medical images (IRM, CT-Scan) in the surgeon’s field of
view. Augmented reality provides contextual information in
an intuitive and easily implemented display [1], [2]. However,
one of the major challenges remains in the limits augmented
reality use in clinical laparoscopic abdominal surgery is the
difficulty of marker-less immediate and precise registration

of preoperative deformable 3D models of digestive organs
reconstructed using medical images such as MRI or CT-Scan
on the intra-operative laparoscopic view.

Augmented reality allows the enhancement of perceptual
capabilities of surgeons during the intervention directly on their
filed of view of the intervention or projected on the patient.
Because of the rigidity of manipulated anatomical structures,
many augmented reality systems have been integrated in the
operative rooms especially for orthopedic and neurosurgery.
However, in the case of highly deformable anatomical struc-
tures as in the case of abdominal surgery, many challenges have
been encountered due to the difficulty to precisely track and
register the targeted anatomical structures. On the other hand,
the massive adoption of minimally invasive surgery techniques
even with their advantages have introduced other drawbacks
such as the lack of tactile sensation, the limitation of the inter-
vention field of view and the inversion of surgical instruments
gesture orientations. These problems can be overcome, thanks
to the use of augmented reality.

A. Motivation and Proposition

In this study, we focus on the segmentation and marker-
less tacking of the gallblader during monocular minimally
invasive laparoscopic cholecystectomy intervention with no
camera calibration parameters available. Cholecystectomy is
the standard procedure for surgical treatment of gallbladder
diseases mainly for symptomatic cholelithiasis (gallstones). It
consists in the ablation of the gallbladder and its extraction
from the abdomen of the patient. In the case of minimally
invasive surgery or laparoscopic surgery, a set of special
surgical instruments are inserted into the abdominal cavity of
the patient through a small incisions.

Cholecystectomy is the first surgical intervention in the
United States with more than a half million operations done
each year. Since the first cholecystectomy of Langenbuch [3],
[4]. Indeed, cholelithiasis is an extremely common gallblad-
der condition, generally reaching the quart of the population
beyond 50 years with one of three women and one of five
men that have or will have it. Cholecystectomy consists in the
complete removal of the gallbladder with different techniques
such as open, laparoscopic [3], SILS or NOTES [5], [6]
procedures. The video-assisted laparoscopic cholecystectomy
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is currently the gold standard technique with more than 98%
of performed interventions [7]–[10].

Digestive organs are highly deformable leading to certain
displacement of any physical radio opaque markers between
preoperative and intra-operative acquisitions. Moreover, inter
and intra-patient geometric and anatomical variability and
the great complexity of intra-abdominal surgical environment
caused by dissection and bleeding. The preoperative patient
specific 3D model can only be used as initial solution for
anatomical and pathological structures detection and tracking.
Therefore, the surgical intervention cannot be safe and precise
in this such complex context of monocular laparoscopic chole-
cystectomy without handling and tracking the deformation of
the primary manipulated anatomical structure which is the
gallbladder.

Here, we propose a method for tracking digestive organs
on the view of previous medical augmented reality systems in
laparoscopic cholecystectomy. Thus, the proposed method can
be used as a priori step to markers-based registration systems
to align coarsely the patient CT/MRI model reconstructed
before the surgical intervention. In other side, the method can
be used intra operatively to track targeted organs or surgical
instruments with partially occluded or totally invisible markers.
Therefore, we propose a new nearly-automatic statistical color
model construction method and its application to the pixel-wise
anatomical structures detection and tracking in the context of
the laparoscopic cholecystectomy.

B. Paper Organisation

The rest of the paper is organized as follows. In Section
2, we outline the fundamentals of a standard laparoscopic
cholecystectomy procedure and its operative workflow. Then,
we review state of the art of the methods used to han-
dle deformable objects detection and tracking mainly used
in laparoscopic medical augmented reality systems and dis-
cussing their capabilities and limitations. In Section 4, we
describe materials and provide the mathematical formula and
the necessary background and implementation of the proposed
method. In Section 5, we present experimental results and the
overall characteristics of the method. Section 6 presents our
conclusions, potential applications of the proposed methods
and perspectives.

II. MEDICAL BACKGROUND

According to the common and standard ports installa-
tion and intervention workflow providing optimal results [3],
[11], [12], the basic laparoscopic cholecystectomy intervention
according to the European operating technique begins with
achieving a perfect exposure of the right sub-hepatic region.
Then, the surgeon uses the inserted laparoscopic camera to
detect and identify all anatomical structures in the abdominal
cavity. The next major steps are mainly the dissection of
Callot’s triangle, dissection/clipping and division of the cystic
artery and duct. Finally, a complete removal of the gallbladder
is achieved by dissecting the gallbladder bed with the liver. In
most cases, computer-assisted surgery workflow models are
created manually, which is a time consuming process that
might suffer from a personal bias. In their work [13], Blum et
al. presented a graphical user interface based on an approach

for automatic workflow mining using ten process logs, each de-
scribing a single instance of a laparoscopic cholecystectomy, to
build a Hidden Markov Model (HMM) with embody statistical
information concerning aspects like duration of actions or tool
usage during the surgery. In Fig. 1, we outline our proposition
for standard laparoscopic cholecystectomy workflow model
based on six coarse main steps.

From a topographical anatomy point of view, the principal
anatomical structures of the right upper quadrant that have to
be explored, during the intra-operative detection and identifi-
cation step, in the operating field of view are the liver, the
gallbladder, the round ligament, the stomach, the duodenum,
the transverse colon, the lesser omentum, the hepatic flexure
and the greater omentum. In our context, the most important
anatomical structure is the gallbladder and its vascular supply.
The major gallbladder anatomical structures are the fundus, the
body, the infundibulum, the cystic duct, the common hepatic
duct and the common bile duct. The vascular supply elements
are mainly the cystic artery, the Mascagni lymph node, the
proper hepatic artery, the abdominal aorta, the portal vein
and gastro-duodenal artery. More details about sub-hepatic
anatomical structures can be found in medical literature. In
this paper we base our work on the Foundational Model of
Anatomy (FMA) ontology to guide the anatomical structures
modeling and recognition.

III. RELATED WORKS

Tracking real objects is an important topic in computer
vision. Many methods for tracking real objects have been
proposed in the literature. In this paper, we are mainly in-
terested to the visual tracking of non-rigid objects. Several
methods have been proposed with applications to different
domains [14]. However, few clinical results exist for de-
formable abdominal organs tracking in laparoscopic cholecys-
tectomy. Medical tracking systems for digestive surgery can
be classified into two categories, namely, optical and hybrid
systems. In their work [15], Nicolau et al. proposed a low
cost and accurate guiding system for laparoscopic surgery
with validation on abdominal phantom. The system allows
real time tracking of surgical tools and registration at 10
Hz of the preoperative patient CT/MRI reconstructed model
with accuracy tracking of instrument tip close to 1.5 mm and
endoscopic overlay error under 1.0 mm. The system is totally
based on the AR-Toolkit [16], [17] markers and patterns use
for both patient model registration and surgery instruments
tracking. To register abdominal markers the method minimize
the Extended Projective Points Criterion (EPPC) instead of
the Standard Projective Points Criterion (SPPC) because of its
error support either of 2D image or 3D CT-Scan data [18],
[19]. Validation of the criterion has mainly been made for
radio-frequency surgery without abdominal gas insufflation.
Accurate tracking and registration of such markers in real intra-
abdominal laparoscopic surgery is very difficult because of
the digestive organs deformation and the pneumoperitoneum
establishment [3], [20]. Feuerstin et al. [21] use multiple
optical and electromagnetic tracking systems to determine the
position and orientation of intra-operative imaging devices
(mobile C-arm, laparoscopic camera and flexible ultrasound)
allowing direct superimposition of acquired patient data in
minimally invasive liver resection. To our knowledge, there is
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Fig. 1. Standard laparoscopic cholecystectomy procedure.

no clinically approved automatic marker-less tracking systems
of the gallbladder during laparoscopic cholecystectomy.

IV. PROPOSED METHOD

In this section, we describe the proposed method for the
segmentation and tracking of the gallbladder using photometric
features. Therefore, we need to build a color model of gall-
bladder as well as the other neighboring anatomical structures.
To achieve this goal with minimal user interaction, we propose
the following straightforward method that can take into account
the patient anatomy variability and the standard intervention
workflow according to the European operative room set-up and
common standard installation of the patient in the operative
room during the intervention.

In Fig. 2, we show the global architecture of the proposed
system for the application of the pre-operative statistical color
model in anatomical and pathological structures detection and
tracking tasks. Indeed, the system allows on-line enhance-
ment of the initial pre-operative color model using the intra-
operative laparoscopic intervention video.

In the following sub-sections we describe the off-line
statistical anatomical color model construction. We first build a
general histogram density using a set of high quality captured

videos and photos of standard laparoscopic cholecystectomy
interventions available at the World Wide Web. The images
have 240 x 320 RGB coded pixels with 256 bins per channel
(24 bits per pixel). Each video sequence is acquired at a frame
rate of 30 Hz. We remove manually from the video training
dataset all frames that are not relevant, such as tutorial text and
operative room presentation, focusing only on inner abdominal
laparoscopic camera photos. We have a final set of 16735
colored laparoscopic images, resulting in a training dataset
containing more than one billion pixels.

A. Pre-operative Anatomical Color Model

This first step allows to automatically extract both im-
portant anatomical structures and surgical instruments blobs
that are directly visible using the laparoscope camera. The
first laparoscopic image of each training intervention video is
captured and segmented manually into four main regions (liver,
gallbladder, surgical instruments and other). Other region
contains the pixels of remaining anatomical or pathological
structures that are not segmented manually and with no impact
on the following 3D model registration step. According to the
cholecystectomy intervention workflow step (t), we construct
for each anatomical region (i) a statistical color model using a
histogram with 256 bins per channel in the RGB color space.
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Fig. 2. A schematic illustration of the proposed method.

Each color vector (x) is converted into a discrete probability
distribution in the manner:

Pi,t(x) =
ci,t(x)∑Ni,t

j=1 ci,t(xj)
, t = t1 . . . t6, i = 0 . . . St . (1)

where ci,t(x) gives the count in the histogram bin repre-
senting the rgb color triplet (x) and Ni,t is the total count
of the rgb histogram entries returned by the histogram bins
number of the structure region (i) during the intervention
step (t). the number of structures (anatomical, pathological
or surgical instruments) St varies according to the procedure
step and the priori knowledge-based patient-specific data. To
ensure a generic color model construction, it is important to
fix the steps and structures number for the whole training
data set. In this study and according to the European standard
and common laparoscopic cholecystectomy installation and
intervention workflow described in section 2, the number of
structures classes is limited to four (St = 4) and surgical
steps to six (t1 = ‘exploration...′). The class structure
i = 0 contains the histogram bins with corresponding rgb

triples which are not included in construction of the previous
color model. In practice, the step (t) denotes a time interval
represented by the sequence of laparoscopic images of the
same intervention t =

[
Itv,1 . . . I

t
v,n

]
in the different videos

(v) that compose the training data set.

Several mathematical morphological operators are used
to eliminate even noise small regions. The determination of
major blobs can be performed thanks to the application of
connected component labeling. For each anatomical blob we
compute statistics such as centroids coordinates, blob area and
probabilities of each RGB triple associated to each anatomical
structure.

Once the laparoscopic images of the intervention were pre-
pared, different statistical features and properties are extracted.
First, we scan each image in the training dataset for all color
model features. In Table I, we give some statistical properties
of one the laparoscopic cholecystectomy intervention videos
used in our study.

Fig. 3 shows the evolution of the RGB histogram bins
count over the 16735 frames of the video training dataset.
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TABLE I. GLOBAL TRAINING DATASET HISTOGRAM BINS STATISTICS

Feature RGBTriplet Red Green Blue
Mean 1997 31 63 31

Median 2024 32 64 32
Min 61 21 41 20
Max 3245 32 64 32

Standard deviation 499 0 1 0
Total count 10017 32 64 32

We can observe that each laparoscopic image can contains at
most 10017 RGB color triplets over all the video sequence.
therefore, the RGB histogram is mostly empty with 99,94%
of the RGB triples that are not used.

Fig. 3. Evolution of RGB bins count in video training dataset.

In Fig. 4, we can see the spatial distribution of a given color
model feature within the laparoscopic image of the gallbladder.
One can observe that the same is located over different regions
that can belong to different anatomical structures or surgical
instruments.

Fig. 4. Spatial distribution of an RGB color triplet in a single laparoscopic
image.

The only application of the anatomical color and spatial
model using the criteria given above can lead to a course
segmentation of the laparoscopic image with a considerable
number of artifacts as shown in Fig. 5.

Fig. 5. Detection of anatomical structures using the proposed color model.

The result shown in Fig. 5 confirms the need of additional
steps to enhance the segmentation and thus detection result of
the gallbladder and surrounding anatomical structures such as
the liver. These necessary steps are described in the following
subsections given below.

B. Proposed Wavelet for Multi-resolution Tree of Spheres
Modeling of Anatomical Structures

In this section, we propose a new multi-resolution analysis
of 3D objects modeled as a set of elementary non intersected
particles defined by their centers and rays. The virtual model
of the anatomical structure is subdivided into a set of spheres.
We call this representation the tree of spheres (TOS) model.
Here, the closest greatest sphere to the preoperative 3D model
gravity center represents the TOS model root or simply the
TOS root. The TOS root is used during the first step of
the 2D/3D registration between the preoperative reconstructed
TOS model and the PSO-based gallbladder detection particles
(PSO-DP). The establishment of a correspondence between the
TOS root and the PSO-DPs allows to maintain a certain level
of stability during deformable registration along the whole
laparoscopic intervention video. The TOS root represents the
coarsest resolution level of the virtual model of the tracked
anatomical structure (the gallbladder).

We suppose that Sj is the TOS at the resolution level (j).
We have:

Sj =
[
Sj,1Sj,2 . . . Sj,i . . . Sj,nj

]t
(2)

where Sj,i is the ith sphere of the virtual model at the
resolution (j) and nj is the length of the spheres chain at the
resolution level (j) denoting its number of spheres. The initial
resolution level is S0 and the coarsest one is Sr corresponding
to the sphere chain root.

The relation between two successive resolution levels is
given by:

Sj+1 = Aj+1Sj

Dj+1 = Bj+1Sj (3)
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with Dj represents the wavelet detail coefficients of the
resolution level (j):

Dj =
[
Dj,1Dj,2 . . . Dj,i . . . Dj,nj

]t
(4)

The Aj and Bj matrices are called the analysis filters of
the resolution level j.

To reconstruct the superior resolution level we use two
matrices P and Q called synthesis filters. The initial resolution
level is given by:

Sj = P j+1Sj+1 +Qj+1Dj+1 (5)

The relation between the analysis and synthesis filters is
formulated by:

[A|B]
t

= [P |Q]
−1
then [A|B]

t
[P |Q] = I (6)

In order to make a multi-resolution analysis of the spheres
based subdivision of the anatomical structure virtual model,
we have to compute the filters Aj , Bj , P j and Qj for each
resolution level (j). In the simplest case, the transformation
to an inferior resolution level (j) of the 3D decomposition of
the volumetric model consists in replacing two spheres of the
resolution level (j-1) by a representative one containing both
of them.

The Aj filter is used to select elements of the next inferior
resolution level and Bj to extract wavelet coefficients of each
level. Hence, the analysis process is formulated by:

Sr = ArSr−1 = ArAr−1 . . . A2A1S0

Dr = BrSr−1 = BrBr−1 . . . B2B1S0 (7)

Assuming that the initial spheres based decomposi-
tion is composed of (2r) spheres. We have, S(j=0) =[
S0,20S0,21 . . . S0,i . . . S0,2r

]t
with n(j=0) = 2r and r gives

the number of levels to reach the coarsest representation
corresponding to the spherlet root.

In the case where r = 3 (23 spheres), we have the TOS
approximation and detail vectors given in Table II.

TABLE II. ANALYSIS PROCESS OF A 8 = 23 SPHERES CHAIN

S0, D0 = ∅ S1, D1 S2, D2 S3 = root,D3

$1 $1 $1 $1

$2 $2 $2 d2 = $2 −$1

$3 $3 d3 = $3 −$1 d3 = $3 −$1

$4 $4 d4 = $4 −$2 d4 = $4 −$2

$5 d5 = $5 −$1 d5 = $5 −$1 d5 = $5 −$1

$6 d6 = $6 −$2 d6 = $6 −$2 d6 = $6 −$2

$7 d7 = $7 −$3 d7 = $7 −$3 d7 = $7 −$3

$8 d8 = $8 −$4 d8 = $8 −$4 d8 = $8 −$4

C. Deformable Structures Detection

As in our previous work [22], the first step of the method
consists in the precise detection of the gallbladder in the
laparoscopic view. First, a deformable particles based model is
constructed for each anatomical structure. This is performed by
using pre-operative surfacic model of the anatomical structures
concerned with the surgical intervention of the gallbladder
ablation that have been generated from pre-operative medical
image of the gallbladder and surrounding structures. Then, a

registration scheme begins with a coarse 2D TOS root detec-
tion in the laparoscopic image using the color (C) and spatial
(S) models that we have described above. The C-model is
used to segment the laparoscopic cholecystectomy images and
build the points cloud associated to the anatomical structure
(i) which is visible in the step (t) according the surgical
workflow of a standard laparoscopic intervention procedure
as described in Section 2. The result is the construction of
world frame using the relationship between the greatest and
most stable parts of anatomical structures such as the liver
and the gallbladder. “(1)” gives a pixel wise segmentation
of the different structures visible according to the intervention
step:

PC(i,t)(xrgb) ≥ θrgb (8)

Therefore, we have an initial segmentation of initial of
surgical instruments and anatomical structures. However, we
observe generally a high correlation between organs RGB col-
ors in the case of abdominal laparoscopic surgery. As already
described above, an RGB triplet can be found in different
regions with low spatial concentration and connectivity. Thus,
we propose to use particles swarming to detect and track
anatomical structures using the color as well as the spatial
distribution.

Particles Swarm Optimization (PSO) is a global search
strategy for optimization problems. The first version has been
proposed by Kennedy and Eberhart [23] in 1995 and it
is based on the social evolution simulation of an arbitrary
swarm of particles based on the rules of Newtonian physic.
Assuming that we have an N-dimensional problem, the basic
PSO algorithm is formulated by position xm(t) and velocity
vm(t) vectors representing the time evolution of M particles
with random affected initial positions. Hence, we have:

xm(t) = [x1(t)x2(t) . . . xN (t)]T (9)
vm(t) = [v1(t) v2(t) . . . vN (t)]T (10)

The evolution of the swarm particles in the classical
algorithm is done by the following equations:

vm(t+ 1) = fmi
vm(t) + fmc

[Dc]N (xm(tc)− vm(t))

+fms [Ds]N (xopt(ts)− vm(t)) (11)

Thus, the new position of the particle m is given by:

xm(t+ 1) = xm(t) + vm(t+ 1) (12)

Where vm(t) and vm(t+ 1) are, respectively, the past and
the new velocity vectors of the particle m. fmi

is the inertia
factor of the particle m, fmc

is its the cognitive factor and fms

is the social factor. [Dc]N and [Ds]N are the N-dimensional
diagonal matrices composed of statistically independent nor-
malized random variables uniformly distributed between 0 and
1. tc is the iteration where the particle m has reached its best
position given by xm. ts is the iteration where the population
has found its best global value given by the coordinates of the
particle xopt. It is obvious that particles reach their best local
values before that one of them becomes the global best.

The particles swarm optimization method is a meta-
heuristic used in combinatorial optimization problems. Its inde-
pendence from the continuity and gradient information allows
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it superior behavior especially in cases where it is impossible
to rely on the gradient descent because of discontinuity or hard
gradient changes. For this reason, we base our method on the
PSO method for the segmentation and tracking of the point
clouds generated by the first step of the segmentation process
based primarily on knowledge based pixel wise anatomical
geometric and color model. As the result of the first step
presented previously is a set of disconnected point clouds, it is
very difficult if not impossible to apply traditional method such
as histogram thresholding, edge detection and even deformable
models based segmentation and tracking. In particular, the
proposed method is used for the detection of the gallbladder in
the video-based laparoscopic cholecystectomy intervention. In
the laparoscopic cholecystectomy intervention, the endoscope
is focused on the gallbladder so that it is always at the center
of the laparoscopic endoscopic image.

The proposed scheme is inspired from the behavior of a
swarm of predating eagles. In nature, social eagles swarm
construct a circle in the sky around their prey. This is due
to the anatomy of their eyes which are symmetric to the axis
of the head allowing simultaneous visualization of the prey and
the environment around it. In our PSO scheme, each particle
in fact represents the left and the right eye of an eagle. For
segmentation purposes, we can describe them as the in-eye and
out-eye. the In-eye maximizes a set of features concerning the
segmented and tracked organ and the Out eye represents the
outer organs such as the liver in the case of the laparoscopic
cholecystectomy. The In-Eye maximizes the density of ACM
color bins defined in the previous of the targeted organ which
is in our case the gallbladder. On the other hand, the Out-
Eye maximizes the density of the bounding organ which is in
this case the liver. Each of the In-Eye and Out-Eye particle
are represented by a circle or a square delimiting coarsely
the pixels of the respective organs in the endoscopic image.
Thus, the two particles are defined using the upper left and
the down right pixels in the images. The fitness function
has the role of maximizing the density of the targeted organ
(gallbladder), minimizing the density of the bounding organ
(liver) and reducing the distance between the two particles
(In-eye, Out-Eye) all without allowing any collision between
them. Thus, this fitness function for the gallbladder as it is the
targeted organ becomes

Fgallbladder =
H

D
(13)

with

H =
In− Eyedensity
Out− Eyedensity

, (14)

where the density of each particle is given by the ratio
between the number of ACM rgb bins and the surface of the
particle for each organ (gallbladder, liver). and

D =
‖InEyecenter −OutEyecenter‖
InEyeradius +OutEyeradius

, (15)

Here, (‖.‖) denotes the Euclidean distance between the
centers of the In-Eye and the Out-Eye particles. This allows to

maximize the minimal variance between the targeted structure
(gallbladder) and the surrounding structures such as the liver
and the covering surgical instruments parts.

The determination of the the points number of the PSO
tracking particle of the gallbladder in the laparoscopic view
(without calibration) is given with the same manner given in
our previous work [22]. Here, we present it for more clarity. the
difference is in that, here, we are using a couple of bi-particles
one for the inside and other for the outside in extension to our
previous work which lies on only one internal particle for hte
tracked structure. The number of pixels in each particle is given
from the preoperative 3D model based on our previous method
[22]. Here, we use the surfacic 3d model of the gallbladder
reconstructed using pre-operative images such as ct scan or
mri. Assuming the distance between the laparoscope tip (Ltip)
and the pic of the gallbladder surface (Gpic) and assuming that
the silouhette of the gallbladder is completely visible in the
laparoscopic image, we propose to approximate the gallbladder
point cloud by considering the ratio between the half of the
surfaci corporal model area (Ωgal) and that of an elementary
surface projected into a camera CCD pixel sensor (ω). This
ratio is given thus by,

α =
Ωgal

2 ∗ ω
, (16)

with,

ω =

∣∣∣∣ →
LtipGpic

∣∣∣∣ Ωpixel

f
, (17)

where (Ωpixel) is the area of the pixel in the camera ccd
matrix and (f) is the focal length which is the distance between
the central point and the image place.

Now, if we consider that the gallbladder is modeled by a
set of polygons Pi, we get

Ωgal =
∑
i

ΩPi
, (18)

By combining “(17)” and “(18)” in “(16)”, α is given
so that:

α =
f ∗
∑

i ΩPi

2 ∗
∣∣∣∣ →
LtipGpic

∣∣∣∣ ∗ Ωpixel

, (19)

By taking Pi as small as a millimetric surfacic unit, we
obtain:

α =
f

2 ∗ ρ2 ∗
∣∣∣∣ →
LtipGpic

∣∣∣∣ ∗ ν, (20)

where ν is the number of elementary surfaces (surfels) and
ρ2 is the metric area of ccd pixel. Here, we consider it constant
during the intervention.
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From “(20)”, the only measure that is varying during the

intervention is
∣∣∣∣ →
LtipGpic

∣∣∣∣. This is due to the cardiac and the

respiratory activities. However, is is generally maintained by
the surgical staff as constant and invariant as possible during
the whole intervention.

By considering the preoperative medical images (MRI or
CT-Scan) exist with millimetric precision, the parameter ν is
computed as the length of the segmented gallbladder contour
in each tomographic medical image. Assuming that for each
preoperative image (i), the gallbladder contour length is given
by (Γi). Then, “(20)” becomes:

α =
f

2 ∗ ρ2 ∗
∣∣∣∣ →
LtipGpic

∣∣∣∣ ∗ Γ, (21)

with
Γ =

∑
i

Γi, (22)

Here, The principal wavelet sphere S0
i is projected on the

gallbladder area in the 2D laparoscopic image which has the
same perimeter as that of the contour of the gallbladder (Γi)
in the slide (i). Then:

Γi = 2 ∗ π ∗ ri, (23)

Given (n) medical imaging slides that cover the target organ
and by replacing Γi in “(22)” from “(23)”, we have:

Γ = 2 ∗ n ∗ π ∗
n∑

i=1

ri, (24)

By replacing Γ from “(24)” in “(21)”, we get:

α =
n ∗ π ∗ f

ρ2 ∗
∣∣∣∣ →
LtipGpic

∣∣∣∣ ∗
n∑

i=1

ri, (25)

By putting

κ =
n ∗ π ∗ f

ρ2 ∗
∣∣∣∣ →
LtipGpic

∣∣∣∣ , (26)

and

P =

n∑
i=1

ri, (27)

Then, α is given by:

α = κ ∗ P (28)

The internal parameters of the laparoscopic camera are
assumed to be invariant during the intervention. the distance
between the laparoscope tip and the gallbladder pic can be
determined using distance estimation techniques and devices.

V. EXPERIMENTAL RESULTS

To assess the performance of the proposed PSO-based
gallbladder detection method in laparoscopic images, we first
conduct an experiment on the synthetic image using the
method defined in the previous section. Our first synthetic
image (Fig. 6) consists of a set of point clouds differing in
volume and density. These point clouds represent the possible
result of the photometric and textural segmentation step of
the gallbladder during the laparoscopic cholecystectomy in-
tervention. Here, the true positive points are those belonging
to the greatest cloud positioned in the middle of the image.
The points belonging to smaller point clouds or simply black
areas around the primary targeted greatest point cloud are
either false positive points or true negatives which represent in
fact anatomical structures other than the targeted deformable
structure which is the gallbladder in our case.

Fig. 6. Synthetic images representing a set of point clouds as the result of
photometric and textural segmentation step used to test the PSO-based method.

The PSO-based method is applied to this synthetic image
to detect a deformable point cloud representing a gallbladder
with no need of explicit initialization of the position of tracking
PSO swarm of particles. Initially, the particles are distributed
randomly over all the original image. According to the used
tracking shapes of the PSO particles (circular or rectangular for
instance), each particle is characterized by either the particle’s
center and radius of the circle or the two points defining the
rectangle, namely, the upper left and the lower right corners.
In the following experiments, we have used tracking particles
with rectangular shapes as this allows to compute efficiently
their density by simply comparing the coordinates of the
belonging feature points to the rectangle two corners. Next, the
intermediate tracking swarm for the synthetic image obtained
by applying the PSO-based scheme are shown in Fig. 7 and
8, corresponding to the PSO process application after 10 and
20 iterations, respectively.

The detection result of the major point cloud in the
synthetic image using the PSO-based particles is shown in Fig.
9. As expected, we observe that the resulting global particle
detects always the major point cloud regardless of the presence
of discontinuities due to the large variations of gradient and
the existence of neighboring sub-major point clouds of false
positives belonging to hypothetically surrounding anatomical
structures in the case of a real laparoscopic cholecystectomy
image. However, we can observe at this first generation there
are some false positives and negatives. this can be heavily

www.ijacsa.thesai.org 8 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 7, 2018

Fig. 7. Intermediate PSO-based tracking swarm of rectangular particles: after
10 iterations.

Fig. 8. Intermediate PSO-based tracking swarm of rectangular particles: after
20 iterations.

enhanced by applying a second and third generation detection
passes along the boundaries of the first root detection particle.

Fig. 9. The detection result of the synthetic image of a deformable structure
points’ cloud.

The different terms of the PSO-based evolution scheme
must be weighted properly to guide the evolving tracking
swarm under different image conditions such as those encoun-
tered during a laparoscopic cholecystectomy intervention. In
the previous experiment on the synthetic image of the points

cloud, we have considered the following parameters specific
to the PSO-based detection scheme, namely, the size of the
tracking swarm expressed by the number of the particles in
the population (N=10); The number of the corners of the
particle’s shape (C=2) as it is a rectangular; the inertial pa-
rameters preventing the particles swarm from early collapsing
(Wmin = 0.3) and divergence (Wmax = 0.9); the number of
iterations of the PSO-based evolution scheme (Itmax = 50);
local (c1 = 0.4) and global (c2 = 0.4) PSO parameters which
govern the influence of the individual and social terms on the
evolution scheme, respectively. In addition, we consider the
parameter (αr) that gives the ratio between the surface of the
visible corporal surface of the tacked deformable structure and
the size of the image in terms of pixels. Thus, the number of
pixels that constraints the size of the particles of the population
is given by (αp = αr ∗ ‖I‖ = 2273) where ‖I‖ = IL ∗ IW
is the resolution of the image in terms of pixels and IL,
IW are the length and the width of the laparoscopic image,
respectively. The graphs represent the position, size and density
of the global best particle of the population to segment and
detect the deformable structure point cloud along time (PSO
evolution iterations, Itmax = 50). As it can be seen (Fig. 10),
the tracking swarm stabilizes after only 20 iterations.

Fig. 10. Evolution of the best global particle of the population over time.

VI. CONCLUSION

In this paper, we have proposed a new automatic seg-
mentation and tracking method of deformable structures in a
minimally invasive surgery intervention such as laparoscopic
cholecystectomy. The segmentation of anatomical structures is
performed thanks to a modified PSO scheme to segment and
track the deformable structure during the intervention, namely,
the gallbladder in the case of laparoscopic cholecystectomy.
The reconstructed 3D model is analyzed using a wavelet based
method to perform the registration task. Therefore the system
is able to track surgical instruments with possible interactive
update of the color model guided by a priori anatomical
knowledge. The only drawback of the proposed system is the
need of the determination of a precise distance between the
endoscope tip and the closest point of the corporal surface
of the tracked anatomical structure. We are working on the
development of such device to estimate precisely this distance.
We intend to verify the effectiveness of the proposed method
first on 3d printed deformable phantoms corresponding to real
patients before testing the performance of the system intra-
operatively.
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Abstract—Autism is a development condition linked with 

healthcare costs, therefore, early screening of autism symptoms 

can cut down on these costs. The autism screening process 

involves presenting a series of questions for parents, caregivers, 

and family members to answer on behalf of the child to 

determine the potential of autistic traits. Often existing autism 

screening tools, such as the Autism Quotient (AQ), involve many 

questions, in addition to careful design of the questions, which 

makes the autism screening process lengthy. One potential 

solution to improve the efficiency and accuracy of screening is 

the adaptation of fuzzy rule in data mining. Fuzzy rules can be 

extracted automatically from past controls and cases to form a 

screening classification system. This system can then be utilized 

to forecast whether individuals have any autistic traits instead of 

relying on the conventional domain expert rules. This paper 

evaluates fuzzy rule-based data mining for forecasting autistic 

symptoms of children to address the aforementioned problem. 

Empirical results demonstrate high performance of the fuzzy 

data mining model in regard to predictive accuracy and 

sensitivity rates and surprisingly lower than expected specificity 

rates when compared with other rule-based data mining models. 

Keywords—Autistic traits; data mining; fuzzy rules; statistical 

analysis 

I. INTRODUCTION 

Autism is a type of developmental condition initially listed 
under the umbrella of Diagnostic and Statistical Manual 4

th
 

edition text revised version (DMS-IV-TR) [1] as a type of 
Pervasive Developmental Disorder [PDD] [2]. Autism 
spectrum disorder [ASD] is defined as ‗the challenges in 
social, communication, interaction, stereotyped movements, 
sensory and imagination skills, which significantly affect the 
behavioural performance of an individual‘. According to the 
2014 figures from the Disease Control and Prevention Centre 
[CDC], one child out of every 68 children is chronicled as a 
case of autism (1 per cent of the entire world population) [3]. 
By 2014, 3.5 million people in the USA had been diagnosed 
as cases of autism; the number of cases identified in the 
United Kingdom has risen 119.4 per  cent from 2008 to 2014. 

ASD screening is the process by which the autistic 
symptoms of an individual can be determined [4]. This is a 
crucial phase of ASD diagnosis as autism can‘t be identified 
by conventional clinical methods such as blood tests or body 
check-ups. There are various types of autism screening tools 
that involve direct observation, structured and semi-structured 
questionnaires and interviews [5]. Due to a lack of reliable 

measures in screening children for autism, in many situations 
the symptoms become visible only after they become adults. 
Therefore, the role of a viable screening instrument for 
identifying the risk of ASD at the preliminary stage is huge. 

Existing ASD screening techniques rely on a simple 
domain expert, as well as a large number of questions that 
respondents have to answer, so these techniques have been 
criticized by scholars for being lengthy and subjective [5]-[9]. 
Therefore, developing detection systems that can be extracted 
using automated methods could be a promising direction. This 
approach of learning is called data mining and typically 
utilizes an historical dataset to discover effective hidden 
patterns for improving planning and the decision process [10], 
[11]. Recent initial studies in autism research, particularly 
ASD diagnosis, for example, [12]-[17] and others, indicated 
that data mining and machine learning techniques could 
enhance accuracy and efficiency of the diagnostic phase. 
However, there has been little headway in investigating data 
mining techniques within autism screening due to the 
unavailability of datasets. With the advancement of mobile 
technology, a recent dataset related to behavioural 
characteristics of autism has been proposed by [18]. 

This paper investigates fuzzy data mining models to detect 
autistic symptoms for cases and controls of children between 
the ages of 4-11 years. The proposed model learns If-Then 
rules based on different independent variables related to 
behaviour, i.e. AQ-10-Child [4], and other demographic 
features such as age, gender, and ethnicity. The dataset used in 
this research project consists of over 24 variables that have 
already been screened using a mobile application called 
ASDTests which was developed in 2017 [19]. A fuzzy rule 
based on data mining has been learnt using a Fuzzy Unordered 
Rule Induction algorithm (FURIA) [20]. The rules derived 
have been adopted to successfully distinguish individuals with 
ASD. In addition, these rules can be utilized to replace 
existing domain expert rules and possibly assist clinicians in 
referring individuals with ASD symptoms for further 
evaluation; additionally parents can now understand the 
relationship between autistic traits. 

This paper is structured such that Section 2 discusses 
recent research developments related to the use of data mining 
in autism research, Section 3 presents data, features, the 
experimental setting, and results analysis. Finally, a 
conclusion is given in Section 4. 
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II. LITERATURE REVIEW 

Investigated claims proposed by two other research studies 
regarding shortening the autism diagnosis related to the 
utilization of machine learning techniques in discriminating 
autism in the clinical context [21], i.e. [9], [22].  The 
researchers used 1949 instances [9], [22], that were obtained 
from the Autism Genetic Resource Exchange [AGRE] and 
Balance Independent [BID] datasets [23], [24]. Prior to 
experimentation, the dataset had been modified as [9], [22] 
eliminated instances that were not clear ASD cases. Then, the 
same machine learning techniques (tree-based algorithms) 
were used to classify individuals. The results of the [21] study 
revealed severe methodological and conceptual problems and, 
more importantly, no significant time reduction was found as 
claimed by the previous studies. 

The authors in [17] explored the use of Twitter messages 
to feed into a data mining tool in order to obtain useful 
knowledge related to challenges, concerns and practices of 
autism, therefore raising awareness among people in the 
community. The ASD-related tweets and messages were 
collected by typing various keywords using the Twitter search 
engine to obtain the necessary data. The data was then 
analyzed in terms of Zipf‘s law criteria including message 
length, content, word frequency, hash tag frequencies, and 
parts of speech frequencies [6]. A further analysis was 
conducted to test whether the ASD tweets and non-ASD 
tweets could be automatically classified. The findings of the 
study concluded a number of common and differential 
characteristics related to ASD and non-ASD categories could 
be used to develop an automated mechanism to monitor the 
behaviours of the ASD community on social media. 

The authors in [25] studied how data mining techniques 
can be used to enhance the impact of behavioural therapy on 
autistic individuals. Data was collected through videotaped 
sessions of approximately nine hours each from eight different 
autistic children who were receiving treatment therapy. During 
each session, the therapists recorded the four appropriate and 
inappropriate child behavioural types: their own playroom 
behaviour, behaviour with parents, behaviour with therapists, 
and behaviour with strangers. The findings of the research, 
based on data obtained through data mining techniques, 
indicated that behavioural therapy can increase appropriate 
behaviours and reduce any inappropriate behaviour of the 
autistic children. The rules discovered confirmed that the 
likelihood and frequency of appropriate and inappropriate 
behaviours can be predicted more accurately with more data. 

The authors in [3] investigated nuroimaging patterns of 
autistic individuals to establish an effective  mechanism to 
discriminate autism without the involvement of a long 
adminstration process that requires exclusive training and 
expertise. Functional Magnetic Resonance Imaging (fMRI) 
[26], [27] is used to capture the brain images of the subject 
when he is resting or idle. A total of 1035 fMRI instances 
were obtained from Autism Brain Imaging Data Exchange 
(ABIDE) [28] and then analysed to discover the pattern that 
could help to diagnosis autism. Deep learning techniques are 
used to classify and understand the unique features of neuro 
images of autistic individuals‘ brains and the functionality that 

can be used to diferentiate cases of autism from controls. The 
findings of the research suggested that autism can be 
differentiated 69 percent more accurately through 
neuroimaging patterns of the brain, than the conventional 
diagnosis methods, by using deep learning techniques like 
denoising autoencorders. 

The authors in [29] examined the temporal variability of 
the functional connections (FC) using machine learning 
techniques and brain neuroimaging techniques for ASD 
classification. The node variability of the subject‘s brain is 
obtained to train different machine learning models on a large 
resting mind fMRI [26] data of ASD and non-ASD individuals 
obtained from ABIDE [28]. Machine learning classifiers such 
as Naive Bayes [30], Random Forest [31], Support Vector 
Machines [32] and the Multilayer Perceptron algorithm [33] 
were applied on 147 cases and 146 controls of autism obtained 
from ABIDE using Weka, open source marchine learning tool 
kit [34]. According to the results of the study, the machine 
learning models trained on different functional variabilitiy 
connections of the brain can achieve an accuracy of 62 percent 
in classifying and distingusing autism with a sensitivity of 60-
65 per cent and specificity of 60+ percent. 

The authors in [26] investigated whether machine learning 
can be an effective mechanism to diagnosis autism and 
Attention Deficit Hyperactive Disorder (ADHD). To ahieve 
the objective, the authors tested six different machine learning 
techniques on 2925 Social Responsive Scale [SRS] data 
obtained from Simons Simplex Collection version 15, Boston 
Autism Consortium and Autism Genetic Resource Exchange 
[35], [23]. The data relevant to 65 SRS items was stratified 
into 10 folders each comprising 10 percent of both ASD and 
ADHD data to perform cross validation. For each cross 
validation session, a  minimal redundancy-maximal relevance 
[mRMR] feature selection method [36] was performed to rank 
all 65 items. The six machine learning algorithms including 
Support Vector Machines [32] linear discriminant analysis 
[21], Categorical lasso [16], tree-based algorithms (Decision 
Tree and Random Forest) [31], [35] and Logistics Regression 
Model [37] were tested on all the 65 rankings using the 
package Scikit-learn [38]. The results of the experiments 
showed that the majority of the machine learning techniques 
improve the accuracy of autism diagnosis. Particularly, a 
combination of Support Vector Machines, Logistics 
Regression, linear discriminant analysis and Categorical Lasso 
techniques produced the optimum level of performance in 
classifying autism and ADHD test instances. 

The authors in [37] suggested a machine learning-based 
system to forecast ASD symptomology through the eye 
movement patterns of individuals. Initial experiments were 
carried out on two target groups of Chinese children. A total 
of 20 ASD children, 21 age-matched typically developing 
(TD) children, 20 IQ matched TD children (1

st
 group), and 19 

ASD, 22 IQ matched Intellectually Disabled (ID), and 28 age 
matched TD young adults and adolescents (2

nd
 group). The 

eye movements and gazing patterns were captured through a 
Tobii T60 eye tracker. The images captured were analyzed 
using k-means [39] to identify the eye gaze coordinates on the 
spatial domains and to divide the face into different regions. 
ASD cases are anticipated to be distinguished based on the 
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magnitude and directions of both the eye gaze coordinates and 
eye motions. A model similar to ―bag of word‖ (BoW) is used 
to document the sequence of coordinates per image per 
person. The prediction models are developed using the 
Support Vector Machine (SVM) algorithm to avoid negative 
data and to identify linear decision boundaries. The subject 
level predictions with a global threshold are enabled as a 
scoring context to interpret functional boundaries and decision 
boundaries. The results of the experiments presented a greater 
potential and effectiveness in the proposed system for 
identifying symptoms of ASD. 

The author in [38] evaluated the machine learning 
techniques used in prevailing ASD screening and diagnosis 
tools to identify their pitfalls to provide recommendations and 
guidance for future developments. Most of the previous 
research works on the similar topic of interest have addressed 
the quality, accuracy, technology usage and many other areas 
related to the computerised ASD diagnosis, but no study has 
yet addressed the different conceptual, implementation, and 
other data issues associated with various ASD tools. Most 
importantly many of the ASD tools have not integrated 
machine learning techniques into their screening and diagnosis 
process. Therefore [5], highlighted the machine learning 
techniques used in large prevailing ASD diagnostic 
instruments along with their conceptual issues and data and 
features issues like data imbalances, and provides a series of 
promising recommendations for future developers to 
overcome those issues. 

III. EMPIRICAL ANALYSIS 

A. Data and Features 

Controls and cases related to children (aged 4-11 years) 
have been collected using an ASD screening mobile 
application called ASDTests [40]. ASDTests was developed in 
2017 to expedite ASD screening for different target groups 
including toddlers, children, adults and adolescents. In this 
paper, the focus is on instances related to the children category 
which have been collected based on the AQ-10-child ASD 
screening tool [4] using the ASDTests mobile application. 
Therefore, individual experiments were conducted on the 
children dataset only, which consists of 509 instances and 24 
variables. The dataset has been obtained from its prospective 
author and covers the period between September 2017 and 
February 2018. Initially, the dataset was published in 
December 2017 with 292 instances at UCI data repository 
[41], but we were able to obtain from the dataset‘s owner the 
updated dataset with 227 child instances. The dataset contains 
252 instances not on the spectrum (No ASD traits) and 257 
instances with ASD traits; thus the dataset is somewhat 
balanced in regard to the target class variable. Initially, there 
were 24 independent variables including the target class. Most 
data instances relate to male participants with a ratio of 71.31 
per cent (363 out of 509 instances). Moreover, 125 instances 
in the dataset were born with jaundice and 438 instances have 
been collected from parents. Table I depicts the primary 
variables that we have utilized prior to the data processing 
step. A number of variables have been discarded and not 

included in the table including: Country_of_Residence, 
Case_ID, Language, Screening_Type, Used_App_Before, 
since they have no added value and do not influence the 
classification of control and cases. 

Independent variables A1-A10 shown in Table I 
correspond to the questions in the classic AQ-10-child 
screening tool and have been embedded within the ASDTests 
app. For simplicity, the authors of the dataset assigned these 
variables either ―0‖ or ―1‖ based on the answer given during 
the screening test by the participant. In particular, for 
questions 1, 5, 7, 10, ―1‖ is assigned to the feature when the 
participant answers ―Definitely‖ or ―Slightly Agree‖ whereas, 
―1‖ will be given for ―Definitely‖ or ―Slightly Disagree‖ for 
questions 2, 3, 4, 6, 8 and 9. The dependent variable, which 
represents whether individuals have ASD traits, is associated 
with two possible values (Yes or No). This variable was 
assigned values based on the score obtained by individuals in 
the ASDTests app and was generated by the AQ-10-child tool. 
For a score larger than 6, ―Yes‖ was assigned to the target 
variable for the instance, otherwise ―No‖ was assigned. The 
process of assigning the values to the target variable was 
automated using the ASDTests app. 

B. Settings 

In this section, we investigate the performance of the fuzzy 
data mining algorithm called FURIA in detecting ASD traits 
for children and compare the performance with respect to 
different evaluation measures. To generalize the performance 
of FURIA, different data mining algorithms have been 
contrasted to reveal the upsides and the downsides of FURIA. 
In particular, we used JRIP, RIDOR and PRISM algorithms 
[25], [29] due to the fact they generate rules in the form of If-
Then, as does FURIA, for fair comparison. In addition, these 
are rule-based data mining algorithms that have proved their 
merits in different classification applications, i.e. [42]-[44]. 

PRISM is a Covering algorithm that was developed to 
discover easy interpretable rules for decision-making by using 
a simple and effective metric called Expected Accuracy (EA). 
JRIP is a more advanced algorithm than PRISM that develops 
an optimization method and uses two subsets of data 
(growing, pruning) during the learning phase in order to 
reduce the number of rules generated. JRIP usually generates 
fewer rules than PRISM due to the pruning method 
implemented on the pruning set of data. RIDOR is a rule 
induction algorithm that generates exception in the format of 
rules. Lastly, FURIA is an extension of JRIP (RIPPER 
algorithm) which generates a fuzzy unordered set instead of 
classic ordered rules sets as JRIP. FURIA employs growing 
and pruning sets as JRIP in the process of rule learning and 
extraction. It learns rules sets per target class in a conventional 
strategy and then applies a stretch procedure to evaluate the 
rules sets derived. The outcome of FURIA is chunks of 
knowledge that can be used for decision-making especially in 
applications such as medical diagnosis. This is the primary 
reason for adopting FURIA to construct ASD classification 
models in order to detect ASD traits during the process of 
screening. 
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TABLE. I. FEATURES IN THE DATASETS 

Variable 

No 
Variable Description  

1.  A1 First question in AQ-10-Child screening tool 

2.  A2 Second question in AQ-10-Child screening tool 

3.  A3 Third question in AQ-10-Child screening tool 

4.  A4 Fourth question in AQ-10-Child screening tool 

5.  A5 Fifth question in AQ-10-Child screening tool 

6.  A6 Sixth question in AQ-10-Child screening tool 

7.  A7 Seventh question in AQ-10-Child screening tool 

8.  A8 Eighth question in AQ-10-Child screening tool 

9.  A9 Ninth question in AQ-10-Child screening tool 

10.  A10 Tenth question in AQ-10-Child screening tool 

11.  Age Age of individual in numeric (years) 

12.  Gender Male or Female  

13.  Ethnicity Chosen from a list of predefined values  

14.  Jaundice Yes or No 

15.  Family History  Whether any family members diagnosed with autism 

16.  User Who has taken the test (parent, self, relative, caregiver, etc) 

17.  Target Class 

The dependent variable (Yes/No). This variable was 

assigned based on the score obtained by individuals in the 

ASDTests app. If score larger than 6 ―Yes‖ was assigned 

otherwise ―No was assigned‖. 

All experiments of the data mining algorithms and FURIA 
have been conducted on WEKA, a machine learning platform 
that contains useful data mining, pre-processing and learning 
techniques [32]. In addition, a ten-fold cross validation 
procedure was adopted to conduct the data processing 
experiments. Lastly, all experimental runs have been 
conducted on a personal computing machine with 2.3 GHz 
processor and 8 RAM of memory. 

C. Results and Discussions 

Different evaluation methods, such as predictive accuracy, 
specificity and sensitivity among others, have been utilized to 
report the learning algorithms performance in classifying ASD 
test instances from the child dataset. Predictive accuracy is a 
common performance measure in classification that reveals 
the percentage of test data that was correctly detected from the 
total number of test instances. On the other hand, sensitivity 
represents the percentage of the test instances that is truly 
positive, and specificity represents the test instances that are 
truly negative. The accuracy of FURIA and the considered 
data mining algorithms on the child dataset are shown in 
Fig. 1. The figure pinpoints that classification models 
generated by FURIA are more accurate in detecting ASD 
traits than the remaining algorithm. In particular, the 
classification model of FURIA outperformed models produced 
by JRIP, PRISM and RIDOR by 3.14%, 7.66% and 0.98% on 
the child autism dataset. A principal reason for the superiority 
of FURIA is the rules fuzzification process and the stretching 
procedure that takes into account the order of the rule‘s 
antecedent during the process of rule evaluation. This 
increases the rule‘s purity and possibly data coverage making 
FURIA favours a more general rule than those that are 
specific. The sensitivity rate obtained by the considered data 
mining algorithms on the child dataset is shown in Fig. 2. The 
sensitivity rates derived are consistent with the predictive 
accuracy results in which FURIA outperformed the considered 

data mining algorithms. The sensitivity rate of FURIA is 
higher by 3.2%, 1.0% and 3.0% than JRIP, RIDOR and 
PRISM algorithms respectively. To evaluate the behaviour of 
FURIA we looked at the confusion matrix results obtained by 
its classification model. The confusion matrix results showed 
that only 14 instances with ASD traits have been incorrectly 
classified by FURIA as being without ASD traits, which is 
indeed a low number when compared with the remaining 
algorithms. To be specific, 42, 27, and 44 instances which are 
with ASD traits were misclassified by JRIP, RIDOR and 
PRISM algorithms. These numbers explain the higher 
predictive rate obtained by FURIA. 

We investigated the false positives rates by deriving the 
specificity figures. Specificity (true negative rates) shows the 
percentage of participants who are without ASD and have 
been identified without ASD by the learning algorithm. Fig. 3 
displays the specificity rates derived by the considered 
algorithms on the child dataset. Surprisingly, FURIA achieved 
lower specificity rates when compared with the remaining 
algorithms. We then investigated the false positive rates since 
they contribute largely in computing the specificity rate. From 
252 instances, 33 which are actually without ASD have been 
misclassified by FURIA as being with ASD. In other words, 
there were 33 false positive instances generated by FURIA, 
compared with 18, 22 and 12 false positive instances 
generated by JRIP, RIDOR and PRISM algorithms 
respectively. These figures show that the specificity rate of 
PRISM is the highest, and the specificity rate of FURIA is the 
lowest, which is surprising. One possible reason for the higher 
false positive rates by FURIA and JRIP is the inability of this 
algorithm to differentiate among instances with limited ASD 
traits. These are instances that may show some autistic traits 
yet they are not classified to be on the spectrum by the 
screening tool. This shows a clear shortcoming of rule 
induction and fuzzy data mining algorithms, at least on the 
child data set considered in this paper. 
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Fig. 1. Predictive accuracy derived by FURIA and the other Considered Data Mining Algorithms. 

 

Fig. 2. Sensitivity rate derived by FURIA and the other Considered Data Mining Algorithms. 

 

Fig. 3. Specificity rate derived by FURIA and the other Considered Data Mining Algorithms.

The fuzzy sets produced by FURIA are shown below: 29 
fuzzy rules were derived by FURIA from the child autism 
dataset in which 11 rules are connected with target class ―yes‖ 
and the remaining rules with class ―no‖. Based on the rules 
generated, the features related to AQ-10-child screening 
methods proved to be influential in detecting autistic traits 
particularly features such as A4, A7 and A9 appearing largely 
in the fuzzy rules sets. Specifically, features named A4, A7, 
A9, A2, A1, A10, A5, A3, A6 and A8 have appeared in the 
fuzzy rules sets 14, 11, 10, 10, 10, 12, 9, 9, 9, 9, respectively. 
This indicates that these features have high impact on 

detecting ASD traits and more important than demographic 
features in the child autism dataset. 

Overall, FURIA produced useful chunks of knowledge that 
can be exploited by clinicians, parents, caregivers, and 
teachers among others, in understanding autism traits of 
children for better screening. When FURIA is integrated 
within screening tools of autism we expect that the automated 
fuzzy rules to be highly influential in detecting cases of autism 
for further referral and possibly to replace existing static 
domain expert rules. 

75

80

85

90

95

FURIA JRIP RIDOR PRISM

Accuracy % 

86

87

88

89

90

91

92

FURIA JRIP RIDOR PRISM

Sensitivity % 

84

86

88

90

92

94

96

FURIA JRIP RIDOR PRISM

specificity %  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

16 | P a g e  

www.ijacsa.thesai.org 

FURIA rules: 

=========== 

(A4 = 0) and (A8 = 0) and (A9 = 0) => Class=NO (CF = 0.99) 
(A5 = 0) and (A10 = 0) and (A7 = 0) => Class=NO (CF = 0.98) 
(A4 = 0) and (A1 = 0) and (A5 = 0) => Class=NO (CF = 0.98) 
(A4 = 0) and (A10 = 0) and (Age in [-inf, -inf, 6, 7]) => 
Class=NO (CF = 0.98) 
(A1 = 0) and (A2 = 0) and (A9 = 0) => Class=NO (CF = 0.98) 
(A6 = 0) and (A5 = 0) and (A9 = 0) => Class=NO (CF = 0.98) 
(A7 = 0) and (A3 = 0) and (A2 = 0) => Class=NO (CF = 0.96) 
(A4 = 0) and (A7 = 0) and (A2 = 0) and (Family_ASD = no) => 
Class=NO (CF = 0.97) 
(A10 = 0) and (A2 = 0) and (A1 = 0) => Class=NO (CF = 0.97) 
(A8 = 0) and (A5 = 0) and (A3 = 0) => Class=NO (CF = 0.98) 
(A6 = 0) and (A7 = 0) and (A10 = 0) => Class=NO (CF = 0.98) 
(A4 = 0) and (A8 = 0) and (A1 = 0) => Class=NO (CF = 0.99) 
(A9 = 0) and (A7 = 0) and (A8 = 0) and (A1 = 0) => Class=NO 
(CF = 0.98) 
(A4 = 0) and (A6 = 0) and (A8 = 0) and (A2 = 0) => Class=NO 
(CF = 0.98) 
(A9 = 0) and (A3 = 0) and (A4 = 0) => Class=NO (CF = 0.99) 
(A9 = 0) and (A7 = 0) and (A5 = 0) and (Jaundice  = no) => 
Class=NO (CF = 0.98) 
(A10 = 0) and (A2 = 0) and (Family_ASD = yes) => Class=NO 
(CF = 0.94) 
(A6 = 0) and (A3 = 0) => Class=NO (CF = 0.99) 
(A4 = 1) and (A5 = 1) and (A9 = 1) and (A10 = 1) => Class=YES 
(CF = 0.99) 
(A8 = 1) and (A1 = 1) and (A3 = 1) and (A5 = 1) => Class=YES 
(CF = 0.96) 
(A4 = 1) and (A7 = 1) and (A3 = 1) and (A6 = 1) and (A2 = 1) => 
Class=YES (CF = 0.99) 
(A8 = 1) and (A10 = 1) and (A1 = 1) and (A6 = 1) and (A4 = 1) 
and (A3 = 1) => Class=YES (CF = 0.99) 
(A7 = 1) and (A9 = 1) and (A1 = 1) and (A6 = 1) and (A10 = 1) 
=> Class=YES (CF = 0.99) 
(A4 = 1) and (A10 = 1) and (A7 = 1) and (A3 = 1) => Class=YES 
(CF = 0.99) 
(A9 = 1) and (A10 = 1) and (Age in [-inf, -inf, 5, 6]) and (A8 = 1) 
and (A7 = 1) => Class=YES (CF = 0.98) 
(A4 = 1) and (A10 = 1) and (A2 = 1) and (Ethnicity = asian) and 
(Age in [-inf, -inf, 7, 10]) => Class=YES (CF = 0.94) 
(A9 = 1) and (A2 = 1) and (A1 = 1) and (A3 = 1) => Class=YES 
(CF = 0.97) 
(A4 = 1) and (A10 = 1) and (A2 = 1) and (A5 = 1) and (A1 = 1) 
and (A6 = 1) => Class=YES (CF = 0.99) 
(A8 = 1) and (Jaundice  = yes) and (A5 = 1) and (A7 = 1) and 
(A6 = 1) and (A10 = 1) => Class=YES (CF = 0.97) 

IV. CONCLUSION AND FUTURE WORKS 

Autism Spectrum Disorder (ASD) is one of the growing 
neurodevelopment conditions worldwide with many 
individuals undetected, making early screening crucial for 

individuals, family members and physicians. Most of the 
existing ASD methods consist of a large set of questions 
covering communication, social and repetitive behaviours and 
rely on domain expert rules with a basic scoring function to 
detect autistic traits. One promising approach that can 
automate the process of ASD screening and improve the 
accuracy and efficiency of the detection is the use of fuzzy 
data mining. In this paper, the Fuzzy Unordered Rule 
Induction algorithm (FURIA) has been evaluated for ASD 
traits detection. FURIA builds screening models in an 
automated way from historical controls and cases and then 
utilizes the models to detect the possibility of autistic traits in 
new individuals. The key strength of FURIA screening models 
is the fact that they contain useful chunks of knowledge (fuzzy 
rules) that not only clinicians and other medical staff can 
interpret but also family members, teachers and caregivers. 
These fuzzy rules are a source of information that can help 
different stakeholders understand the main influential factors 
for ASD and therefore proper individualized plans can be 
planned and developed to cater to the needs of people who fall 
within the spectrum. Empirical results based on real data 
collected recently from children between 4-11 years old using 
a mobile application called ASDTests, revealed that FURIA 
fuzzy rules were able to detect ASD traits with up to 91.35% 
classification accuracy and 91.40% sensitivity rate; these 
results were superior to other Greedy and Rule Induction 
techniques. Despite FURIA producing an acceptable 
specificity rate, i.e. 88.09%, other data mining techniques 
generated better specificity results. 

One of the limitations of this study is not extensively 
considering feature assessment on the dataset and not 
considering other target datasets such as infants, adolescent 
and adults. 

In near future, we are going to apply the fuzzy rules on 
datasets related to infants and adolescents and seek whether 
the performance will be sustained. In addition, we will 
investigate features that are similar among different age 
categories. 
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Abstract—The article analyzes the difficulties which Bachelor 

Degree in Informatics and Computer Sciences students 

encounter in the process of being trained in applying deductive 

methods of verification and synthesis of procedural programs. 

Education in this field is an important step towards moving from 

classical software engineering to formal software engineering. 

The training in deductive methods is done in the introductory 

courses in programming in some Bulgarian universities. It 

includes: Floyd’s method for proving partial and total 

correctness of flowchart programs; Hoare’s method of 

verification of programs; and Djikstra’s method of transforming 

predicates for verification and synthesis of Algol−like programs. 

The difficulties which occurred during the defining of the 

specification of the program, which is subjected to verification or 

synthesis; choosing a loop invariant and loop termination 

function; finding the weakest precondition; proving the 

formulated verifying conditions, are discussed in the paper. 

Means of overcoming these difficulties is proposed. Conclusions 

are drawn in order to improve the training in the field. Special 

attention is dedicated to motivating the use of specific tools for 

software analysis, such as interactive theorem proving system 

HOL, the software analyzers Frama−C and its WP plug−in, as 

well as the formal language ACSL, which allows formal 

specification of properties of C/C++ programs. 

Keywords—Program verification; deductive verification 

methods; automated theorem provers; proof assistants; education 

I. INTRODUCTION 

Applying formal methods of program verification and 
synthesis is an important part of the training in the 
introductory courses of programming in some Bulgarian 
universities. The experience which is shared is gained as a 
result of delivering such training through courses in the 
disciplines Introduction to Programming, Object−Oriented 
Programming and Data Structures for Bachelor’s Degree 
students of specialties Informatics and Computer Sciences of 
Sofia University and Burgas Free University. Education is 
narrowed down to the following methods: Floyd’s method of 
inductive statements for verification of flowchart programs, 
Hoare’s method for verification of while programs, and 
Djikstra’s method for transforming predicates for verification 
and synthesis of Algol−like programs. The limitations in the 
choice of methods of program verification and synthesis   are 
imposed by the consideration that the training under 
investigation is delivered during the first three semesters of 
the Bachelor’s Degree education, therefore the students lack 

sufficient knowledge in discrete mathematics and 
mathematical logic. 

Some elements of the education are presented in the part, 
which is dedicated to the difficulties when applying deductive 
methods. Mere details on the training realization are provided 
in [1]-[4]. 

In [1], the following techniques are described, used in the 
education process in the field: axiomatic semantics, design by 
contract and generalized nets (GNs). Two main training 
approaches are considered. The first one combines the 
axiomatic semantics for proving total correctness of a 
procedural program with execution of the program [4]. The 
second one integrates axiomatic semantics in the GN models 
of the object−oriented programs under verification. The main 
stages of education and the process of education are 
considered. The results of the education are analyzed. 

In [2], Floyd’s method and the method of transforming 
predicates for program verification are presented. The main 
stages and methodology of training in these methods of 
deductive verification are discussed. 

In [3], Hoare’s method, the method of predicate 
transformer for synthesizing programs, runtime verification of 
programs and verification of object−oriented programs via 
developing their GN models are presented. The methodology 
of training in these methods of program verification and 
synthesis is considered. Examples of their application for the 
courses Introduction to Programming, Object−Oriented 
Programming and Data Structures are presented. 

It is noted in the above cited articles that training in the 
field poses certain problems before the students; however, 
these problems has not been analyzed so far.  Current article is 
dedicated to the analysis of the training difficulties; moreover, 
it presents means for overcoming these difficulties. 

Bearing in mind the complexity of the field, the education 
is realized by: using simple examples; introducing the main 
terminology one at a time (e.g. precondition, postcondition, 
loop invariant, program specification); practicing the 
terminology not only during the lectures, but also during the 
seminars and lab sessions; applying deductive methods of 
verification is illustrated through automatized systems (such 
as HOL Interactive Theorem Prover [5] and the software 
analyzers Frama−C [6]); applying knowledge to realizing 
small projects. 
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Note that HOL and Frama−C systems are not introduced, 
due to the limited classes, only the results of their application 
are presented. The main goal is to demonstrate that knowledge 
about formal methods is useful and will support future 
software developers in designing, realizing and testing 
applications. Otherwise, part of the students may lose 
motivation for studying and applying formal methods in their 
practice. 

The work is structured as follows. In Section II of the 
paper the difficulties, which students encounter when: 
defining the specification of the program under verification 
and synthesis; finding the weakest precondition; choosing an 
invariant and a termination function of the loop operator; 
proving the formulated verifying conditions, are analyzed. 
Dealing with difficulties during the training is presented in 
Section III. Some suggestions are given that assist: defining 
the specification; choosing an invariant and a termination 
function of the loop operator and proving the formulated 
verifying conditions. Recommendations for dealing with 
difficulties are described in Section IV. 

II. ANALYSIS OF THE DIFFICULTIES IN APPLYING 

DEDUCTIVE METHODS OF PROGRAM VERIFICATION AND 

SYNTHESIS 

A. Defining the Specification 

Program specification describes what has to be done as a 
result of program execution. At the beginning of the training 
students are introduced to Hoare’s triple {Q} S {R}, where Q 
and R are predicates, and S is a program. This specification 
defines the total correctness of the program S with respect to 
Q and R. This can be interpreted as follows: 

If executing S starts in a state which satisfies the predicate 
Q, what follows is that executing S terminates, after a limited 
time period, in a state which satisfies R. 

The predicate Q is called precondition, and the predicate R 

 postcondition. Defining pre− and postconditions of some 
programs is a great challenge for some students. In most cases, 
these are programs solving tasks on each and existence. 
Proving the correctness of the specification {Q} S {R} through 
applying Manna−Pnueli’s rules [7], as well as proving partial 
correctness of S with respect to Q and R through applying 
Hoare’s rules [8], is quite labor−intensive and demotivates 
even the best students to use the specification and the 
respective rules. That’s why, for educational purposes, the 
more convenient specification, known as transforming 
predicate [9] is applied. 

The transforming predicate Wp(S, R) describes the set of 
all states, so that the start of the program execution from each 
of these states terminates, and the value of the output predicate 
R is true. Wp(S, R) satisfies {Wp(S, R)} S {R}. Hoare’s triple 
{Q} S {R} is equivalent to Q => Wp(S, R). 

Finding Wp(S, R), again, is far from a simple task, in most 
cases. For example, the definition of the transforming 
predicate of the loop operator is nearly unusable, but it helps 
to theoretically justify a methodology for verification and 
synthesis of code fragments containing loop operators [10]. 

That is why identification and check if the chosen 
specification holds is a complex activity. It requires of the 
students to have good knowledge of mathematical logic, as 
well as skills for defining and applying mathematical 
abstractions. This poses the main difficulty for training in the 
field: some of the students of specialty Informatics and 
Computer Sciences lack enough mathematical knowledge and 
skills. The complexity of the matter requires high motivation 
for applying these methods. However, first year students have 
little practical experience, they usually do not recognize the 
crucial importance of the formal methods for ensuring 
software quality. This demotivates them to apply any formal 
methods of software verification and synthesis. The lack of 
motivation is a great obstacle for the training in the field. 

B. Choosing an Invariant and Termination Function for the 

Loop Operator 

In order to verify a program formally, the following two 
tasks are to be solved: 

- proving the partial correctness of the program with 
respect to given input/output specification; 

- proving that the program terminates. 

In order to solve these, the application of one of the above 
mentioned methods of deductive program verification and 
synthesis is discussed in the paper. The two tasks cannot be 
solved by any of these methods without finding and applying 
suitable invariants and termination functions of the loop 
operators of the program. 

An invariant of a loop operator is a logical statement, 
which holds before the execution and after each execution of 
the loop operator. 

The loop termination function is used to prove that the 
respective loop terminates. It gives the upper limit of the 
iterations to be completed by the end of the loop execution. 
The latter can be used to estimate the time left until the 
program ends. 

In most cases, both loop invariant and loop termination 
function are not obvious. The task for correctly identifying 
them is of great importance for automatizing program 
verification. Solving this task is difficult, having in mind the 
volume and complexity of contemporary software, and the 
software realized for educational purposes, respectively. 
During the training process on finding the invariant of a loop 
operator, Gries’s methodology [10] is applied. The loop 
invariant is seen as a weaker postcondition. The ways for 
finding a condition weaker than the postcondition, which are 
most commonly applied for educational purposes in finding 
the invariant of a loop are: 

 deleting a conjunctive member; 

 replacing a constant by a variable; 

 enlarging the range of a variable. 

Using only one of these three methods for generating a 
weaker postcondition sometimes does not lead to identifying a 
suitable invariant. In this case, a combination of these methods 
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is performed, as well as a combination of the precondition and 
postcondition. 

Finding an invariant these ways is a labor−intense work. In 
addition, some questions arise, such as: Which conjunctive 
member of the postcondition to be eliminated, so a suitable 
invariant to be found? In case of more constants, which one to 
be exchanged for a variable? What limits the variable area to 
be increased to, and whose variable area to be increased? 
Which methods to be combined? Which parts of the pre− and 
postconditions to be combined? 

Finding the respective invariant is related to checking 
several logical conditions, which poses additional difficulties. 

For example, in order for P to be an invariant of the while 
loop of the program for finding the factorial of the natural 
number x (the example traditionally used as a loop containing 
program fragment) 

y = 1; z = 0; 

while (z != x) 

{ z++; 

   y = y*z; 

} 
P must satisfy the following conditions: 

{ P  z  x } z++; y = y*z { P } 

 y = 1  z = 0  => P 

 P   (z  x)  => y = x! 

where y = x! is the postcondition. 

In most cases, checking for meeting these conditions 
proves to be a complex task. 

In order to find the loop termination function, an 
assumption can be applied that it gives the upper bound on 
how many iterations remain to be executed before loop 
termination occurs. The invariant of the loop operator suggests 
the definition of its termination function in almost all 
applications developed by the students. Therefore, the correct 
identification of an invariant is closely related to the choice of 
a loop termination function. Thus, the difficulties in finding 
the invariant also reflect on finding the loop termination 
function. 

C. Proving the Formulated Verifying Conditions 

Although proving the verifying conditions is narrowed 
down to proving the truthfulness of a system of implications, 
proving these implications manually, more often than not, is 
not an easy task. Even educational examples require the 
students to have basic knowledge in discrete mathematics and 
mathematical logic. They should also be able to work with 
propositions, in order to perform equivalence transformations 
(to know the laws of equivalence; the rules of substitution and 
transitivity). They have to have also at least basic knowledge 
on deductive proofs (inference rules; proofs and subproofs), 
and on predicates (extending the range of a state; 
quantification; free and bound identifiers; some theorems 
about textual substitution and states). In addition, they have to 
be aware of notations and conventions for arrays. 

Supposedly, a great deal of this knowledge is to be 
acquired as a result of studying the following disciplines: 
Discrete Mathematics; Languages, Automata and 
Calculability; Introduction to Software Engineering; Algebra; 
Geometry and Mathematical Analysis, which are being taught 
in parallel with the courses in programming. However, a large 
number of the students have a different predisposition and are 
not motivated enough to study mathematics disciplines, as 
stated above. 

Apart from the difficulties identified earlier, the following 
are of importance as well: 

 Lack of environments for teaching in the field. There 
are not enough tools for automatizing the process of 
applying deductive methods, which to be applicable to 
training beginner programmers. Environments are 
needed to facilitate students in applying deductive 
methods of verification. 

 There are no adequate didactic materials to support such 
education. 

 The textbooks on the matter are not enough. 

III. DEALING WITH DIFFICULTIES DURING THE TRAINING 

Our experience in teaching formal methods at academic 
level, in addition to our observations on how graduates apply 
the knowledge in the field in their practice, made us believe 
that education in formal methods of verification and synthesis 
is useful and needed. It is only through training that these 
methods are applied in software industry. In order for this to 
be successful, measures for overcoming the difficulties 
described in Section II have to be taken. 

Some suggestions for coping with these difficulties are 
proposed below. 

A. Defining the Specification 

In order to tackle the problems with defining the 
specification, the students need to get acquainted and are 
taught to apply some specification language. The experience 
with ANSI/ISO C Specification Language (ACSL) [11]-[13] 
provides ample evidence in favor of recommending it for 
applying formal methods of verification of C and some C++ 
programs. This language allows for relatively easily 
specifying properties of C and some C++ programs, after 
which these properties to be formally verified. ACSL is a 
Behavioral Interface Specification Language implemented in 
the Frama−C framework WP plug−in. Frama−C is an open 
code platform, analyzing source code written in the 
programming language C. It combines the following analysis 
techniques in a common framework: Frama−C’s WP plug−in, 
Frama−C’s value analysis plug−in, Frama−C’s RTE plug−in 
and Frama−C’s E−ACSL plug−in. Frama−C’s WP plug−in is 
suitable for education purposes. 

The Frama−C/WP plug−in enables deductive verification 
of C programs that have been annotated with ACSL. This 
plug−in uses Hoare−style weakest precondition computations 
to formally prove ACSL properties of a C code. Verification 
conditions are generated and submitted to external automatic 
theorem provers or interactive proof assistants [13]. 
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By using the formal language ACSL, the software 
analyzers Frama−C and Frama−C’s WP plug−in, defining of 
the program specification by the student will be narrowed 
down to: defining program precondition and postcondition, of 
the invariants and termination functions of the loop operators, 
used in the program. Thus, the learner will not have to find the 
transforming predicate, as well as to prove the formulated 
statements. 

Fig. 1 shows the definition of the function sqrt2, which 
finds the biggest integer, whose square is not bigger that n (n 
is a given non−negative integer). The definition is annotated 
according to the specification, given in ACSL language. 

The precondition (INT_MAX/2 > n >= 0) is given via the 
requires clause, аnd the postcondition (\result >= 0 && \result 

* \result <= n < (\result + 1) * (\result + 1))  through the 
ensures clause. The invariant (a >= 0 && a * a <= n) and the 
loop termination function (n – a * a) are given by the clauses 
loop invariant and loop variant, respectively (see Fig. 1). 

The result of realizing this specification through the WP 
plug−in of Frama−C (see Fig. 2) shows that 11 goals are 
achieved (5 goals are simplifications, done via the simplifier 
Qed that is integrated into Frama−C/WP, and 6 goals are 
proofs, done via the SMT solver Alt−Ergo). 

 

Fig. 1. Function sqrt2, specified through ACSL. 

 
Fig. 2. Results of analysis of the function sqrt2 via Frama−C. 

B. Choosing an Invariant and a Termination Function of the 

Loop Operator 

As the choice of an invariant of the loop operator is related 
to proving conditions, a means of facilitating the solving of 
this task is using automated theorem provers. Some of the 
most successful systems for theorem proving are: HOL Light, 
Mizar, ProofPower, Isabelle and Coq. An experience 
regarding formal verification of procedural and 
object−oriented programs using the theorem prover system 
HOL is shared in [14]. Through this theorem prover, it can be 
checked if the predicate P, chosen to be an invariant of the 
operator for the loop while (B) S, satisfies the conditions for an 
invariant: 

{ P  B } S { P } 

Q => P 

P   B  => R 

Where Q is the precondition and R is the postcondition of 
the loop operator. It also can be used in proving if the loop 
termination function t satisfies the following conditions: 

P  B => t > 0 and 

P  B => Wp(t1 = t; S, t < t1) 

Where t1 is the value of t before executing the body S of 
the loop. 

Another suitable module for finding a loop invariant is 
Jessie, complemented by Apron library. The module Jessie is 
included in Frama−C. 

In order to find a loop termination function, the following 
strategy can be applied: wording down the functions of the 
loop termination function; formalizing the wording as a 
mathematical expression; checking if the mathematical 
expression satisfies the formal requirements for a loop 
termination function. It is recommended the checking to be 
performed both manually and via any of the automatic 
theorem provers. 

C. Proving the Formulated Verifying Conditions 

In order to prove the verifying conditions, the HOL 
Interactive Theorem Prover, as well as some of the theorem 
provers Qed, CVC4, Z3, Alt−Ergo, CVC3, E and Coq, which 
are supported by the Software Analyzers Frama−C can be 
applied. 

IV. RECOMMENDATIONS FOR DEALING WITH DIFFICULTIES 

The experience gained as a result of the training justifies 
the formulation of the following recommendations for dealing 
with difficulties in applying deductive methods of program 
verification and synthesis: 

 Manual application with automated tools to be 
integrated. Thus, part of the problems will be avoided, 
and a better balance between simplicity, visualization 
and precision will be maintained. 

 Programming environments, adequate to the 
educational goals, to be developed. 
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 Student motivation regarding studying the field to be 
increased. To this end, adequate samples to be 
designed, through which the advantages of deductive 
methods for ensuring the quality of industrial software 
and for decreasing the price of software project 
realization to be demonstrated. 

 More efficient educational methods in the field to be 
introduced [15]. In addition to teaching through 
examples [16] and project−based learning approach 
[17], it is essential the training to be organized with 
respect to student knowledge level. For each level, 
appropriate methods to be chosen and applied. 

 The teaching experience regarding the difficulties 
encountered during such education to be more widely 
discussed. The quality of education to be unified by 
employing cloud management [18]. 

 Cloud−based educational networks to be established in 
order to facilitate trans−institutional collaboration on 
creating and applying educational products and services 
in the field of programming, and formal methods of 
verification and synthesis, in particular [19]. 

 Appropriate formalization of programming language 
teaching to be made [20]. 

 Appropriate didactic materials on the matter to be 
designed to support the training. 

 Studying the field to be given the status of a separate 
core discipline. Thus, each student will have to study 
and apply formal methods. 

V. CONCLUSION 

Education in the field of applying formal methods for 
developing correct software is the most efficient way of 
implementing these methods in software industry. The reason 
to state this is that a relatively large portion of the trained 
students continue using these methods in their further study at 
both Bachelor and Master degrees. This tendency is especially 
visible during courses such as Numerical Methods and 
Robotics [21]. Some of the graduate students who have 
completed this training also try to apply it in their practice as 
software specialists. Others continue their study at a PhD level 
in the field. 

In order to overcome the challenges during the training in 
deductive methods of program verification and synthesis,  аn 
educational environment for verification of procedural and 
object−oriented programs is under development [22]. The 
environment is based on GNs and only provides tools for 
training in program verification so far. Future work includes 
expanding education framework with tools for supporting 
program synthesis, as well as integrating automatic systems 
for theorem proving in it. 
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Abstract—Electric load forecasting is a challenging research 

problem due to the complicated nature of its dataset involving 

both linear and nonlinear properties. Various literatures 

attempted to develop forecasting models that utilized statistical in 

combination with machine learning approaches deal with the 

dataset’s linear and nonlinear components to obtain close to 

accurate predictions. In this paper, autoregressive integrated 

moving average (ARIMA) and artificial neural networks (ANN) 

were implemented as forecasting models for a power utility’s 

dataset in order to predict day-ahead electric load. Electric load 

data preparation, models implementation and forecasting 

evaluation was conducted to assess if the prediction of the models 

met the acceptable error tolerance for day-ahead electric load 

forecasting. A Java-based system made use of R Statistical 

Software implemented ARIMA(8,1,2) while Encog Library was 

used to implement the ANN model composing of Resilient 

Propagation as the training algorithm and Hyperbolic Tangent 

as the activation function. The ANN+ARIMA hybrid model was 

found out to deliver a Mean Absolute Percentage Error (MAPE) 

of 4.09% which proves to be a viable technique in electric load 

forecasting while showing better forecasting results than solely 

using ARIMA and ANN. Through this research, both statistical 

and machine learning approaches were implemented as a 

forecasting model combination to solve the linear and non-linear 

properties of electric load data. 

Keywords—Electric load forecasting; autoregressive integrated 

moving average; artificial neural network  

I. INTRODUCTION 

The fundamental characteristic that makes the electric 
power industry unique is the product: electricity. A single 
megawatt, like any other commodity, is frequently bought and 
resold a number of times before finally being consumed [1]-
[3]. Load forecasting helps these power utilities make 
important decisions including decisions on purchasing electric 
power and load switching. There have been many tools and 
models used for electric load prediction. Commonly used 
models include Autoregressive Integrated Moving Average 
(ARIMA), Artificial Neural Network (ANN), time series and 
linear regression [2], [3]. In practice, hybrid models are being 
created by combining two models and have been proven to 
give a more accurate and more precise measure than using the 
individual models [1], [4]-[6]. But even these hybrid models 
would not always work for every electric load forecasting 
situation. Similar to non-hybrid models, they still depend on 
the type of data, the size of the data and the error handling 

mechanism [4], [5]. With this, power utilities would have to 
choose and ask for experts on recommendations regarding 
appropriate tools and models to be used in forecasting data.  
Electric load prediction conducted by these power utilities can 
be classified into long-term, medium-term, short-term and very 
short-term forecasting based on the forecasting horizon [3], [7], 
[8]. Short-term load forecasting is mainly used to forecast the 
day-ahead electric load that is why its accuracy directly affects 
the economic cost of operators in power utilities and markets 
[1]. Accurate load forecasting is helpful for security, stability, 
maintenance plans and economic operations in power grids. In 
order to obtain accurate load prediction, power utilities would 
need to use a forecasting tool that would work on their data and 
data structure. 

ANN, a machine learning tool that is often used for day-
ahead load forecasting exhibit certain performance 
characteristics similar to biological neural networks with 
elements capable of parallel processing like that of the human 
brain [2], [7], [9]. The major advantage of ANN is its flexible 
nonlinear modeling capability. With ANN, there is no need to 
specify a particular model form. Rather, the model is 
adaptively formed based on the features presented from the 
data. This data-driven approach is suitable for many empirical 
data sets like electric load where no theoretical guidance is 
available to suggest an appropriate data generation process [7], 
[10]-[12]. Consequently, ARIMA, popularly known as Box-
Jenkins methodology is simple and yields accurate results, 
exhibiting its wide use by assuming that the future values of a 
time series have a clear and definite functional relationship 
with current values, past values and white noise. Although 
ARIMA models are quite flexible to the extent that they can 
represent several different types of time series, i.e. pure 
autoregressive (AR), pure moving average (MA) and combined 
AR and MA (ARMA) series, their major limitation is the pre-
assumed linear form of the model which means that the 
ARIMA model has weakness in being able to read non-linear 
patterns [4], [12], [13]. Combining the two models, one which 
would handle the linearity and another for the non-linearity 
could give a better output than using just one of them. 

A power utility company located in Mindanao, the 
Philippines has a short-term electric load forecasting system 
which utilizes linear regression in forecasting electric load. The 
current linear regression model employed by the existing load 
forecasting system of the power utility yields forecasted values 
above the international tolerance error standard of 5%. The 
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technique used by the power utility company is valid, but there 
are still different techniques that could provide a better 
prediction using the electric load data composing of linear and 
non-linear properties. A hybrid model using ARIMA and ANN 
would be a viable solution because of its proven efficiency and 
affectivity in prediction [4], [13].  Through data preparation, 
hybrid model implementation and error measurement 
evaluation, this study aims to develop a day-ahead electric load 
forecasting model using ARIMA and ANN. This study hopes 
to contribute to researches in statistical and machine learning 
prediction technologies by implementing and evaluating a 
hybrid short-term electric load forecasting model that could aid 
power utilities in their decision-making, electric load planning 
and load power utilization. 

II. METHODOLOGY 

A. Electric Load Data Preparation 

The dataset used for this study is from the three-year raw 
monthly electric load data that has been used by the existing 
system of the power utility from 2012 to 2014. However, only 
the electric load data coming from three metering points of 
28,704 records from December 2013 to October 2014 were 
utilized since this range is best sufficient to fit an ARIMA and 
ANN model [1], [12]. As shown in Table I attributes of the 
historical electric load data were the following: metering point 
name, date, time, kilowatt delivered (KW_DEL), kilowatt per 
hour delivered (KWH_DEL) and kilo volt amps reactive hours 
delivered (KVARH_DEL). 

TABLE I.  FORMAT OF THE RAW ELECTRIC LOAD DATA 

M
P 

DAT
E 

T
IME 

KW_
DEL 

KWH_
DEL 

KVARH_
DEL 

N
NN 

NN
N 

N
NN 

NNN NNN NNN 

N
NN 

NN
N 

N
NN 

NNN NNN NNN 

These raw data from a .xls worksheets were then imported 
and stored in a PostgreSQL database. The data that was used as 
inputs in ARIMA modelling was identified as the kilowatt per 
hour (KW_DEL) column [10]. The KW_DEL is the energy 
delivered from the utility grid which is also the load to 
maintain and the basis for load prediction [5], [8]. Since the 
load consumption from the .xls worksheet is recorded per 15 
minutes, the maximum load consumption among the four, 15-
minutes recordings per hour will be set as the load for the hour 
[10]. The electric load data also contains scheduled and 
unscheduled power interruption records with zero values that 
could potentially cause the dataset to become out-of-range. To 
solve this, data correction was then done on the raw electric 
load data by removing empty or zero values and replacing 
them with electric load data reflective of the consumed electric 
load without the power interruption. There is currently no 
established standardized electric load data correction 
methodology for power interruptions, but researchers 
recommend a data correction method by replacing the outlying 
values with values from the electric load data of the preceding 
day with the same time frame as with the outlying value [6], 

[9], [10]. 

The residuals or the data that was generated from the 
ARIMA model also underwent a transformation process for the 
neural network to produce accurate forecasts. In neural 
networks, it is a best practice to transform input data before use 
since data transformation makes the training of the network 
faster and memory efficient resulting for the model to yield 
accurate forecast results [14]. In addition, neural networks only 
work with data usually between a specified range e.g. -1 to 1 or 
0 to 1 [15]-[17]. Thus, transformation ensures that data is 
roughly uniformly distributed between the network inputs and 
the outputs [17]. The transformation technique will use a 
formula that is the same with the Min-Max normalization 
process in order for the values to be narrowed down into 
uniformed variation. Transformation process can be done by 
using the formula in (1) where z is the transformed value, x is 
the actual value, and min(x) and max(x) are respectively the 
minimum and maximum of the dataset. Hence, the 
transformation technique yielded a value between -1 and 1 and 
will be used in this study because the residuals have values 
which are less than 0 making the transformation technique 
suitable for fitting the data within the unity. 

    
     ( )

   ( )    ( )
              (1) 

B. ARIMA and ANN  Hybrid Model Implementation 

In implementing the ARIMA+ANN hybrid model, the 
actual dataset which is in a database was initially processed in 
the ARIMA model. As shown in Fig. 1, there are two datasets 
that can be formulated with the ARIMA forecast: one of which 
is the linear forecast which by itself is also the ARIMA 
forecast, the other is the ARIMA residuals which is the 
difference of the actual dataset and the ARIMA forecast. The 
linear forecast is stored in a spreadsheet where it will be used 
later while the ARIMA residuals dataset is being processed in 
the ANN model. The process of combining the linear and 
nonlinear values is by adding the values of the same row of the 
two columns [12]. 

 
Fig. 1. Diagram of the ARIMA and ANN implementation. 

In implementing the ARIMA and ANN models, the data 
from the database was read in a Java-based system. The 
ARIMA(8,1,2) model with 8 as the number of autoregressive 
terms, 1 as the number of non-seasonal differences needed for 
stationarity and 2 als the number of lagged forecast errors in 
the prediction equation was integrated into a Java-based system 
through the use of the R Statistical Software in order to 
simulate and calculate the linear results. An ANN model with a 
multilayer perceptron architecture that used Resilient This work is supported by the Mindanao State University-Iligan Institute 

of Technology (MSU-IIT) as an internally funded research under the Premier 

Research Institute of Science and Mathematics (PRISM).  
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Propagation as the training algorithm and Hyperbolic Tangent 
as the activation function was also implemented in a Java-
based system through the use of Encog Library in order to 
simulate and calculate the training and testing nonlinear results. 
Encog is a machine learning framework available for Java, 
.Net, and C++. Encog supports different learning algorithms 
such as Bayesian Networks, Hidden Markov Models and 
Support Vector Machines. However, its main strength lies in its 
neural network algorithms. 

The residuals from the ARIMA model were then 
implemented in Encog with a maximum error of 0.0001 and a 
maximum iteration of 10000.  As shown in Fig. 2, the ANN 
implemented in Encog used 1 input layer containing 24 input 
neurons, 1 hidden layer containing 17 hidden neurons and 1 
output layer containing only 1 output neuron was used in 
making the network for the ANN architecture. The ANN 
model then delivered the output ANN forecast or the nonlinear 
forecast. These outputs are equivalent with the predictive size 
in the ANN process which corresponds to the number of 
forecast horizon, i.e. 24, covering the 24-hour day ahead 
forecasting with the 24 hourly values [2], [18]. The nonlinear 
forecast was then placed in the same spreadsheet with the 
linear forecast where the two values are then added to create an 
ARIMA+ANN forecast [12]. After the ARIMA+ANN hybrid 
model was implemented, the results from the hybrid model 
were assessed using error metrics to determine the accuracy. 
Mean Absolute Percentage Error (MAPE) and Mean Squared 
Error (MSE) were used as error metrics to quantify the 
difference between the ARIMA forecast, ANN forecast, 
ARIMA+ANN forecast and actual electric load. 

The dataset used as validation set for the models was the 
actual consumed electric load data of October 21, 2014. After 
the predictions were generated by the models, the average 
MAPE and MSE were then calculated between the three 
models. Post-transformation of the data involves de-
normalization or reversing the normalization process [14]. The 
de-transformation process was done by using the same formula 
used in the transformation process. A graphical representation 
of the computed results was then generated to illustrate the 
commonality of the actual and the predicted load values in a 
much better way. 

 

Fig. 2. ANN model architecture. 

III. RESULTS AND DISCUSSION 

A. Electric Load Data Preparation Results 

The granularity of the raw electric load data was originally 
per fifteen-minute containing the load consumption for every 
fifteen minutes that is why the maximum load consumption 
among the four, per 15-minutes recordings was chosen to 
reflect the hour’s consumption. This is supported by studies 
which converted their fifteen-minute dataset to an hourly data 
for the reason that electric dataset are read hourly by spot 
markets [10], [19]. Furthermore, the fifteen-minute data was 
converted to hourly data by using the maximum load because it 
is also used by power utility in determining the hourly load. 
The process of choosing the maximum value from the four, 15-
minutes records was performed using a Java code created by 
the researchers. After the maximum load was chosen, it was 
stored in another table in the database named the hourly table 
which has the following columns: time which is the 
combination of both the date and time column from the source 
table and the corresponding consumed electric load. The final 
result was a clean one-hour kilowatt delivered data which 
would serve as inputs to the models. The new number of 
observation would be 7176 with 7152 observations to be used 
for training the models and the last 24 observation for testing 
the models. 

The number of observations to be used is just efficient for 
the models because a larger amount could lead to an over fitted 
ARIMA model while a smaller amount could lead to an under 
fitted. According to studies, an ARIMA model is only 
applicable to a definite and small amount of data [1], [4], [13]. 
The ARIMA model then generated residual data for ANN to 
process. After the raw date was fed into the ARIMA model, 
residuals were generated and data were plotted in the graph as 
shown in Fig. 3. The residual values that were plotted was a 
random distribution of values with -2680.893454503 as the 
minimum value and 3652.1309335015 as the maximum value. 
The values are within the range between -2680.893454503 and 
3562.1309335015, which means that these values are the 
boundaries for the upcoming residual transformation. These 
values were used during the transformation process. 

 
Fig. 3. Residuals dataset. 

Shown in Table II are the actual residuals and normalized 
residual values which had values ranging from -1 to 1. The 
residuals had a value of -1, which is the minimum value after 
transformation for the minimum actual value -2680.893455 
and 1, which is the maximum value after transformation for the 
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maximum actual value 3652.130934 during the transformation. 
The researchers used Mix-Max transformation technique in 
transforming the residual values into uniformly distributed 
numbers between the network inputs and the output. This was 
supported by studies which used Min-Max transformation in 
order for the values to narrow down and would be used in 
ANN training [9], [10]. 

TABLE II.  THE ACTUAL RESIDUAL AND NORMALIZED RESIDUALS 

Actual 
Normalize
d 

Actual 
Normalize
d 

Actual 
Normalize
d 

-
708.454 

-0.377 
1470.12
4 

0.311 
-
642.885 

-0.356 

-
1175.62
6 

-0.525 
3035.24
0 

0.805 432.493 -0.017 

-
1459.63
1 

-0.525 
3652.13
1 

1 
1564.14
3 

0.341 

-
2070.94
8 

-0.614 
3407.41
7 

0.923 927.397 0.140 

-
1931.53
0 

-0.763 
1507.28
3 

0.323 377.476 -0.034 

-
1601.01
8 

-0.659 
1345.45
2 

0.272 
1319.03
3 

0.263 

2596.55
2 

-0.973 648.332 0.051 522.336 0.012 

-
2680.89
3 

-1 
-
110.761 

-0.095 
-
154.225 

-0.807 

B. ARIMA and ANN Hybrid Model Implementation Results 

The output residuals of the ARIMA forecast was used as 
inputs to the ANN model. Shown in Fig. 4 are the ANN’s 
forecasted values of the residuals for the next 24-hour data. 

 

Fig. 4. ANN residuals forecast plot. 

As observed, the data is in a nonlinear state which also 
came from the residuals which are initially nonlinear. The 
ANN forecast data-driven approach is suitable for this kind of 
empirical data sets where no theoretical guidance is available 
to suggest an appropriate data generating process [11]. In 
addition neural networks are flexible in terms of nonlinear 
modeling capability [9], [11], [12]. As shown in Table III, 
these values were then used in the next process as addends to 
be summed up with the ARIMA forecast. 

TABLE III.  ADDING THE LINEAR AND NONLINEAR FORECASTS 

  
ARIMA  

Forecast 
  

ANN  

Forecast 
  

ARIMA+ANN 

Forecast 

1 26510.853 + -183.272 = 26327.581 

2 25565.625 + -1245.971 = 24319.654 

3 24966.430 + -360.782 = 24605.648 

… … + … = … 

24 28439.424 + -463.978 = 27975.445 

The ARIMA+ANN forecast or the hybrid forecast is the 
final result of the forecasting process. The results are based on 
a researcher’s assumption that when added, the linear and 
nonlinear forecast taken from the ARIMA and ANN models 
would create the final output of the hybrid model [12]. To 
evaluate the forecasting performance, MSE and MAPE were 
computed for the ARIMA model output, ANN model output 
and ARIMA+ANN hybrid model output. Table IV shows the 
MSE of each model. The researchers observed that the 
ARIMA+ANN hybrid model output had the smallest MSE 
among the three models having a sum of 0.98, followed by the 
ARIMA model output with 1.23 and ANN model output of 
16.90. 

TABLE IV.  MSE OF THE OUTPUT OF EACH MODEL 

HOU
R 

ARIM
A 

AN
N 

ARIMA

+ 

ANN 

HOU
R 

ARIM
A 

AN
N 

ARIM

A 

+ANN 

1 0.027 
0.22

0 
0.001 13 0.043 

0.32

3 
0.035 

2 0.048 
0.01

3 
0.033 14 0.037 

0.31

8 
0.061 

3 0.062 
0.04

4 
0.069 15 0.018 

0.17

6 
0.002 

4 0.093 
0.23

5 
0.064 16 0.003 

0.14

3 
0.068 

5 0.086 
0.27

7 
0.010 17 0.018 

0.14

5 
0.009 

6 0.068 
0.19

9 
0.066 18 0.012 

0.17

0 
0.002 

7 0.112 
0.08

9 
0.031 19 0.042 

0.18

4 
0.049 

8 0.111 
0.01

2 
0.081 20 0.026 

0.17

6 
0.038 

9 0.050 
0.16

3 
0.016 21 0.011 

0.12

9 
0.003 

10 0.094 
0.25

6 
0.104 22 0.040 

0.12

7 
0.008 

11 0.106 
0.30

0 
0.152 23 0.017 

0.04

0 
0.030 

12 0.095 
0.31
7 

0.051 24 0.005 
0.00
1 

0.001 
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On all of the hours, the 24th hour gained the lowest MSE 
than the other hours while the 13th hour gained the highest 
MSE. For the ARIMA model output, the 16th hour gained the 
smallest MSE while the 7th hour has the highest MSE. For the 
ANN model output, the 24th hour gained the lowest MSE, 
while the 13th hour has the highest MSE. Lastly for the hybrid 
model output, the 24th hour gained the lowest MSE while the 
11th hour has the highest MSE. The lowest MSE were found in 
the hours after 13 while the highest MSE are found on 13 and 
above it. From the result obtained, MSE from each model were 
below 0.5, and the MSE for both ARIMA and ARIMA+ANN 
hybrid models are below 0.3. According a study, a good 
predictive model has a MSE of below 0.5 [20]. Thus, the 
ARIMA model and the ARIMA+ANN model are suitable 
forecasting model for predicting electric load. 

The MAPE of each model result was also calculated in 
order to evaluate the performance of each output parameter and 
assess whether the model was able to pass to the acceptable 
error for electric load forecasting. In calculating the MAPE, the 
forecasted outputs were subtracted with the actual values and 
then the difference was divided by the actual values. The 
results were then multiplied by 100 for percentage.  Table V 
shows the MAPE of the three models. The ARIMA+ANN 
hybrid model has the lowest MAPE compared to the two other 
models, making it the best fitting model for the dataset. The 
MAPE of each model can also be used to check whether the 
models can be acceptable models for prediction. According to 
a research, the acceptable MAPE error for testing should be 
below 15% in order to say that the model is well-performing 
[21]. The ARIMA and ARIMA+ANN hybrid model was able 
to reach that goal. The MAPE of the ARIMA+ANN hybrid 
model was also below 5% which is the acceptable error of 
power utility making it a fitting model for use. 

TABLE V.  MAPE OF THE OUTPUT OF EACH MODEL 

Model Mean Absolute Percentage Error 

ARIMA Model 5.11% 

ANN Model 16.90% 

ARIMA+ANN Hybrid Model 4.09% 

The researchers also evaluated the ARIMA+ANN hybrid 
model if it can still maintain its forecasting accuracy by 
predicting the 2-days ahead, 3-days ahead, 4-days ahead and 5-
days ahead and  comparing the result to the actual days of 
October 22 - 25, 2014. RMSE and MAPE were used in 
evaluating the forecasting accuracy of the model. As shown in 
Table VI, there is an increase in the RMSE and MAPE of the 
2-days ahead, 3-days ahead, 4-days ahead and 5-days ahead 
from the 1-day ahead forecast. The researchers observed that it 
is not reliable to use the same model for forecasting a number 
of days ahead. Instead, remodeling should occur every time the 
model is being used in forecasting the next day. 

TABLE VI.  FORECASTED RESULTS FROM OCTOBER 21 TO 25 OF 2014  

  OCT. 21 OCT. 22 OCT. 23 OCT. 24 OCT. 25 

RMSE 1741.632 3310.820 2500.884 2030.299 2767.667 

MAPE 4.09% 8.71% 7.43% 4.99% 8.60% 

A visualization of the difference between the actual 
consumed electric load values and the denormalized ARIMA 
forecasted outputs, ANN forecasted outputs, and 
ARIMA+ANN hybrid outputs was also generated for 
evaluation. As shown in Fig. 5, the ARIMA forecasted outputs 
were compared to the actual values of October 21. 

 
Fig. 5. Comparison of the actual load data and the ARIMA forecast. 

It can be observed that in the hours between 1 and 10, the 
ARIMA model has higher forecasted values than the actual 
consumed electric load values. Meanwhile, in the hours 
between 10 and 15, the ARIMA model has lower forecasted 
values than the actual consumed electric load values. The 
values from 15 to 24 are very close to the actual values. 
Overall, the forecasted outputs from the ARIMA model were 
close to the actual values. 

Shown in Fig. 6 is the ANN forecasted output as compared 
to the actual consumed electric load values. The forecasted 
outputs from ANN had a big difference to the actual data, 
compared to the ARIMA forecasted outputs. From the hours of 
1 to 8, the ANN forecasted data was higher than the actual 
values, with the exception of hour 2 which is close to the actual 
value for that hour. The ANN forecast from the hours of 9 to 
23, the forecasted outputs of ANN were very low that that of 
the actual values. Only on the hour of 24 that the forecasted 
data of the ANN has almost predicted the exact value of that 
hour. But as overall result, the forecasted outputs from the 
ANN model were very far from the actual values. The 
properties of the nonlinear estimators depend on the 
assumption that residual errors were independent and normally 
distributed with mean zero and correctly defined variance. 
Violations of this assumption can cause bias in parameter 
estimates, invalidate the likelihood ratio test and preclude 
simulation of real-life like data. The choice of error modelling 
is mostly done on a case-by-case basis from a limited set of 
commonly used models [7], [11], [16]. This is basically why 
ANN residuals forecast has a very far-off prediction as to the 
actual residuals. 
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Fig. 6. Comparison of the Actual Load Data and the ANN Forecast. 

The comparison between the actual values and the 
ARIMA+ANN hybrid forecasted values is shown in Fig. 7. On 
the hours of 3, 6, 7 and 16, the forecasted outputs of the hybrid 
model was higher than that of the actual values. On hour 16, 
the forecasted value was much higher compared to all the 
models having a value 2000 more than the actual value. While 
on the hours of 2, 10 to 13 and 20, the forecasted values of the 
ARIMA+ANN hybrid model was lower than that of the actual 
values. Moreover, the rest of the hours almost had the exact 
value as the actual values with difference ranging from an 
estimate of 250 to 10. The ARIMA+ANN hybrid model 
outputs have the most values closest to the actual values of the 
three models. This was supported by study which also used 
ARIMA+ANN in which the hybrid model is able to perform 
well in terms of accuracy for every component model used in 
isolation [12]. 

 
Fig. 7. Comparison of the Actual Load Data and the ARIMA+ANN 

Forecast. 

A plot diagram shown in Fig. 8 shows the difference 
between all three models as to how each model are close to the 
actual consumed electric load values. From hours between 1 
and 8, most of the forecasted values are higher than the actual 
values. ARIMA and the hybrid model are closest to the actual 
value while the ANN was farther away, except for hour 2. On 
hours of 9 to 22, most of the forecasted outputs were lower 
than the actual values, with the exception of hour 16 of the 
hybrid model and hour 17 of the ARIMA model which has 
values above the actual values. On hours 23 and 24, the values 
were near to the actual values with hour 24 of the three models 
almost captured the exact value. 

 
Fig. 8. Comparison of the Actual Load Data and Forecast of All Three 

Models. 

As for the overall comparison of results, the forecasted 
outputs of the ARIMA+ANN hybrid model was closer than 
that of the ARIMA and ANN models. The forecast difference 
of the ANN model can be the result of the data input since only 
one column was fed to the ANN model and because of its 
usage as an error model. The ANN model being used acts like 
an error model since its inputs are the residuals of the ARIMA 
model, but the error model itself can still be used as an 
individual forecasting model [12]. Additionally, the researcher 
also stated in his study that the ANN error model may not give 
out good results if used individually. A separate study supports 
this assumption that the ARIMA+ANN hybrid model has 
better accuracy than the individual models because of how the 
ARIMA model caters to the linearity of the dataset and how the 
ANN model caters to the non-linearity of the same dataset [22]. 

IV. CONCLUSION AND RECOMMENDATIONS 

This study attempted to implement and evaluate the 
performance of ARIMA, ANN and ARIMA+ANN hybrid 
models in predicting day-ahead electric load.  A Java-based 
system was created which calls R for the ARIMA model and 
integrates Engoc library for the ANN model.  Compared to the 
ARIMA(8,1,2) and the ANN model which used Resilient 
Propagation as the training algorithm and Hyperbolic Tangent 
as the activation function, the ARIMA+ANN hybrid model 
yielded the best forecasting performance with a MAPE value 
of 4.09% and a RMSE value of 1959.41 ARIMA+ANN hybrid 
model also obtained an error rate which is below the acceptable 
tolerance error of 5%. Since the results of the ARIMA+ANN 
hybrid model has a lower MAPE than that of the ARIMA 
model and the ANN model, the hybrid model thus generate 
better result in prediction than solely using ARIMA and ANN. 

This study only focuses on the ARIMA and ANN hybrid 
models; however, there are still other forecasting models that 
could also be viable in predicting day-ahead electric load. 
ARCH is one of the later model created that has the ability to 
read both linearity and non-linearity of data, however it is more 
into the linear side and could possibly be used in a hybrid 
model with ARIMA. Other hybrid models may also yield an 
even lower percentage error than that of this study and could be 
crucial in determining the better predicting model for an 
electric load dataset. R Statistical Studio and Encog library are 
two of the open source IDE and library, respectively, used in 
creating the hybrid model. R has no libraries that can allow it 
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to be integrated in Java and is solely able to predict linear data 
while Encog has limited training algorithm and activation 
function. The possibility that using other development 
environments or libraries can lead to a better forecast or using a 
system that can handle both linear and nonlinear predicting 
models might gain a better result than using separate ones. 

The results of this research clearly suggest that the use of a 
hybrid model that caters the linearity and non-linearity of a 
dataset proves to be a better technique for a day-ahead electric 
load forecasting rather than the use of an individual model. 
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Abstract—Creating detection rules of attacks on web 

applications is not a trivial task, especially when the attacks are 

launched by experienced hackers. In such a situation, human 

expertise is essential to produce effective results. However, 

human users are easily overloaded by the huge input data, which 

is meant to be analyzed, learned from, and used to develop 

appropriate detection rules. To support human users in dealing 

with the information overload problem while developing 

detection rules of web application attacks, we propose a novel 

technique and tool called Interactive Visual Decision Tree 

(IVDT). IVDT is a variant of the popular decision tree learning 

technique introduced in research fields such as machine learning 

and data mining, with two additionally important features: 

visually supported data analysis and user-guided tree growing. 

Visually supported data analysis helps human users cope with 

high volume of training data while analyzing each node in the 

tree being built. On the other hand, user-guided tree growing 

allows human users to apply their own expertise and experience 

to create custom split condition for each tree node. A prototype 

implementation of IVDT is built and experimented to evaluate its 

effectiveness in terms of detection accuracy achieved by its users 

as well as ease of working with. The experiment results prove 

some advantages of IVDT over traditional decision tree learning 

method, but also point out its problems that should be handled in 

future improvements. 

Keywords—Interactive analytics; security visualization; visual 

decision tree; web application security 

I. INTRODUCTION 

Decision tree learning is a popular technique for solving 
object classification problem, which is a common task in 
research fields such as machine learning and data mining. One 
of the reasons for this popularity is its ability to handle multi-
dimensional data well. Another notable feature of decision tree 
learning is its human friendly presentation of learning result. 
Compared with other classification techniques like artificial 
neural network or support vector machine, whose results are 
rather black boxes to external users, decision tree learning 
produces hierarchical sequences of classification rules that are 
easy to understand and follow. It is even better when these 
sequences of rules are displayed in visual forms in which the 
most popular one is node-link diagram. In these diagrams, 
nodes correspond to collection of data objects, and links (i.e. 
edges) correspond to conditions to partition similar objects into 
subsets. Human users can classify a data object manually by 
starting at the root node and subsequently following links 

whose conditions the object satisfies, until reaching a leave 
node, with a specific class label, i.e. the classification result. 

The presentation of decision trees and the way those trees 
are constructed are more or less can be done manually by a 
human user. Indeed, there are several unique benefits by 
integrating human users into decision tree building process. 
Firstly, it is the direct application of users‟ specific domain 
knowledge to construct trees. Automatic tree building 
algorithms tend to serve as general solutions to classification 
problems, so it is difficult or not natural to inject expert 
knowledge to guide the tree building process. Furthermore, 
algorithms implementers are usually data scientists, not domain 
experts, hence they may not see the problems being solved the 
way actual users see. In contrast, when real users are involved 
into tree building process, they can guide the construction 
using their own knowledge and experience. As an example, 
although “first name” and “password” are both, textual data, 
their meaning and natural pattern are different. Considering 
them as text, as general decision tree algorithms do, will lost 
their important differences. These losses will not happen when 
domain knowledge is applied appropriately when building 
trees. 

Secondly, when human users actively participate in tree 
construction phase, they will understand more clearly and use 
the resulted tree more effectively in classification phase. By 
joining the tree construction process, human users get an 
overview picture of the dataset and the distribution of each 
attribute. From this knowledge, they see the reasons behind 
node splitting rules and priorities among data object‟s 
attributes. This gained insight, in turn, helps them work more 
effectively with the resulted tree in classifying data objects. 
They can even start over the tree construction phase when 
seeing the final result not satisfying. Starting over with 
experience gained from previous works can create a total 
different tree. Again, this effect is not trivial to implement in 
automatic tree construction. 

The last, but not least, benefit is the flexibility in dealing 
with different data types and forming node splitting conditions 
human users can achieve. In automatic tree construction, only a 
limited data types, such as numeric or nominal, can be used 
directly. More complicated types need to go through a 
reprocessing phase before they can be used. Because the 
reprocessing and construction phases are independent, it is not 
possible to determine in advance if a reprocessing method is 
suitable for a particular data attribute. This makes the 
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reprocessing phase complex and time-consuming. On the other 
hand, in human-guided tree construction, reprocessing task is 
integrated into tree construction phase. As a result, using and 
changing reprocessing methods have instant feedbacks, thereby 
reducing time and complexity. Furthermore, unlike automatic 
algorithms which only produce simple predefined splitting 
rules, human users can enter any computable Boolean formulas 
for each tree node, making it quite flexible for classifying 
complex objects. 

With the above benefits, it is natural to integrate human 
users into decision tree building technique to solve complex 
classification problems, one of which is the attack recognition 
of users‟ inputs on web applications. There are several reasons 
to integrate human security administrators into decision tree 
building process for the web application attack recognition 
problem. The first reason is computer attacks in general, and 
web application attacks in particular, are usually complicated. 
Because the web is one of the most popular platforms used 
today, its users have many differences in technical skills and 
background. This results in the determination whether a piece 
of user input is normal or not cannot be completely objective. 
For a particular instance of user input, one security 
administrator may see it as normal, yet another administrator 
may see it as abnormal. That is because besides the input data 
itself, it is necessary to consider its surrounding context, such 
as the user who creates it and the environment in which it 
resides, to make a fully informed decision. Without the direct 
involvement of a human administrator, it is not easy to 
integrate this context information into the classifier. 

The second reason is related directly to the technique used 
to recognize web application attacks. As mentioned earlier, 
among machine learning methods, decision tree learning is one 
of the most human-friendly approaches, both for constructing 
classifiers as well as using learned results to classify data 
objects. As a result, integrating human users into decision tree 
learning is a natural choice to take advantages of the human 
reasoning capability and powerful computer data processing at 
the same time. This leads to the next question that we need to 
address: how to integrate human administrators into decision 
tree building effectively? 

Because human users interact with computing systems via 
the user interface components, these are the places where most 
integration happens. The user interface should be designed to 
communicate effectively with its main users, in this case are 
the web application security administrators. Although there are 
many methods of communication, interactive visual interface is 
one of the most preferred methods. Unlike traditional text-
based command line interface, interactive visual interface can 
provide more natural interaction and intuitive appearance to the 
users. Furthermore, when working with a high volume of input 
data, displaying it visually helps users overcome the 
information overload problem. 

From the reasons mentioned above, in this paper we 
describe a method and tool called Interactive Visual Decision 
Tree (IVDT) whose purpose is to support web application 
security administrators in creating attack detection rules. IVDT 
is an interactive visual tool for building decision trees, 
specifically targeting at web application input classification. 

Given a collection of data input objects and their respective 
labels, security administrators can use IVDT to build visual 
decision trees which are used later to classify unknown inputs. 
But before proceeding further, it should be noted that although 
IVDT provide some unique advantages, it is not meant to 
replace automatic classification methods. Instead, we believe it 
should be used together with other techniques to utilize the 
strengths of all, especially in a complicated domain like 
security. 

The rest of the paper is structured as follow: In Section II, 
we review the related works for this research; in Section III, the 
user interaction and data visualization of IVDT are described in 
detailed; the prototype implementation of IVDT is introduced 
in Section IV; Section V is used to describe our experiments 
and their results; and finally Section VI concludes the paper 
with lessons learned and a plan for future works. 

II. RELATED WORKS 

A. Decision Tree Learning 

One of the most popular decision tree learning algorithms is 
the ID3 (Iterative Dichotomiser 3) proposed by Quinlan [1]. 
The input for this algorithm is a dataset containing data objects 
in many classes. Each data object in the dataset has the same 
number of data attributes and is in one particular class. At each 
step, ID3 selects a data attribute that has not been used and 
creates a formula on it to split the data objects into subsets. All 
data objects in a common subset have the same outcome when 
applying the split formula. The decision to select which unused 
attribute at a step to create a split formula is based on a value 
called information gain of that attribute. 

The information gain (IG) is defined as 

    (      )  ∑ (        ) (1) 

In (1), H(parent) is the entropy of the parent node before 
splitting, and ΣH(children) is the weighted sum of the entropy 
of all child nodes that are the result of the split. Entropy of a 
node N, in turn, is defined as 

 ( )   ∑(        )   (2) 

In (2), pi is the percentage of data objects in node N having 
i as the common class label. The goal of ID3, and other 
decision tree learning methods, in creating split conditions is to 
have the child nodes purer than the parent node. One of the 
disadvantages of ID3 is its inability to work on continuous 
domain data types without a preprocessing step. 

Some of the limitations of ID3 are solved in C4.5, another 
decision tree learning method also proposed by Quinlan [2]. 
Among the improvements, C4.5 algorithm can handle 
continuous data attributes by generating a threshold for each of 
them, and use this value to split the parent node into two child 
nodes. Data objects having attribute values higher than the 
respected threshold are put into one child node, and the rest are 
put into the other child node. Another notable improvement of 
C4.5 compared with ID3 is that it can work with data objects 
missing values on some attributes. These missing values are 
simply not used in entropy and information gain calculations 
when deciding which attributes to use in split formulas. 
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CART (Classification and Regression Trees) is another 
popular technique for decision tree learning, proposed by 
Breiman et al. [3]. This technique is useful not only for 
classification, but also for regression. The output of CART is 
determined by the type of the dependent variable: if the 
dependent variable is categorical, the resulting tree is a 
classification tree; on the other hand, if the dependent variable 
is numeric, the resulting tree is a regression one. Like other 
decision tree learning methods, CART algorithm follows a 
greedy approach, i.e. at each step a split on a node is chosen as 
to maximizing the purity of the resulting child nodes. The 
purity metrics can be deviance, entropy, or gini index. 

B. Interactive Decision Tree Learning 

One of the earliest works on interactive decision tree 
learning was proposed by Ankerst et al. [4]. In that work, the 
authors used a multidimensional visualization method on the 
training data to support the users in selecting the split point 
optimally. The visualization technique is pixel-oriented, similar 
to the Circle Segments method [5], in which each attribute 
value is mapped to a particular color based on the class of the 
data object having that attribute value. Different attributes‟ 
values are positioned in separate areas. For data objects with D 
attributes, a circle with D segments, each segment for one 
attribute, is used to represent them. In each segment, the data 
values of the respective attribute are positioned from the center 
of the circle to the outer border line-by-line, each line is 
orthogonal to the segment halving line. The human users can 
select an unused attribute to create a split formula on it to grow 
the decision tree. They can also remove an attribute from the 
current decision tree, to backtrack to a previous state. 

Another research on interactive decision tree learning is the 
PaintingClass by Teoh & Ma [6]. PaintingClass is a system for 
interactive construction, visualization and exploration of 
decision trees. Although the main objective of PaintingClass is 
to interactively construct decision trees, its other two 
objectives, visualization and exploration, are not less 
important. In fact, visualization and exploration features help 
PaintingClass‟s users have a better understanding of the 
underlying data, which in turn, make them be able to create 
small and accurate trees. Parallel coordinate visualization [7] is 
used in PaintingClass to display multi-dimensional objects in 
two-dimensional screen. 

BaobabView is another work in this category [8]. Its user 
interface design has some differences compared with the 
previous works. The three most important visual areas of it are 
decision tree main view, attribute view, and confusion matrix 
view. The decision tree main view displays the decision tree 
being built in a node-link diagram. The nodes are containers of 
data objects, while the links display the flow of data objects 
from parent nodes to child nodes. Sizes of nodes and links 
correspond to the number of data objects they contain. Details 
about attributes‟ values of a selected node are shown in the 
attribute view. These values are sorted based on some impurity 
metrics such as information gain [1], gain ratio [2], and gini 
gain [3] to help users in seeing the overall data value 
distribution, and using that information to create appropriate 
split formula for the selected node. The confusion matrix view 
displays the correct and incorrect classified objects, to give 
users instant feedback for their choices. 

C. Security Visualization 

Security visualization is a multi-disciplinary research field 
studying the use of information visualization techniques to 
solve computer security problems. In security visualization 
systems, human user is an integral part. The reason behind this 
tight integration is to combine the powerfully graphical 
capability of computers with the efficiently visual analysis of 
human to solve complex security problems. This combination 
creates new advantages that are difficult to achieve when either 
human analysis or computer processing is used individually. 
One of the notable advantages is to help human users 
overcome the information overload issue when working with 
security data, thereby letting them make informed decisions. 

In a research, Choi et al. used parallel coordinate method 
[7] to visualize network traffic for security administrators to 
detect large-scale internet attacks such as worms, DDoS, or 
network scanning activities [9]. Because each type of attacks 
has a particular visual pattern when visualized (the authors 
called them visual attack signatures), administrators can easily 
and quickly recognize them. After recognition, the 
administrators can further investigate the traffic data source in 
more detailed to see if the attacks are true or not. Although the 
final decision is made by human users, this visualization does 
enhance the decision making process by reducing the time and 
effort of administrators in analyzing high volume traffic data. 

Security visualization is not only helpful for security 
experts, but also for average end users. End users need simple 
but effective software interface to accomplish their tasks. But if 
the tasks are security – related, the interface is rarely simple. 
One such task is sharing files between users. Because there are 
many rules governing the final permission of the shared files or 
folders, the interface to configure permission is rather 
complicated. To make the file sharing task simple and secure at 
the same time, Heitzmann et al. developed a visually secure 
interface for NTFS file system [10]. This interface uses 
Treemap [11] to display hierarchical folder structure with 
different colors for different permission levels. Because colors 
can be effortlessly differentiated by human, it is easy for a user 
to know if moving/copying files/folders to new locations 
violates their original permissions or not. Another task 
deserves looking at is web browsing. This is a popular task and 
involves many security decisions to be made by the users 
during a browsing session. As a result, browser software 
vendors invest much effort in designing visual interface 
components to communicate with their users about security 
information, such as sites protected by SSL/TLS, cookies, 
possible phishing sites, etc. A more comprehensive survey 
about browsers‟ security designs is given in [12]. 

One similar research of this work was proposed by Dang 
and Dang [13]. In that research, the authors described a 
security visualization technique to analyze user inputs on 
HTML web forms. Multi – levels zooming is used to provide 
administrators different levels of detailed views, depends on 
their needs. Unlike traditional text display method, with this 
visualization technique, the authors demonstrated that 
thousands of user input data objects can be displayed and 
analyzed at a time. Furthermore, built-in interactions support 
security administrators in selecting and viewing specific subset 
data in more detailed. By working directly with user input data, 
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human administrators can have an overall understanding of the 
structure of the web application they are trying to protect as 
well as its environment (input forms, types of user, 
complexities of attacks, etc.). This understanding is not easily 
to obtain when they only work on the surface with automatic 
tools like IDS, IPS. The difference between that research and 
our work is that ours go a step further by providing a tool not 
only for analyzing user inputs, but also for developing attack 
detection rules in the form of decision trees. 

III. VISUALIZATION AND INTERACTION DESIGN 

A. Problem and Solution Specification 

In this section, we describe the format of user input data 
used by administrators to develop attack detection rules and 
details about the decision trees being built. Although web users 
can input data at any accessible location, these data objects 
must follow some predefined structures. These structures are 
determined in advance by web developers. As an example, the 
data objects to log in to an e-commerce website may contain 
fields such as “username” and “password”, while the data 
objects to sign up an account may contain more fields like 
“first name”, “last name”, “email”, “address”, “telephone 
number”, etc. However, the data objects for a specific action 
will have the same structure. For each action, because of the 
similarity of its data objects, a decision tree can be built on it to 
classify data objects into either normal or attack. 

More specifically, each user input record is considered as a 
separate data object. In general, if an action requires a data 
record with N input fields, the corresponding data object will 
have N attributes. In reality, administrators can choose to 
exclude some fields if they think these fields are not necessary 
for recognizing attacks. Each data object used in the tree 
building phase has a class label, which is either normal or 
abnormal. In the verification phase, the result tree is used to 
compute the class label for new data objects. In the beginning, 
all data objects are in the same node, root node, of the decision 
tree. The administrators then create a Boolean rule, with one 
unused attribute, for the root node. Data objects satisfy that rule 
are copied to a child node of the root, while the others are 
copied to the other child. This process continues until all data 
objects in a node having the same class, or when the 
percentage/number of data objects in one class is small/big 
enough. When a new object is put into the tree, it will follow 
the created rules until reaching a leave node whose label is 
assigned to the new node. 

B. Visualization and Interaction Design 

When building attack recognition decision tree, 
administrators selects a node which contains a collection of 
data objects, i.e. user input data records, enters a Boolean split 
expression for the selected node to spit its contained data 
objects into two child nodes. This process continues until the 
whole tree is built. To support the administrators in analyzing 
data and determining appropriate split expressions, we provide 
two supporting tasks, node analysis and tree analysis. The main 
tasks and their relationship are depicted in Fig. 1. 

 
Fig. 1. The main tasks provided by ivdt for security administrators. 

Node analysis: this task is used to inspect a selected node in 
details. The administrators can try different functions on any 
unused attributes to see how the data objects distribute. 
Usually, the pair of <attribute, function> that separates the 
data objects most should be chosen to create the split 
expression for the selected node. We provide a supported 
visual interface for this task, which is shown in Fig. 2. In 
Fig. 2, the pie chart displays the percentage of normal and 
abnormal data objects in the selected node. On the right of the 
pie chart are the distributions of data objects when custom 
functions are applied to unused attributes. The outputs of the 
custom functions are mapped to the X – coordinate, while the 
Y – coordinate is used to represent the number of data objects 
having the same X position, similar to the histogram 
presentation method. In Fig. 2, there are 2 distributions and it is 
easy to conclude that function 2 (segment (c) of Fig. 2) 
separates data objects better than function 1 (segment (b) of 
Fig. 2), and as a result, the administrators should use function 2 
as the split expression. 

 
Fig. 2. Visualization of a node and custom functions: (a) Distribution of data 

objects over the whole node; (b) & (c) Distribution of data objects as 

histogram of custom functions on selected unused attributes. 
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Fig. 3. Visualization of the attack detection decision tree. 

Split expression creation: when the administrators finish 
analyzing a node, they can create a Boolean split expression for 
that node. The general form of the split expression is S(ai), in 
which S is any Boolean function and ai is any unused attributes 
of the selected node. Because the split expression is a Boolean 
function, it maps the data objects into two groups. Data objects 
having the same output value are put into the same child node 
of the selected node. In this implementation, for no particular 
reason, the left child node is used to store data objects not 
satisfying the split expression and vice versa. 

Tree analysis: after a split expression is created for a 
selected node, that node expands into two child nodes. This 
results in a new tree. The tree reflects the overall progress the 
administrators have made in developing attack detection rules. 
In contrast with node analysis, which provides a tool for local 
optimization, tree analysis focuses more on the global goal, i.e. 
it answers the question: how good is the attack detection 
decision tree being built? It does so by displaying the whole 
tree using pre-attentive visual attributes [14] to communicate 
crucial information with administrators quickly and naturally. 
More specifically, color is used for data objects‟ class label and 
node size is used for number of data objects in a node. These 
two graphical attributes together with tree‟s depth give 
administrators an approximate estimation of the goodness of 
the tree. Based on this subjective estimation, administrators can 
adjust their split expression strategy for new child nodes, or 
start over with a new tree. A sample visual decision tree is 
displayed in Fig. 3. 

IV. IMPLEMENTATION 

To experiment with the proposed technique, we‟ve 
developed a prototype implementation of IVDT. The general 
architecture of the prototype is depicted in Fig. 4. The main 
components in the architecture are described below. 

The User input Database: this is used to store the input 
records from external users of the target web application. Each 
input record contains a collection of <name, value> pairs. In 
each pair, name is a fixed value predefined in advance by the 
web application developer while value is an actual value 
entered by the web application user. All input records have the 
same structure, i.e. having the same number of <name, value> 
pair and the same name elements. If an input record has a 
different structure, there is a high chance that it is the direct 
result of form modification attack [15]. 

 
Fig. 4. Main components of the prototype implementation of IVDT. 

The Data Mapping: the rules to retrieve data from the User 
input Database and map them into data objects suitable for 
processing are stored here. These rules specify the custom 
transformation for each input record field from its raw domain 
to another. For example, a textual input value of a field can be 
mapped into a numeric value for further processing. This 
component is also used to exclude fields that are not necessary 
in building decision tree. For example, fields like submit 
buttons always contain the same value for every input, so they 
do not provide any meaning in decision tree building and 
should be excluded at this step. 

The Data objects: these objects are created from the user 
input records after applied the rules specified in the Data 
Mapping component. Besides a collection of <name, value> 
pair, each data object contains a class label, which is either 
normal or abnormal. The class label can be set by security 
administrators manually or by IDSs automatically. 

The Dynamic expression execution: although the attributes 
contained in each data object can be of any type, e.g. Boolean, 
integer, real number, character string, etc. not all types are 
suitable for human analysis. In fact, we argue that choosing 
which data type/value to present an attribute is more or less a 
subjective decision. As an example, consider an attribute 
storing street addresses of buyers in an e-commerce web 
application, in our opinion, it will be more intuitive to analyze 
when these addresses are presented as distances to the target 
shop. But other people may prefer textual addresses to numeric 
distances and it is not unusual. To support different needs of 
different people, we develop the Dynamic expression 
execution component, which is responsible for converting 
attribute values from one domain to another at run time. The 
role of this component is somewhat similar to the role of Data 
Mapping component with one difference: the conversions here 
are done at run time. As a result, the transformation rules 
specified in Dynamic expression execution are not as complex 
as the ones specified in the Data Mapping component, but they 
can change data object attributes‟ values in real time. This real 
time support is important because it helps administrators in 
experimenting with different expressions to find the most 
suitable one to present an attribute. Once an expression is 
chosen, it is not difficult to turn it into a Boolean expression in 
order to create a split condition with that attribute. We use Java 
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Expression Library [16] to implement the Dynamic expression 
execution component. 

The Node visualization: this component is responsible for 
displaying each selected node in detail according to the 
interface depicted previously in Fig. 2. As shown in Fig. 2, the 
selected node is visualized as a pie chart presenting the 
percentages of data objects with normal or abnormal class 
label. In addition to the pie chart, some bar charts presenting 
the distribution of the output values achieved by applying the 
Dynamic expression execution on an attribute are also 
displayed. The library JFreeChart [17] is used to implement the 
Node visualization. 

The Tree visualization: this component is responsible for 
displaying the whole decision tree being built. The 
visualization method is depicted earlier in Fig. 3. As shown in 
Fig. 3, the relative size of each node corresponds to the number 
of data objects contained in that node. In turn, each node is 
visualized as a pie chart, similarly to the way the Node 
visualization does. Seeing the whole tree as it being built helps 
administrators in keeping track of their overall progress and 
also evaluating their current work result. We use JUNG (Java 
Universal Network/Graph Framework) [18] to organize tree 
elements, i.e. nodes, edges, layout, etc. as well as visualize it. 

V. EXPERIMENTS 

There are two main objectives in our experiments. The first 
one is to measure the effectiveness of the proposed technique 
in recognizing attacks on web applications. Because attack 
detection rules are created by human users, in combination 
with the support of IVDT, the measured result does not only 
depend on our technique, but also depend on the skills and 
experience of the users. Despite this fact, the way users 
perform their analysis to create detection rules is also affected 
by the functionality of the provided tool, so the effectiveness 
we obtain is related to the proposed technique to some extent. 
In particular, the effectiveness is evaluated as the true positive 
rate and true negative rate of the resulted visual decision tree in 
classifying user inputs. The second objective of our experiment 
is to evaluate the ease or difficulty users have when using 
IVDT to create attack detection rules. For this objective, we 
follow a qualitative approach by interviewing the users 
directly. 

A. Data Generation 

Without loss of generality, the data being analyzed is 
supposed to be sent to a sign up action. This action is common 
on many types of web applications such as e-commerce, 
bulletin board, online social network, etc. On the input data, 
there are some fields which are easy to define which values are 
normal or not. Some examples are fields used to store email 
address, date of birth, and phone number. On the other hand, it 
is more difficult to define the patterns of normal values for 
fields like first name, last name, and password. Because both 
types of input fields are contained this example, we can see if 
there is a difference on the way users working on them. 

The data objects in our experiments are generated 
automatically. They are labeled as either normal or abnormal. 
The abnormal data objects are malicious inputs on the sign up 
action. In particular, these malicious inputs are composed of 

SQL injection (SQLi) and Cross-site scripting (XSS) attacks. 
We choose SQLi and XSS because they are among the most 
popular attacks on web applications today [19], even though 
they existed long ago. The data generation processes are 
described below. 

Normal data generation: We use the tool GenerateData [20] 
to generate normal data. It supports many different types of 
data such as human data (first name, last name, email, 
company, etc.), geo data (street address, city, region, 
latitude/longitude), credit card, text, numeric, etc. We also 
create a database table to store the artificial generated data. 
Each record of the database table corresponds to a data object 
and each table field corresponds to an attribute of the 
respective data object. There is an additional field used to store 
the label of the data object. For data objects generated by the 
GenerateData tool, their labels are assigned normal value. 

Abnormal data generation: As described above, abnormal 
data are SQLi and XSS attacks, so they are generated by 
another tool. In the experiments, the attack values are created 
by the HackBar add-on for Mozilla Firefox browser [21]. The 
main purpose of this tool is to help web developers audit their 
code and look for security holes. The process we use to 
generate an abnormal data object is as follow: firstly, we use 
HackBar to generate an attack value; secondly, we select a 
random data object stored in the database table; and finally, we 
select a random field of the selected data object and replace its 
value with the generated attack value. 

The total data objects generated is 1000, in which 800 are 
normal and 200 are abnormal. We further divide them into two 
sets: training set and testing set. Each set has the same number 
of normal and abnormal data objects (i.e. 400 normal and 100 
abnormal objects in each set). 

B. Experiment Settings 

At this stage, our main objective is to get initial feedback 
about the proposed technique so that we can learn and improve 
them appropriately. Therefore, these experiments do not 
involve with many people. Instead, we invite three security 
practitioners, who are also members at our security lab, to try 
the prototype and give their opinion about it. These volunteer 
people all have adequate knowledge and skill about web 
application security. We record the action steps the security 
practitioners do during their assigned experiments, with their 
permission, to analyze further. 

Before the security practitioners do their assigned tasks, we 
give them a brief tutorial about the main components of our 
prototype and the decision tree classification method. Because 
the security practitioners already know about SQLi and XSS 
attacks, these information are not covered in our tutorial. But 
we do stress the use of the Dynamic expression execution 
component as well as the visual display to analyze and develop 
SQLi and XSS attack detection rules. At the end of the tutorial, 
we tell the volunteers to write attack detection rules as 
precisely and compactly as possible. 

C. Observed Action Steps 

The common steps that the security practitioners do 
according to our observation are: 
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At first, when there is only the root node, they look through 
all attributes of the data objects. They do not apply any 
transformation on any field, but just sees the field‟s values in 
their originals. Maybe doing so can give them an overview of 
the distribution of values of each attribute. 

After that, these people try some transformations on some 
attributes. We find that the most frequently used 
transformations they apply are length() and indexOf(), which 
return the length of an input string and the position of an input 
pattern in another input string respectively. Maybe these 
transformations are simple but effective enough to detect 
abnormal values, especially for human readable attributes like 
“first name” and “last name”. These human readable attributes 
are also chosen before other attributes as split attributes. 

Finally, for random attributes like password, it is more 
difficult for them to decide which value is normal and which 
one is not. As a result, the transformation rule they create on 
password field is rather complicated with many string 
functions combined together using Boolean functions such as 
AND and OR. Maybe foreseeing this complexity, split 
conditions for complex attributes are created near or at the 
leaves of the decision tree only. 

D. Results and Discussion 

After the security practitioners finish their assigned tasks, 
we ask them some questions to get their feedback on the 
usefulness or otherwise of the prototype. We also measure the 
detection performance of their result decision tree. Therefore, 
we divide our evaluation into two parts: quantitative result and 
qualitative result. 

 
Fig. 5. All of the result trees have this similar form: they are skew toward 

the normal side. 

Quantitative result: it takes around 15 minutes for the 
security practitioners to completely build attack detection rules 
in the form of a decision tree. Among the three people, one 
uses only 11 minutes to finish his task, while another uses 18 
minutes. The action steps they do follow similarly to the ones 
described in the previous section. The height of all the resulted 
decision tree are 5 and they are rather unbalanced toward the 
normal class. This can be explained by the approach the 
security practitioners use to create the split condition for each 

node, i.e. these conditions focus on the recognition of attack 
patterns. So, as soon as a data object attribute‟s value matches 
such patterns, this data object is considered abnormal and the 
process can terminate immediately. On the other hand, when a 
data object attribute‟s value does not match any attack pattern, 
the remaining attributes should still be checked. When testing 
with our generated dataset described previously, the average 
true positive rate is 95% (92/97) and the average true negative 
rate is 100% (403/403). The visualization of one of the resulted 
trees is displayed in Fig. 5. 

Qualitative result: we ask the security practitioners what 
they like or don‟t like about IVDT. Their responses are similar 
to what we expected. To summarize, all of them like the way 
we visualize each node (in Node analysis task) and the whole 
tree (in Tree analysis task) to support the tree building process. 
Two of them think the Dynamic expression execution feature is 
useful because it helps them in trying out different tests at run 
time, thereby being able to apply their relevant skills and 
knowledge directly. The volunteers also provide some useful 
feedbacks to improve IVDT. Two of them suggest that we 
should complement this tool with a feature to build trees 
automatically so that they can compare their results with the 
automatic result version, and/or they can use the automatic 
result as the base from which to make more refinements 
manually. One other important suggestion is that our tool 
should integrate with available web application IDSs or 
firewalls to reuse their large existing attack detection rules. 

VI. CONCLUSIONS AND FUTURE WORKS 

In this paper, we have proposed and developed a visual 
interaction technique to support security administrators in 
building detection rules of attacks on web applications. The 
technique is based on decision tree learning and is enhanced 
further by adding data visualization and user interaction 
supports into the tree building process. Unlike traditional 
decision tree learning, our technique is user – driven. In other 
words, human users manually create classification rules, with 
necessary supports from the IVDT tool. Our proposed 
technique possesses some advantages over traditional decision 
tree learning. Some of the most important advantages include: 

Firstly, knowledge of users is applied directly. Because 
users directly analyze data objects and enter split conditions for 
each node, they can utilize their existing domain knowledge 
into the rules creation process. This can result in better 
classification trees. 

Secondly, users gain not only result, but also insight about 
the target web application and its environment. When 
analyzing data to create split conditions, users do not only 
create decision trees but also have an overview picture of the 
data objects, attributes, and values‟ distribution. This insight is 
difficult to achieve when using an automatic tool. 

Finally, classification rules can be made quite flexibly. 
Because classification rules are entered by human users, they 
can be quite flexible. For example, the data attributes used in 
split conditions can be of any type, not just numeric or nominal 
types; and custom functions used on data objects‟ attributes can 
produce many types of outcomes. 
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However, the proposed technique still has several issues 
that need to be addressed in the future. 

Firstly, due to some external constraints, we can invite only 
three security researchers in our lab to join the experiments. 
Because of the small number of participants, the experiment 
result may not be representative for the general security 
administrators. In future experiments, we plan to invite more 
people with different backgrounds to have more feedbacks. In 
addition to security experts, we also invite students majored in 
computer science to join the experiments. The purpose of 
having computer science students in future experiments is to 
consider the appropriateness of using this tool for security 
teaching. 

Secondly, because the number of data objects in the 
experiments is only average, we cannot evaluate the 
appropriateness of our using IVDT with very big data. For 
example, when there are many attributes in the training data 
objects, it is not trivial to select the first attribute to create the 
split condition. Similarly, when the decision tree being built is 
very big, displaying it on the computer screen at once in a 
meaningful way is also a difficult problem to which we will 
pay more attention in future works. 

ACKNOWLEDGMENT 

This research is funded by Vietnam National University 
HoChiMinh City (VNU-HCM) under grant number C2018-20-
12. 

REFERENCES 

[1] J. R. Quinlan, “Induction of Decision Trees,” Mach. Learn., vol. 1, no. 
1, pp. 81–106, 1986. 

[2] J. R. Quinlan, “C4.5: Programs for Machine Learning,” Morgan 
Kaufmann San Mateo Calif., vol. 1, no. 3, p. 302, 1992. 

[3] R. A. Breiman, Leo and Friedman, Jerome and Stone, Charles J and 
Olshen, “Classification and regression trees,” 1984. 

[4] M. Ankerst, C. Elsen, M. Ester, and H.-P. Kriegel, “Visual 
classification: an interactive approach to decision tree construction,” in 
Proceedings of the fifth ACM SIGKDD international conference on 
Knowledge discovery and data mining - KDD ‟99, 1999, pp. 392–396. 

[5] M. Ankerst, D. Keim, and H. Kriegel, “„Circle Segments‟: A Technique 
for Visually Exploring Large Multidimensional Data Sets,” in Proc. 
IEEE Visualization ‟96, Hot Topic Session, 1996, pp. 5–8. 

[6] S. T. Teoh and K.-L. Ma, “PaintingClass: interactive construction, 
visualization and exploration of decision trees,” in Star, 2003, pp. 667–
672. 

[7] A. Inselberg, “The plane with parallel coordinates,” Vis. Comput., vol. 
1, no. 4, pp. 69–91, 1985. 

[8] S. van den Elzen and J. J. van Wijk, “BaobabView: Interactive 
construction and analysis of decision trees,” in IEEE S. Vis. Anal., 2011, 
pp. 151–160. 

[9] H. Choi, H. Lee, and H. Kim, “Fast detection and visualization of 
network attacks on parallel coordinates,” Comput. Secur., 2009. 

[10] A. Heitzmann, B. Palazzi, C. Papamanthou, and R. Tamassia, “Effective 
visualization of file system access-control,” in Lecture Notes in 
Computer Science (including subseries Lecture Notes in Artificial 
Intelligence and Lecture Notes in Bioinformatics), 2008, vol. 5210 
LNCS, pp. 18–25. 

[11] B. Johnson and B. Shneiderman, “Tree-Maps: S Space Filling Approach 
to the Visualization of Hierarchical Information Structures,” 1991, pp. 
284–291. 

[12] T. K. Dang and T. T. Dang, “A survey on security visualization 
techniques for web information systems,” Int. J. Web Inf. Syst., vol. 9, 
no. 1, 2013. 

[13] T. T. Dang and T. K. Dang, “Visualization of web form submissions for 
security analysis,” Int. J. Web Inf. Syst., vol. 9, no. 2, pp. 165–180, 
2013. 

[14] A. Treisman, “Preattentive processing in vision,” Comput. Vision, 
Graph. Image Process., vol. 31, no. 2, pp. 156–177, 1985. 

[15] D. Scott and R. Sharp, “Abstracting application-level web security,” in 
Proceedings of the eleventh international conference on World Wide 
Web  - WWW ‟02, 2002, p. 396. 

[16] K. Metlov, “Java Expressions Library.” [Online]. Available: 
http://www.gnu.org/software/jel. [Accessed: 02-Oct-2017]. 

[17] D. Gilbert, “JFreeChart.” [Online]. Available: 
http://www.jfree.org/jfreechart/. [Accessed: 02-Oct-2017]. 

[18] J. Team, “Java Universal Network/Graph Framework.” [Online]. 
Available: http://jung.sourceforge.net/. [Accessed: 02-Oct-2017]. 

[19] OWASP, “OWASP Top 10 - 2017.” [Online]. Available: 
https://www.owasp.org/index.php/Top_10-2017_Top_10. [Accessed: 
10-Jan-2018]. 

[20] GenerateData, “Generate Data.”. [Online]. Available: 
http://generatedata.com/. [Accessed: 10-Jan-2018]. 

[21] J. Adriaans and P. Laguna, “HackBar.” [Online]. Available: 
https://addons.mozilla.org/en-US/firefox/addon/hackbar/. [Accessed: 10-
Jan-2018. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

38 | P a g e  

www.ijacsa.thesai.org 

Developing a Candidate Registration System for 

Zambia School Examinations using the Cloud Model

Banji Milumbe, Jackson Phiri, Monica M Kalumbilo, Mayumbo Nyirenda 

Department of Computer Science 

The University of Zambia 

Lusaka, Zambia 

 

 
Abstract—Cloud computing has in the recent past gained a lot 

of ground in this digital age. The use of cloud technologies in 

business has broken barriers in sharing information making the 

world one big global village. Regardless of where one is, data or 

information can be received or sent instantly disregarding 

distance. In this research, we investigated the challenges in 

registering candidates for school examinations and availability of 

internet services in various parts of Zambia and then present a 

candidate registration process based on the cloud model which is 

aimed at resolving challenges of distances from examination 

centres to the examining body in order to register for 

examinations as well as improving the timelines and cutting 

down the back and forth movements in the whole process. The 

web based registration system was developed and tested and the 

testing ascertained connectivity, functionality and scalability of 

the system. 

Keywords—Cloud computing; candidate registration; online 

registration; Zambia; school examinations; bulk SMS; automation; 

information communication technology; ICT 

I. INTRODUCTION 

In this digital age, the advancements in technology have 
changed the way businesses operate. The proper, planned use 
of ICT can be highly beneficial but the fact of using ICT does 
not of itself automatically bring benefits [1]. The internet has 
made work easier in that one can access different facilities 
anywhere anytime, opening up numerous possibilities for 
doing business at a local and global level. Applications are 
being developed that enable information to be received in real-
time regardless of the user‟s location. The availability of 
candidates information in good time would help examining 
bodies that conduct public examinations to adequately prepare 
accurate examination materials and reduce on errors. 

The Examinations Council of Zambia (ECZ) created by an 
Act of Parliament Number 15 of 1983 whose main purpose 
was to set and conduct examinations and award certificates to 
successful candidates in Zambia. Its full launch and 
operationalisation was in 1987 as a semi-autonomous public 
institution [2]-[4]. Ten (10) years later, ECZ embarked on 
automating systems and localised the results processing as well 
as registration of candidates for school examinations. Different 
methods of getting candidates data for examinations were used 
starting from manual systems to some electronic systems 
which proved to have posed challenges in the accuracy, 
efficiency and effectiveness of such systems [5]. In the latest 
candidate registration method described by [6] was used by 
ECZ where examination centres were every year be provided 

with a CD containing the desktop candidate registration 
application. All Centres with prospective candidates for 
examinations would enter the candidate details and then create 
a text file of candidate details in a predetermined format which 
was later submitted to ECZ. This research investigated the 
candidate registration for school examinations in Zambia in 
order to develop a candidate registration system that utilises 
cloud services. 

II. LITERATURE REVIEW 

A. Introduction 

The internet has become an invaluable and integral part of 
business and personal life in the modern world [1].  The rapid 
development of processing and storage technologies and 
success of the internet, have made computing resources 
become cheaper, more powerful and more available than ever 
before. This technological trend has enabled the realisation of a 
new computing model called cloud computing, in which 
resources are provided as general utilities that can be leased 
and released by users through the internet in an on demand 
style [7]. Internet has created a technology innovation, a new 
digital market place, rendering the need for centralised cloud 
service unavoidable [8]-[12]. While the enterprise begins to 
embrace the internet of things via the ability to communicate 
more digitally, the promises of business improvement at a 
reduced shared cost is leaking quietly. 

Many sectors like governmental, non-governmental, profit 
and non-profit organisations have taken advantage of these 
technological developments to improve the way business is 
conducted and be up to speed with the rest of the world. In the 
education sector, many technologies have been adopted to 
enhance learning, teaching and also in the area of capturing and 
storing student information. 

B. ICTs in the Education Sector 

The prospects for the utilisation of new technologies in the 
field of education continue to be part of the transformations in 
the education sector with a strong bearing on the assessment 
and evaluation of the education system in public examinations. 
In a study conducted by Sibanda and Maposa, 2013 it was 
established that ICT can be utilised as an integral component to 
improve efficiency, effectiveness and excellence in learning, 
teaching and assessment [13]. Automated systems as alluded to 
by Obioma et al., 2013 offer some benefits in the education 
sector such as; lower long-term costs, instant feedback to 
students, creation of digital records of student growth and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

39 | P a g e  

www.ijacsa.thesai.org 

development, greater storage efficiency and increased 
productivity and low operational variability [14]. Employing 
new technology in any project implies certain inherent risks, so 
an adequate technology management is a precondition for a 
successful software development project [15]. 

C. Cloud Computing 

Computing is being transformed to a model consisting of 
services that are commoditised and delivered in a manner 
similar to utilities such as water, electricity, gas, and telephony. 
In such a model, users access services based on their 
requirements regardless of where the services are hosted. 
Several computing paradigms have promised to deliver this 
utility computing vision [16]. Cloud computing has been 
defined by  its characteristics by Buyya as follows, „Cloud 
computing is a parallel and distributed system consisting of a 
collection of inter-connected and virtualised computers that are 
dynamically provisioned and presented as one or more unified 
computing resources based on service-level agreements (SLA) 
established through negotiation between the service provider 
and consumers‟ [7]. 

Cloud computing has the potential to dramatically change 
business models and the way people interact with each other 
because it provides access to large-scale remote resources in a 
very efficient and quick manner. It has the potential to level the 
playing field because it breaks barriers to entry [17]. Cloud 
computing is thought to be the solution to overcome the 
problem of processing large amounts of data. By using cloud 
computing the cost of implementing software solutions and 
storage of data is reduced significantly [18]. Using cloud based 
storage for large amounts of data is the key [19]. 

D. Web Applications Integrated with Bulk Short Message 

Service (SMS) 

The wide use of mobile telecommunications has also 
brought about the integration of web based systems with 
mobile telecommunications especially with the GSM being the 
most successful digital mobile telecommunications used by 
millions of people in various countries in the world [20]. 

Use of mobile phone helps to have access to the system or 
receive alerts from the systems via mobile phone even when 
you are not connected to the internet. A useful service for very 
simple message transfer is the short message service (SMS), 
which can be used for “serious” applications as noted by [20]. 

A study conducted by [21] where use of SMS/USSD was 
proposed proved to be faster and more reliable in disseminating 
information on examination registration and results to 
candidates than the traditional computer. 

III. METHODOLOGY AND SCOPE 

This study was conducted in all the ten (10) provinces of 
Zambia comprising provincial and district education offices 
and schools out of which 75% were secondary schools and 
25% primary schools. The rationale behind having this 
proportion of schools was that secondary schools conduct up to 
three (3) different examinations per year while primary schools 
mainly conduct only one examination in a year. Non-
probability sampling technique was used in this study for the 

122 study participants by virtue of their specialised knowledge 
in the subject area. 

The purpose of the baseline study was to establish the 
challenges with the registration of candidates and availability 
of internet services in the provinces. The questionnaires and 
interview guide were used to gather the data for this research. 
The results from the study were used as input or part of 
requirements gathering for the web based registration system. 
It also helped to ascertain the feasibility of implementing a web 
based registration solution in all examination registration 
centers in Zambia. 

A. System Automation 

Results of the baseline study and the regulations on 
registration for examinations in Zambia [22] were used to 
design a registration model based on cloud technologies. 

The Web based candidate registration system that utilises 
the cloud model and integrates bulk SMS as well as barcode 
technology is shown in Fig. 1. The registration takes place at 
the examination centre after receiving notification through the 
integrated bulk SMS system that registration had begun. The 
Province and District users monitor the registration process by 
logging in the system, they are being able to view and generate 
statistical reports on the candidates registered. The integrated 
barcode technology in the system is to issue a card with a 
barcode containing candidate details which can be used during 
examinations and any other subsequent registrations for 
examinations. 

 

Fig. 1. Web based candidate registration model. 

 

Fig. 2. Web based candidate registration system for ECZ. 
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B. System Architecture 

The diagrammatic representation of the system architecture 
of the Web based Candidate Registration System (WCRS) for 
ECZ is shown in Fig. 2. 

The architecture has the following components comprising 
the ECZ corporate network where the administrator opens the 
registration link and bulk SMS sent to all provinces, districts 
and Examination centre coordinators to inform them that the 
registration had opened. The other local networks are at the 
provincial education office, District Education board 
secretary‟s office and the examination centres, the cloud 
service constituting database storage and user application. The 
local service constituting database storage and user application 
as a backup measure is located at ECZ HQ. The Mobile 
Service Provider which is integrated with the web based 
application for sending and receiving the SMS is included. 

As shown in Fig. 2, the system administrator at ECZ sends 
an SMS to all concerned parties in the registration process so 
that they could begin the registration. The web based candidate 
registration system is accessed using a web browser. The local 
backup server also exists as a backup measure in case of 
failures in the cloud. The local and cloud servers constantly 
synchronize to ensure data integrity and completeness 

C. System Modelling and Design 

The Unified Modelling Language (UML) was used to come 
up with Use case diagram. The use case diagram was 
developed based on the information gathered to incorporate the 
main actors in the candidate registration system like the system 
administrator and the user (Guidance Teacher). Fig. 3 shows 
the different actions that the System Administrator does with 
the system. 

D. Sequence Diagram 

The sequence diagram in Fig. 4 shows the business 
processes for the guidance teacher (user) in the system. 

 
Fig. 3. System administrator activities use case diagrams. 

 

Fig. 4. Guidance teacher (user) sequence diagram. 

IV. RESULTS 

The focus of the study was to also establish that there was 
adequate infrastructure to deploy a web based candidate 
registration system in the various locations across the country. 
The results presented are derived from the responses by the 
respondents after data analysis. 

1) Baseline study 
The data collected was analysed and the results of the 

baseline study are presented in this section using charts. 

a) Internet Accessibility 

The research findings confirmed that internet was available 
and accessible through different means as indicated in Fig. 5. 
The following were the ways in which the 122 respondents 
access internet. Eighty (80) percent access internet through 
their personal mobile devices, like phones, tablets or dongles, 
17 per cent said they accessed internet from their work place 
which was provided by their employers, while 1 per cent said 
that they access internet through public wifi like iconnect, i-
Zone or wifi at shopping malls and 2 per cent said they 
accessed it through internet cafes. This means that people have 
access to internet services. 

 

Fig. 5. Ways internet is accessed. 
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b) Availability of Mobile phone service 

The participants also indicated the mobile network 
available in their area. The pie chart in Fig. 6 shows that there 
is at least one mobile service provider in the area making it 
possible to for them to have access to internet services via the 
mobile service providers. Information about the availability of 
mobile service providers was important because most of the 
access to internet is through these mobile service providers. 

 

Fig. 6. Mobile service provider available. 

c) Benefits of a web based candidate registration 

application 

Benefits of a web based registration system were 
established and from the findings, it was clear that a web based 
candidate registration system was highly recommended. The 
reasons why respondents recommend a web-based system are 
indicated in Fig. 7 such as it being faster, efficient and 
effective, very convenient and many others. 

 
Fig. 7. Perceived benefits of a web application. 

V. SYSTEM DEVELOPMENT AND TESTING 

The system was successfully developed and tested. 

A. System Development 

A representation of some screen shots of the developed 
system is shown. 

1) Administrator login and user creation: The system 

administrator is responsible for managing users in the system. 

For a user to be able to access the web based system modules, 

they must be registered in the system. All the data entered into 

the system should be traced to the user that entered. The 

administrator log in shown in Fig. 8 is to enable create a new 

user account in the system. 

 
Fig. 8. Administrator sign in home page. 

2) Registering a candidate: To register a candidate, you 

login to the appropriate level or grade and select the correct 

centre details. A candidate‟s examination number is 

automatically generated and the user can enter all the 

candidate details as shown in Fig. 9. Once the details have 

been entered, proceed to select subjects and then complete 

registration as shown in Fig. 10. 

 

Fig. 9. Candidate entry details screen. 

 

Fig. 10. Subjects selection. 

3) Reports menu: The web based candidate registration 

system has several reports that can be generated by the user as 

shown in Fig. 11. 
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Fig. 11. Reports selection. 

B. System Testing 

The testing of the web based candidate registration system 
was undertaken to verify connectivity to the application, 
functionality and scalability. 

1) Test sample: The test sample comprised 40 schools, 

two (2) from each selected district from the ten (10) provinces.  

Of the schools and districts selected, there was a balance 

between rural and urban districts and schools. Fifty (50) 

candidates were selected in each of the schools to be 

registered using the web based candidate registration system. 

2) Testing results: Out of 40 schools selected for testing 

the system, 39 schools were used as test centres and all the 39 

could access the web application, able to update candidate 

details and tested the various reports. Thirty six out of thirty-

nine (92%) schools successfully registered all the 50 

candidates sampled while three centres could not register all 

the 50 due to wrong examination numbers of the sampled 

candidates. Thus, the system could not retrieve candidate 

details to proceed with registration. This was part of testing 

the system as well to those conditions /rules as successfully 

applied. 

3) Tools used for testing: During the system testing, 

laptops, mobile devices like tablets or mobile phones and 

mobile wireless 3G Routers were used in testing for the 

internet connectivity. The testing relied solely on the mobile 

phone service providers available in each area/school for 

internet connectivity. Even though the school had its own 

internet connection, it was not used because the testing wanted 

to establish availability of internet connectivity so that even 

schools that did not have internet of their own could easily 

purchase similar routers/modems and be able to access the 

web based registration system to register candidates. 

4) Testing internet connectivity: The internet connection 

speed was tested at each of the schools where the pilot was 

conducted using the online website speed tester, 

www.speed.io. The download and upload speed was recorded 

as it showed under measured data of the online speed tester.  

The download speed ranged from 1.527 kb/s to 8972 kb/s 

while the upload speed ranged from 2kb/s to 506 kb/s. The 

time of testing the connection speed also had a bearing on the 

connection speed as at certain times some places were 

congested while in other places there was little congestion and 

the internet connection speed was very fast. 

Fig. 12 shows that internet connectivity was available in all 
the schools that were used as sites for system testing both rural 
and urban schools. In each of these schools there was at least 
one mobile network provider available and internet access was 
possible using the 3G wireless modems for internet service. It 
should be noted though that in one of the centres, internet could 
only be accessed at a particular point which was under a guava 
tree. Despite that however, registration of candidates using the 
web based application system was successful. 

5) System Performance and responsive: It was noted that 

the system response during the testing was good in most of the 

schools which accounted for 95 percent while 5 percent said it 

was fair. None of the test sites recorded poor system response 

which showed that the web based registration system 

generally performed very well. 

 
Fig. 12. Summary results of connectivity test. 

VI. CONCLUSION AND FUTURE SCOPE 

The study brought out important points on the availability 
and use of internet in various parts of the country, both rural 
and urban areas.  This helped to ascertain that the web based 
candidate registration would be used without much difficulty in 
all schools to register candidates for school examinations. 

The system test results validated the web based registration 
system and the next stage was to fully develop the system and 
use it at full scale for registration of candidates for school 
examinations in Zambia. The proposed web system would cut 
down on some unnecessary processes thereby reducing the 
time it takes to complete the candidate registration process. 

The system only has one level of user authentication. The 
second level user authentication for using biometrics should be 
for future inclusion in addition to the use of CCTV in the 
registration rooms and GPS/GIS Location to enhance the 
security of the system in the cloud. An alternative fully fledged 
mobile application for popular and affordable mobile devices 
such as those that use the Android operating system should be 
provided in future. 

Available Mobile Network Preferred Connection Speed (Kb/s) Time tested

Province District School Type Location Airtel MTN Zamtel Network Download Upload

Muchinga Chinsali Kenneth Kaunda Secondary Urban Y Y N Airtel 1.651 74 14 - 17 hrs

Mulilansolo Primary Rural Y Y N MTN 34 0 08-12 hrs

Chama Chama Boarding Secondary Urban Y Y Y Airtel 0.75

Chama Chama Primary Primary Urban Y Y Y Airtel 0.75

Northern Kasama Ituna Secondary Secondary Urban Y Y Y Zamtel 2.733 197 14-17 hrs

Kasama Ngoli Middle Basic Primary Rural Y Y Y MTN 296 98 14-17 hrs

Kaputa Kaputa Secondary Secondary Rural Y Y N Airtel 153 2 08-12 hrs

Kaputa Kaputa Basic Primary Rural Y Y N Airtel 394 104 14-17 hrs

Southern Choma Shampande Primary Primary Urban Y Y Y MTN 3.729 73 08-12hrs

Choma Sikalongo Secondary Rural Y N N Airtel

Sinazongwe Sinazongwe Primary Primary Rural Y Y Y MTN 1.836 69 08-12hrs

Sinazongwe Maamba Secondary Secondary Rural Y Y Y MTN

Western Sioma Kalongola Primary Primary Rural Y Y Y Airtel 35 0 12-14 hrs

Sioma Secondary Secondary Rural Y Y N MTN

Mongu Kambule Secondary Secondary Urban Y Y Y MTN 1036 164 08-12 hrs

Mawawa Primary Primary Urban Y Y Y Airtel 135 304 12-14hrs

Central Kabwe David Ramashu Primary Urban Y Y Y MTN 359 108 08-12 HRS

Kabwe Secondary Secondary Urban Y Y Y MTN 567 144 14-17hrs

Luano Mkushi Copper mine Secondary Rural Y Y N MTN 7.14 339 08-12 hrs

Chikupili Primary Rural Y N N Airtel 71 0 12-14 hrs

Copperbelt Ndola Masala Secondary Urban Y Y Y MTN 5960 1810 08-12 HRS

Kansenshi Primary Urban Y Y Y MTN 845

Lufwanyama St Joseph's Kalumbwa Secondary Rural Y Y Y MTN 558 222 08-12 hrs

Nkana Primary Rural Y Y Y Airtel 616 60 12-14 HRS

Eastern Chipata Chipata Day Secondary Urban Y Y N Airtel 0.75 08-12hrs

Hillside Primary Urban Y Y N Airtel 0.75 08-12hrs

Vubwi Mbande Primary Rural Y Y Y Airtel 0.75 14-17hrs

Vubwi Day Secondary Rural Y Y Y Airtel 0.75 14-17hrs

North Western Solwezi Mutanda Secondary Rural Y Y N Airtel 297 138 12-14hrs

Kikombe Upper Basic Primary Urban Y Y N MTN 8.972 411 08-12 hrs

Chavuma Chavuma Secondary Urban Y Y N MTN 518 506 12-14hrs

Chiyeke Primary Rural Y Y N Airtel 455 207 08-12hrs

Luapula Mansa Mansa Secondary Secondary Urban N Y N MTN 4216 288 12-14 hrs

Muwanguni Primary Rural N Y N MTN 108 8 14-17 hrs

Chiengi Chiengi Primary Rural N Y N MTN 77 8

Ponde Secondary Rural Y Y N MTN 1.527 392

Lusaka Kafue Naboye Secondary Urban Y Y Y Airtel

Luangwa Luangwa Boarding Secondary Rural Y Y Y Airtel 0.75 12-14hrs

Luangwa Primary Primary Rural N Y N MTN 0.75 12-14hrs
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Abstract—Depending on the society, the access to the adult 

content can create social problems. This paper thus proposes a 

fusion approach for image based adult content filtering. The 

proposed approach merges the Deep Learning (DL) architecture 

and classical hand crafted feature extraction approaches. From 

the DL, we fuse the rich feature extraction capabilities of the 

Convolutional Neural Networks (CNNs) with the Correlograms 

features. We optimize the classification by integrating and 

modifying the Correlograms into skin Correlograms. The results 

show an increased performance by combining the DL learnt 

features with the classical hand crafted features. From an 

evaluation, the proposed approach achieves an Accuracy of 0.93. 

This work thus motivates the usage of classical hand crafted 

features to be exploited in the DL architectures for segmentation 

and detection scenarios. 

Keywords—Deep learning; content based filtering; content 

analysis; machine learning; support vector machines 

I. INTRODUCTION 

The availability of the explicit adult content on the Internet 
is increasing rapidly. One of the main problems is that the 
accessibility of these media resources is becoming easy due to 
number of available solutions and the internet availability. 
This opens risks in terms of many social factors, and for many 
societies, accessibility of such content is crime. The most 
feared element, however, nowadays is the availability of these 
media resources to the children. This article thus targets such 
concerns in the form proposing a solution to media filtering 
using the fusion of DL and classical image features. 

Convolutional Neural Networks (CNNs) have 
demonstrated its usefulness in the field of Computer Vision 
(CV) tasks of object detection and classification [1]. A shift 
has been observed from the hand crafted feature extraction to 
automated model learning [2], [3] from images. In this article, 
we investigate media filtering using the DL and classical 
feature extraction. Classical approaches require hand crafted 
feature extraction from given set of images. From the 
proposed approach of media filtering, we find that though DL 
provides good overall performance, a well-crafted feature set 
can augment DL approaches and increase detection 
performance. 

We propose an approach for content filtering that flags the 
image as adult nature or safe image. Our approach exploit two 
things: Firstly, it uses the DL architecture to learn the rich set 
of features; secondly, it merges the innovative Deep Learning 
(DL) feature set and the classical feature extraction methods. 

We fuse the CNN based features with the Correlograms 
features. The classical feature set represents the skin color 
based Correlograms. We optimize the classification by 
integrating and modifying the correlation grams into skin 
Correlograms. The results show that it is useful to combine 
deep learnt features with the classical hand crafted features 
and achieve good overall performance. We get an increase of 
5% detection performance by combining the DL features with 
the manual feature set. With this setup, we expect an already 
rich set of features to be exploited in the DL architectures for 
segmentation and detections. 

The efforts to detect and possibly block explicit adult 
content are not new and there is interesting work regarding 
adult content detection in the state-of-the-art [4]-[7]. The work 
in [4] fuses the two DL approaches of AlexNet [3] and 
GoogLeNet [8] and reports that performance can be increased 
by fusing the two networks for adult content classification. 
The work in [6] targets skin locus detection for content 
filtering using the 24 colors transformations in widely 
available images and videos. The article [9] presents an 
evidence combination that includes video sequences, key-
shots, and key-frames. The work in [10] is based on the 
adaptive sampled based analysis showing the usefulness of 
proposed method in the detection of minor pornographic 
sequences with 87% detection rate. The approach in [6] 
employs color based skin filtering and content based filtering 
based on the skin detection.  Lopes et al. [5] uses the text 
retrieval approach for content filtering and is analyzed and 
evaluated using datasets, achieving a 93.2% detection rate. 
The authors in [11] demonstrate a framework to analyze the 
websites. The framework produces an augmented 
classification that is independent of the access scenarios. In 
[12], the authors combine key-frame based approaches with a 
MPEG-4 statistical analysis of the flow vectors. The work of 
[13] develops filtering for a Web-based P2P. Authors in [14] 
use two visual features for media access and filtering. First is 
the single frame, and the other visual based feature is the 
decision variable of multiple frames with the Discriminant 
analysis for optimization. Image filtering is actually similar to 
content based retrieval. The articles [15]-[18] discuss content 
image retrieval in detail. The work in [19] uses the Hue-SIFT 
for nude and explicit content detection achieving better results 
compared to the SIFT. The approach in [20] takes advantage 
of the motion flow vectors combining them with the audio 
features for filtering. Lee et al. [21] propose multi-modal 
approach comprising of three phases; hashing, real-time 
detection, and finally group of frames decision. The proposed 
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approach of [22] employs optical flow for filtering and 
detection, achieving an acceptable 80% detection 
performance. Authors in [23] have similar approach of the 
motion estimation to the approach of [22] for media filtering. 
In [24], the authors present a fusion of audio features and 
video features based on the SVM classifier. The work in [25] 
uses spatial features and time-based features for content 
filtering with an accuracy of 94.4%. 

II. CONVOLUTION NEURAL NETWORKS (CNNS) 

CNNs have proved to be a very useful and innovative tool 
of DL to learn image feature set and inherent relationship in 
low level features to higher level objects in images. The 
generic architecture of CNN contains interconnected layers 
and consists of repeated convolutional blocks, Rectified 
Linear Units (ReLU) and Pooling layers [3]. Convolutional 
layers perform convolution of the input with set of filters. The 
filters are then learnt during training. The non-linear behavior 
in data is modelled by the ReLU layer [3]. The pooling layers 
samples the input and consolidate image classes. 

III. PROPOSED DEEP ARCHITECTURE 

Fig. 1 shows the proposed fusion DL architecture. If fusion 
is not integrated, then the architecture is similar to the one 
proposed in [3]. However, we augment this architecture with 
fusion. The structure of the proposed fusion DL for feature 
extraction and classification of images is composed of 
different layers. Our DL architecture contains five 
Convolution layers. The Convolution layers are followed by 
three fully connected layers. Each layer uses kernel to filter its 
two dimension inputs. The coefficients for the kernel are 
calculated incrementally from the training process. The dot 
product operation is performed by the fully connected layers 
between the input and weights vectors. In this connected 
setup, each neuron is connected to all outputs. For learning, 
and expediting the learning process, each layer uses the ReLU. 
The Softmax layer gets its input from the last fully connected 
layer and thus produces probabilistic distribution for a bi-class 
problem of ―adult‖ and ―non-adult‖ image. Fig. 1 shows the 
proposed architecture to enhance and fuse the features from 
the color based Correlograms. SVM is used for classification 
after feature from DL and Correlograms are calculated. 

IV. EXPERIMENTAL SETUP AND RESULTS 

L-norm distance between the two pixels and corresponding 
histogram is calculated as: 

L-norm-hist= n
2
πP(p є ĩ)[p є ĩci] -           (1) 

ĩ is an image with color quantized as c1…cm. The π 
represents the product operation. We define the skin 
Correlograms as follows: 

Cor_Skin=P(p1 є ĩp c,p2 є ĩp) [p2 є ĩp c | |pr(p2>(p1єÆ(ĩ))), | p1-

p2|=k]   -             (2) 

 
Fig. 1. Proposed Alex Correlogram Network (ACNet) adult image 

classification. The convolution layers (first five) are followed by two fully 

connected layers. The output of these layers is represented as DL feature set 

and merged with the correlograms features. The SVM learns and decides the 
nature of the test images. 
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Where ĩp is an image after classifier operation represented 
by Æ. In (2), the ĩp is a probabilistic output of the image 
representation from the classifier. This setup of feature 
extraction based on the Correlograms is integrated in the 
proposed DL architecture in Fig. 1. With the integration of the 
Correlograms, we represent the proposed DL network of 
Fig. 1 as the Alex Correlogram Network (ACNet). The 
convolution layers (first five) are followed by two fully 
connected layers. The output of these two layers is represented 
as DL feature set and merged with the Correlograms features. 
The SVM learns and decides the nature of the test images. 

The layered architecture we use contains more than 55 
million parameters trained for more than 10000 classes. 
Rather than training from the scratch, we use the weights of 
the ConvNet [14] obtained from 1.2 million images. Our input 
image is fed into the first layer and feature vector is obtained 
from the seventh layer. The weights for the classification layer 
are modified based on the labelled data. In the last layer, we 
are using the SVM. For a test image, the SVM outputs a 
binary decision ―adult‖ or ―non-adult‖. 

For an evaluation of the proposed architecture, we use the 
key-frames from the NDPI videos. Further details are 
available in [26]. Fig. 2 shows some samples. 

 
Fig. 2. Sample images from NDPI [26]. 

We use the accuracy as an evaluation parameter as it is 
mostly used in the state of the art for similar problems and 
applications and is favorable for this evaluation as well. For 
comparison, we calculate the similar architectures of AlexNet 
(ANet) of [3], AGNets of [4]. For performance evaluation and 
comparison, we train 10 ANets, 10 AGNets and 10 ACNets 
using four of the five folds of NDPI videos. We set the fifth 
fold for testing. In the evaluation, our objectives are firstly to 
check the DL architectures with and without external feature 
fusion. Secondly, we compare the proposed approach to two 
networks fusion approach of [4]. The setup in [4] combines 
the AlexaNet and GoogleNet and represent it as the AGNet for 
performance enhancements. Interestingly, in the evaluation 
using Accuracy, our proposed approach of external feature 
fusion in DL architecture outperforms the AGNet. Fig. 3 
shows the comparison of the three approaches using the 
Accuracy. ANet alone achieves an Accuracy of 0.88; the 
AGNet achieves an Accuracy of 0.90 and the proposed ACNet 
achieved an Accuracy of 0.93.  The proposed approach thus 
gets 5% increase in detection performance compared to the 
ANet. The proposed approach achieves 3% increase compared 
to the AGNet. 

 
Fig. 3. Comparison based on accuracy between the proposed ACNet, ANet 

[3], AGNet [4]. 

The increased performance of our ACNet shows that it is 
possible to combine Deep learnt features with classical hand 
crafted features and achieve good overall performance. With 
this research direction, we expect an already rich set of 
features extraction paradigm to be exploited and used in 
conjunction with the DL architectures. 

V. CONCLUSION 

We proposed the fusion of the DL feature set with the 
classical hand crafted feature extraction paradigm. From the 
DL, we use the CNN feature set with the Correlograms feature 
set. We achieve 5% enhancement over CNN features alone 
(ANet) and 3% enhancement with the approach of (AGNet) 
which combines the fusion of two DL architectures. With this 
research direction, we expect an already rich set of feature 
extraction paradigm from last many years of research to be 
exploited and used in conjunction with the DL architectures 
achieving combined good overall performance. We hope that 
the new DL approaches will flourish that will combine 
multiple cues in supervised and unsupervised methods. Also, 
the execution of DL will be favored to the available hardware 
resources. Future work is directed towards semantic 
integration of skin learning in DL feature generation steps. 
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Abstract—In the present days, Artificial Intelligence (AI) is an 

attractive area of research along with numerous practicable 

purposes and vigorous subject matters and tasks, such as, 

understand speech, natural language, diagnose medicine and 

support basic research. In this study deep learning (DL) 

techniques, i.e. Probabilistic Neural Network (PNN) and Word 

Embedding (WE) will be used for sentiment analysis. The entire 

proposed framework will be divided into three phases: 

(a) normalization, (b) word vectorization, and (c) execution of 

proposed model. 

Keywords—Deep learning; probabilistic neural network; word 

embedding; sentiment analysis 

I. INTRODUCTION 

Artificial Intelligence (AI) become a new trend, leaving 
behind other areas of research such as Big Data (BD), Internet 
of Things (IoT), Virtual Reality and many more in the past. In 
this new revolution of AI, DL turned into a hot zone for 
analysts, as a subset of Machine Learning (ML). It is a 
technique that uses many layers of non-leaner information 
processing for supervised or unsupervised classification, 
pattern analysis, transformation and feature extraction [1]. DL 
and its techniques have been used broadly in different areas of 
research and have an impressive impact on Natural Language 
Processing (NLP) [2]. In areas such as artificial vision and 
natural language processing, DL have impressive results 
because it is hard to use a strict mathematical model to 
characterize real-world images or languages. For example, it is 
almost near to impossible to write a powerful algorithm to 
detect handwriting or objects in an image, it is now a simple 
implementation of a DL algorithm that learns to perform tasks 
that exceed human accuracy levels [3]. Previously for 
sentiment analysis, some DL techniques were used which 
were enormously effective, such as word2vector [4]. In our 
this work we will use WE [4] with Probabilistic Neural 
Network (PNN) to increase the accuracy of sentiment analysis 
[5]. PNN is extensively adopted by researchers for pattern 
recognition and classification. We adopted PNN for some of 
its advantages, such as the training is easy and instantaneous 
in PNN [6]. PNN has Bayes optimal classification, much 
faster and accurate than multilayer perception networks [7]. 
PNN networks generate accurate predicted target probability 
scores. 

This study includes five sections: (I) introduction and 
background of this study, (II) related work, (III) material and 
works which elaborate the three phases of this study, 

(IV) results and discussion of this research work, and (V) the 
conclusion. 

II. LITERATURE REVIEW 

Previously PNN was used mostly in image processing, 
such as [8] proposed in his work a modified PNN novel, the 
improvements were made by replacing the exponential 
activation function in the pattern layer of the PNN to the 
complex exponential function. The properties of the classical 
PNN such as fast training procedure and the convergence to 
the optimal Bayesian decision were same, but theoretically the 
recognition performance and space complexity should be 
approximately (R / C)2 / 3–times lower. During the 
experiment, they described a protocol for comparing image 
recognition methods using well-known data sets, in the 
situation of small sample problems. The experiments of 
modern deep neural network model show that due to its high 
accuracy and low computational complexity, the 
implementation of the maximum a posteriori (MAP) program 
is considered very promising in various tasks related to image 
recognition. Of course, the proposed algorithm is not the most 
accurate classifier in all cases, especially if the number of 
occurrences of each class is quite large. However, it has been 
shown that its method allows the treatment of PNN defects 
caused by brute force processing of all instances. In addition, 
unlike the original PNN, its modification allows you to choose 
a compromise solution between accuracy and computational 
complexity. Author in [6] reviewed two methods: PNN and 
the polynomial Adaline for classification based on Bayes 
strategy and nonparametric estimators for probability density 
functions. He found the most significant advantage of the 
PNN network is that the training is straightforward and can be 
used in real time, as the network can begin to summarize the 
new model as long as the patterns representing each category 
are observed. PNN has other advantages. (1) By selecting the 
appropriate smoothing parameter values, the shape of the 
decision surface can be made as complex as possible or as 
simple as possible. (2) The area where the decision area can 
approach the optimal minimum risk decision (Bayesian 
criteria). (3) The wrong sample can be tolerated. (4) Rare 
samples are sufficient to meet the performance of the network. 
(5) For the statistics that change over time, the old model may 
be overwritten by the new model. The PNN paradigm has 
been compared with the popular back propagation neural 
networks to classify and obtained data as actual measurements 
of electron emitters. In this particular experiment, PNN trained 
200,000 times faster than back propagation. The disadvantage 
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of PNN is the need to store and use the entire training database 
to test unknown patterns. In the case of very large databases 
and mature applications where test time is more important 
than training time, the Adalin polynomial paradigm has been 
developed, which does not have these limitations. 

In this study [9] proposed a hybrid model was proposed 
Which includes a PNN and two layer restricted Boltzmann 
(RBM). The objective of this hybrid model of deep learning is 
designed to achieve better classification accuracy of the SA, 
i.e. negative and positive polarity, according to different 
situation, the model works very well. The experiments were 
conducted with Panga and Li, and Blitzer et al. datasets, 
binary classification was implemented in each data set. 
Accuracy been improved as compared to existing and 
advanced technology of [10]. 

In the review study [2] described plenty of studies related 
to sentiment analysis by using DL models. By analyzing all 
these studies, it was found that by using the DL method, SA 
can be analyzed in a more efficient and accurate manner. 
Since SA is used to predict user views, and the DL model is 
based on the prediction or imitation of the human mind, the 
DL model provides higher accuracy than the shallow models. 
DL networks are superior to SVMs and normal neural 
networks because DL networks have more hidden layers than 
normal neural networks with one or two hidden layers. The 
DL network can provide training in a supervisory/unattended 
manner. The DL network performs automatic extraction of 
functions and does not require manual intervention, so they 
can save time because no functional engineering is required. 

In this work [11], proposed a supervised PNN structure 
determination algorithm. An important feature of this 
supervised learning algorithm is to directly consider the 
requirements of network size and classification error rate in 
the process of determining the network structure. Therefore, 
the proposed algorithm often leads to a rather small network 
structure with satisfactory classification accuracy. 

In their study [12] proposed an adaptive system based on 
the learning algorithm Q(0), which selects and calculates the 
smoothing parameters of the PNN method. It includes all 
possible PNN models. These models differ in the way they 
represent smooth parameters. The basis of the new method is a 
selection algorithm based on Q(0) to IRC adjustment 
parameters. The proposed method has been tested in six data 
sets and compared with CRF in conjugate gradient method 
training, the algorithm SVM classification gene expression 
programming (GEP), the method k-means, perceptronie neural 
network and learning vector quantization. In these three 
classification problems, at least one of the NPSC, PNNV, or 
PNNVC patterns formed in the proposed process can ensure 
the highest average accuracy. In four out of six, the PNNS was 
the second since the last data classification. This means that 
the representation of the smoothing parameters in terms of 
vectors and matrices contributes to higher CRF predictions. 
As can be seen, she trained with the conjugate gradient 
method CRF gave the best accuracy of data classification for 
six cases. Therefore, the suggestion of any alternative 
probabilistic training method in neural networks is justified. 

The author in [13] explained in their work how to learn 
more about what is being used on the tweets to show in the 
polarity of messages and words. They provide detailed 
information about their third-party online training program, 
the key to their success. The result creates a new state-of-the-
art on the phrases and is second in part of the messages. All 
kinds of tests, of their system were the first one on both 
subtasks. Their network guide includes the use of distance 
supervised data that focuses on (clearing noisy texts from 
tweets) to enhance the weight of the network passed from the 
unsupervised neural network. Therefore, their solution 
combines two basic aspects of the IR components: 
unsupervised learning of text representation (WEfrom neural 
language model) and study of well-managed data (Fig. 1). 

Previous work [5] suggested the impact of preprocessing 
technique on the accuracy of sentiment analysis of different 
ML algorithms. In that work it was suggested that removing of 
emoticons and stopwords alongwith stemming and word 
vectorization can improve the efficiency and accuracy of ML 
algorithms which are Naive Bayes, Support Vector Machine 
and Maximum Entropy. Due to the sarcastic nature of tweets 
removing of the emoticons can affect the accuracy, while 
stopwords such as 'a', 'is', 'the', 'it' are the highest in the 
frequency due to which the desired results cannot be obtained 
till the removal of it. In some tweets users using a single 
English character many times for example @stellargirl: 
loooooooovvvvvveee my Kindle2. In this work we will use 
PNN on the same dataset to improve the accuracy. 

III. MATERIAL AND METHODS 

Previous study [5] used some ML algorithms to enhance 
the accuracy of sentiment analysis, and in this study we will 
use some DL techniques for further incurring the accuracy. 

A. Dataset 

Twittratr
1
 is an internet platform for Twitter’s sentiment 

data, which using a series of negative and positive sentiments. 
For this work, we used the previous dataset of our research 
work which contains the Twittrat keyword list. This list 
includes 174 positive and 185 negative words [5]. For each 
tweet, we will count the number of negative and positive 
keywords that appears. The classifier returns a huge amount of 
polarities.  

B. Preprocessing 

Text can come in many forms, from single word lists to 
sentences and many paragraphs with special characters (such 
as tweets). As with any data science problem, a question can 
be raised that which steps should be taken to convert words 
into numerical values which can be understandable by the ML 
algorithms. Although this is not an exhaustive list, the 
preparation of the text is a complex art that requires the 
selection of the best tools, including data and questions. Many 
libraries and ready services are ready to help, but some may 
need to manually map terms and vocabulary. After preparing 
the dataset, supervised or unsupervised machine learning 
techniques can be used. 

                                                           
1 http://twitrratr.com/ 
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1) Cleaning data: Twitter is distinguished as a short 

messages; enclosure of URIs, usernames; special characters 

and topic markers. It often containing abbreviations and 

errors, some of these occurrence consist of linguistic noise, 

which makes make microblog part-of-speech tagging 

extremely difficult [14]. To avoid such a difficulty we 

removed emoticons, special characters and hashtages from our 

dataset. 

2) Removal of stopwords: In today’s world most of the 

data are available in textual form. Mostly this textual data 

congaing some words such as "a", "the", "it", "as" which are 

higher in frequency in every document and effecting the 

nature and accuracy of that document, if these high frequency 

words are not remove then they could interrupt the 

comparison calculation [15]. 

3) Stemming: In microbloging users often using some 

words with many alphabets, such as @I loveoooooooo kindle. 

Such kind of words can affect the efficiency of accuracy. To 

reduce a word to its proper stem is call stemming. The purpose 

of stemming is to find out the representative indexing form of 

a word by the purpose of truncation of affixes [16]. 

C. Word Embedding 

WE is a natural language processing (NLP) technique 
which allows words or phrases to be mapped as vectors of real 
numbers. This process is important because many ML 
algorithms as well as deep neural networks require the input 
that should be vectorized and continues values vectors, as it 
cannot be done by strings of plain text. In [17], the author 
presented GloVe, a competitive set of pre-trained embeddings, 
suggesting that word embeddings was suddenly among the 
mainstream. 

Logically, each feed-forward neural network which 
acquires words from a term as an input and embeds them as 
vectors into a lower dimensional space, and it then refine all 
through back propagation, essentially crop word embeddings 
as the weights of the first layer, referred as Embedding Layer. 

The main dissimilarity between such networks and 
word2vec is complexity of its computational approach. The 
modernization and speedy growth in computational 
approaches improve its importance GloVe. 

 

Fig. 1. Neural Language Model [18]. 

For illustration of words as vector an unsupervised 
algorithm was introduced by [17]. The training can be 
performed on combined global word-word co-occurrence 
statistics from a document. More specifically, the [17] stated 
that the relationship between the probabilities of the 
coexistence of two words (rather than their coexistence 
probabilities) is a factor that contains information, and 
therefore depends on the encoding of this information as a 
vector difference. 

D. GloVe Algorithm 

There was an enormous flow of articles regarding word 
vector representation after the publishing of Tomas Mikolov 
[4] work. Following that work, Stanford’s Global Vector for 
Word Representation [17] was one of the best research work, 
which elucidated that why such algorithms and reformulated 
word2vec escalate as a particular nature of factorization for 
word co-occurrence matrices. 

Below are the steps of the GloVe algorithm: 

1) Collect word co-occurrence statistics in a form of word 

co-occurrence matrix  . Each element     of such matrix 

represents how often word i appears in context of word j. 

Usually we scan our corpus in the following manner: for each 

term we look for context terms within some area defined by 

a window_size before the term and a window_size after the 

term. Also we give less weight for more distant words, usually 

using this formula: 

(      
 

      
)             (1) 

2) Define soft constraints for each word pair: (  
    

              ) where    - vector for the main word,    - 

vector for the context word,   ,    are scalar biases for the 

main and context words. 
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3) Define a cost function: Here   is a weighting function 

which helps us to prevent learning only from extremely 

common word pairs. The GloVe authors choose the following 

function: 

 (   )  {
 

   

    
   

 

          

         
            (3) 

E. Probabilistic Neural Network 

A probabilistic neural network (PNN) is a supervised 
network, which can be commonly used in decision making 
and classification problems [19]. PNN was firstly introduced 
by [20]. The immediate and easy training makes PNN’s main 
advantage, and can be used for real-time as well [6]. 

F. Architecture of PNN 

A PNN is an completion of a statistical algorithm, called 
kernel discriminate analysis in which the procedures are 
structured into a multi-layered feed-forward network with four 
layers, i.e. input layer, pattern layer, summation layer, and 
output layer. 
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 Input layer 

This layer distributes the N number of input nodes to the 
neurons and every neuron symbolizes a predictive variable in 
this layer. According to the categorical variables, the N-1 
neuron can be applicable on N number of categories. It 
normalizes the series of the values by deducting the medium 
and dividing by the inter-quartile range. After that the input 
neurons provides the values to every neurons in the hidden 
layer. 

 Pattern layer 

Pattern layer containing the Gaussian functions and for 
every case of training dataset the layer hold one neuron. 
Along-with the target values, it also stores the predictive 
variables values. 

 Summation layer 

The summation layer performs a sum operation of the 
outputs from the second layer for each class. 

 Output layer 

The output layer performs a vote, selecting the largest 
value. The associated class label is then determined. 

G. PNN Algorithm 

In Fig. 2, we exemplify the architecture of PNN with 
hidden layers. The sum of pattern nodes is the same of total of 

training sample. The synaptic weight    
   

in the pattern to 

input is: 

   
   

=  
   

              (4) 

Where,   
   

 represents the     input node of the    sample 

at the input layer. And for the weight between pattern and 

summation layers    
   

 can be represent as: 

   
   

 {
 
 

    
   

  

         
             (5) 

 

Fig. 2. Architecture of PNN. 

Here the   
 
 value is 1 since the association of sample j 

with class k and otherwise 0s. 

After the training procedure as shown in (4) and (5), the 
input classification pattern can be commenced as under: 

  
  √∑ ( 

  

   
   )

 

              (6) 

The pattern out can be calculated as: 

  =exp( 
  
   

   )              (7) 

Here   is stander deviation of Gaussian distribution, which 
is a smoothing parameter corresponding representation. 

The summation layer every single node symbolizes an 
individual class and can be expressed as: 

  =
 

∑  
  
   

 

∑    
   

                 (8) 

The input vector classifies into a precise single class by the 
output layer, if the output value is maximum from the input 
node at the summation layer: 

                         (9) 

H. Our Proposed Model 

In our proposed model we used the dataset of 359 
documents. The twitter data often containing urls, special 
characters and emoticons, besides this it contains unwanted 
words such as, 'i', 'the', it, 'a' which mostly higher in the 
frequency and can affect the accuracy.  As well as it includes 
words like 'looooooooovvvveeee', 'sooooooo'. Table I shows 
the raw twitter data. Since we go further, we applied the 
preprocessing i.e. cleaning data, removal of stopwords and 
stemming to clean the dataset, which can be seen in Table II. 

TABLE I. RAW TWITTER DATA 

Stellargirl I loooooooovvvvvveee my Kindle2. Not that the DX is cool, but 

the 2 is fantastic in its own right. 

I hate aig and their non loan given asses. :(  

Jquery is my new best friend.  $$$ 

i srsly hate the stupid twitter API timeout thing, soooo annoying!!!!! 

How can you not love Obama? He makes jokes about himself. 

@switchfoot http://twitpic.com/2y1zl - Awww, that's a bummer.  You shoulda

 got David Carr of Third Day to do it. ;D 

TABLE II. TWITTER DATA AFTER CLEANING 

Stellargirl  love Kindle2. Not DX cool, but 2 fantastic right 

hate aig their non loan given asses 

Jquery new best friend 

srsly hate stupid twitter API timeout thing, so annoying 

how not love Obama  makes jokes about himself. 

A, that's bummer.  should got David Carr of Third Day  
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Fig. 3. Word vectors. 

 
Fig. 4. The input and output nodes of our proposed model. 

In the next step, we used WE [4] to convert the strings data 
into word vector implementing the batch size 1000 and layer 
size 200. In the following Fig. 3 words and their vectors can 
be seen. 

Later on in the next step, we split the dataset into 70% 
train and 30% of test datasets, which divided it into 251 and 
108 documents simultaneously. 

In the last step, we applied PNN [7] on our dataset. As the 
layers size were 200 in our third step, the input nodes will also 
be 200 and pattern nodes will be 250 as well as showmen in 
Fig. 4. We kept the input and pattern layers sizes 200 and 250 
simultaneously since the accuracy were at highest at this level. 

IV. RESULTS AND DISCUSSION 

In our previous work [5], we applied preprocessing 
techniques along-with removing of emoticons on SVM, NB 
and MaxE algorithms and we got the accuracy results 81.63%, 
91.81% and 88.27%, respectively on a dataset of 250 
documents which can be seen in Table III. 

TABLE III. CLASSIFIERS ACCURACY AFTER PREPROCESSING 

Algorithms Accuracy after Preprocessing 

SVM 81.63% 

NB 91.81% 

MaxE 88.27% 

PNN 98.00% 

TABLE IV. PNN ACCURACY TABLE 

Algorithms Accuracy after Preprocessing 

SVM 81.63% 

NB 91.81% 

MaxE 88.27% 

PNN 98.00% 

TABLE V. POSITIVE AND NEGATIVE PREDICTIONS 

 

True 

positi

ve 

False 

Positi

ve 

True 

Negati

ve 

False 

Negati

ve 

F-

Measu

res 

Accur

acy 

Cohe

n's 

Kapp

a 

Negati

ve 
120 0 127 3 0.987 - - 

Positi

ve  
127 3 120 0 0.988 - - 

Overa

ll 
- - - - - 0.988 0.975 

To improve the accuracy we used PNN and WE which 
enhanced the results and can be seen in Table IV. 

In the above Table IV, we can see the accuracy improved 
to 98% as compared to our previous work [5]. We can see in 
Table V that after applying Word Embedding and PNN on the 
dataset of 250 twitter documents we get 120 negative and 127 
positive prediction document class and have only 3 wrong 
classified class as well, shown in Fig. 5. 

 
Fig. 5. Shows the row counts of positive, negative and missing values. 

 

Fig. 6. Accuracy of SVM, NB, MaxE and PNN in per cents. 
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In Fig. 6, it can be seen that the accuracy of PNN is higher 
than other 3 algorithms, namely, SVM, NB and MaxE. 

V. CONCLUSION 

As in our previous work [5], we applied the preprocessing 
steps to improve the results. We observed in this work that as 
compared to Naive Bays, SVM and MaxE, the WE have 
tremendous effects on PNN. As compared to traditional 
techniques, PNN has higher accuracy and fast training time. 
Our investigational results on the basis of hybrid combination 
of WE and PNN could be a probable solution for enhancing 
the performance and accuracy of classification and as well 
decreasing the training time. 
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Abstract—Stylometric Authorship attribution is one of the 

essential approaches in the text mining. The present research 

endorses a Stylometric method called Stylometric Authorship 

Ranking Attribution (SARA) overcomes the usual problems 

which are processing time and accurate prediction results, 

without any human opinion that relays on the domain expert. 

This new method also uses the most effective attributes used in 

the Stylometric authorship prediction frequent word bag counts, 

whether it was frequent single, pair or trio words attributes, 

which are the most successful attributes in Stylometric 

prediction, having more alibi for author artistic writing style for 

our authorship recognition and prediction proposed technique. 

The experiments show that the proposed method produces 

superior prediction accuracy and even provides a completely 

correct result at the final stage of our experimental tests 

regarding the dataset scope. 

Keywords—Data mining; text mining; Stylometric Authorship 

Attribution; SARA 

I. INTRODUCTION 

Data mining is the evaluation of observational data units to 
find authorized relationships and the evaluation of statistics in 
novel methods that are each obvious and beneficial to the 
statistics owner [1]. Text mining (TM) [2], additionally 
recognized as understanding discovery in textual 
database(KDT) [3] or textual content data mining [2], of 
which new fascinating expertise is created, many defined it 
also as the process of extracting previously unknown, 
understandable, achievable and practical patterns or 
understanding from the series of large and unstructured textual 
content information or corpus. Text mining uses the same 
evaluation approach and techniques as statistics mining. 
However, information mining requires structured data, whilst 
textual content mining aims to discover patterns in 
unstructured statistics [4]. The problem of text mining has 
gained growing attention in current years because of the big 
quantities of textual content data, which created a variety of 
social network, web, and other information-centric 
applications. Unstructured statistics is the most natural form of 
information which can be produced in any application 
scenario. As a result, there has been an extraordinary need for 
graph techniques and algorithms which can successfully 
manner a broad range of textual content purposes [1]. Another 
foremost issue is a multilingual text refinement dependency 
that creates problems. Only a few tools are available that aid 
multiple languages [5]. Text mining is generally composed of 
three steps: text preprocessing, text mining operations, post-
processing. Text preprocessing tasks inclusive of information 

selection, classification and characteristic extraction normally 
convert the documents into intermediate forms, which have to 
be appropriate for distinct mining purpose. Text mining 
operations are the central phase of a text mining system and 
encompass clustering, association rule discovery, trend 
analysis, sample discovery and different know-how discovery 
algorithms. Post-processing tasks manipulate facts or 
understanding coming from text mining operations, such as 
comparison and resolution of knowledge, interpretation, and 
data visualization representation [6]. The upcoming sections in 
this research will illustrate the latest methods and approaches 
of a certain subfield in the text mining area that is concerned 
about the text corpus in literature and the writing style of its 
authors before stepping into the proposed method details. 

II. LITERATURE REVIEW 

An essential trouble in authorship attribution is the choice 
of stylometric aspects that are linguistic expressions of unique 
authors. Sets of proposed facets may vary, depending on 
accessible data, the supposed generality of their extraction 
approach and applicability to precise languages. 

The easiest elements describe statistical residences of 
documents: word length, sentence length, and vocabulary 
richness. Function phrases are points primarily based on word 
frequencies. In contrast to text categorization problems, where 
the most established words are considered useless or even 
unsafe for classification, in authorship attribution problems 
they are frequently used as non-public fashion markers. 
However, not all the most universal phrases are exact 
candidates to be blanketed to that set of features: an important 
characteristic is an instability [7], i.e. the possibility to be 
replaced with the aid of every other word from the dictionary. 

Other word-based elements are phrase sequences (n-
grams). An instance of this approach can be observed in [8], 
the place classification using word sequences used to be 
examined on 350 poems in Spanish through five authors 
giving about 83% accuracy. 

Features, which normally supply very excessive accuracy 
measures are personality n-grams, i.e. sequences of n 
characters extracted from phrases performing in documents. 
They are considered language independent, i.e. they can be 
extracted from texts in a variety of languages regardless of 
persona units used. See, for example, [9] for reviews on 
authorship attribution of English, Greek, and Chinese texts. In 
our opinion very accurate effects of their utility need to be 
handled with caution: there is an apparent useful dependence 
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between report content and personality n-grams, so they may 
additionally represent and alternative representation of feature 
phrases (what is probable good) or they may also simply 
render document content material (what appears to be worse). 

Tareef proposed a new Stylometric approach recognised as 
the Stylometric Authorship Balanced Attribution (SABA) 
which in a position to analyze texts in text mining, e.g., novels 
and performs by means of famous authors, attempting to 
measure the author‟s style, by way of deciding on some 
attributes that exhibit author's style of writing, assuming that 
these writers have a one of a kind way of writing that no 
different creator has, with greater accuracy prediction and 
impartial from human judgments, which ability that the 
technique does not count on the domain experts. This method 
is implemented by using merging three methods, which are 
called the computational approach, the Winnow algorithm, 
and the Burrows-delta method. The algorithm regarded an 
unguided mannequin and it tested in the English language 
correctly with noticeable prediction [10]. 

III. STYLOMETRIC AUTHORSHIP ATTRIBUTION 

Stylometry is the study of writing style based totally on 
linguistic elements and is typically applied to authorship 
attribution troubles [11]. 

SAA was once begun as a “Content analysis” and was 
described as “understanding data now not as a series of bodily 
activities but as symbolic phenomena and to strategy their 
evaluation unobtrusively. Methods in the natural sciences do 
now not want to be worried about meanings, references, 
consequences, and intentions. Methods in social research that 
derive from these tough disciplines manipulate to omit these 
phenomena for convenience”. The time period content 
material evaluation is about 50 years old. Webster‟s English 
Dictionary has listed it solely considering 1961 [12]. 

IV. STYLOMETRIC AUTHORSHIP BALANCED ATTRIBUTION 

(SABA) 

The SABA method is compared towards three different 

strategies the use of the computational approach, the Winnow 

algorithm method, and the Burrows-delta method. The results 

showed that the SABA method produces most useful 

prediction accuracy and even presents a completely right end 

result during the closing stage of the test [10]. 

The SABA method way is by neglecting the maximum 
values for the attribute frequencies and replacing it with 
“balanced” frequency. The idea that the right attributes are the 
“stabilized” or “balanced” attributes rather than attribute with 
the maximum frequencies. This means that in a written 
paragraph from a novel with assuming 10000 words, if a 
specific writer had used a specific word between 200-250 
times in all of his books, then consider the attribute “word” 
has a “stabled” frequency percentage, hence is not a maximum 
frequency count[10]. 

V. BURROWS DELTA METHOD 

While many methods have been utilized to the hassle of 
computerized authorship attribution, John F. Burrows‟s “Delta 

Method” [13] is an especially simple, yet effective. The 
purpose is to robotically determine, based on a set of known 
education archives labeled by using their authors, who the 
most probably creator is for an unlabeled check document. 
The Delta technique makes use of the most usual words in the 
education corpus as the facets that it makes use of to make 
these judgments. The Delta measure is described as: The 
suggestion of the absolute differences between the z-scores for 
a set of phrase variables in a given text-group and the rankings 
for the same set of word-variables in a target text [14]. 

VI. METHODOLOGY 

Data is taken from the web site www.Gutenberg.org. The 
dataset is an incredible cross segment of nineteenth century 
English writing as appropriately as various work. Utilizing 
this accumulation; we assembled books from 5 of the best 100 
most downloaded writers; collected 10 books from every one 
of the 5 writers and they are Charles Dickens, Jack London, 
William Shakespeare, Mark twain and Oscar Wilde. 

Both algorithms (Burrow-Delta and SABA methods) 
sharing same first steps, starting by uploading the chosen 
novels in text mode (with .txt extension), steps of cleaning and 
chunking are performed (removing double spaces, punctuation 
marks, special characters, symbol and others) before the 
implementation of the process of transforming text into 
Microsoft Access 2010 database files; taking into account that 
every single record contains frequent or a pair or trio words. 

All tests implemented in this experiment by using 
Microsoft Access 2010 database and Visual C#, and choose 
ten books for the famous author(Charles Dickens, Jack 
London, William Shakespeare, Mark twain and Oscar Wilde) 
(nine for Learn, one for test). 

A. Burrow Delta Method 

Burrow Delta represents the mean of the outright contrasts 
between the z-scores for an arrangement of word factors in a 
given text-gathering and the z-scores for a similar arrangement 
of word-factors in an objective text. The working steps will be 
implemented in detail in the case of frequent, pair, trio words. 

The first step is to transform the book to be tested in text 
mode (.txt) into a separated list of book words. The final result 
of this is shown in Fig. 1. This operation will be executed for 
all learning and testing books. 

Next, group the similar records, and calculate to the 
redundancy of these records, finally store the result in a 
separate table, the final result of this is shown in Fig. 2. 

The next step is to cancel the differences between the size 
of books, by taking the percentage that speaks to the number 
of frequencies for each property separated by the entirety of 
frequencies for every one of the qualities multiplied by1000 in 
order to get a frequency that equal in weight for all used books 
and give true indication about the style of the author, the final 
result of this is shown in Fig. 3. 

The following are making a stylometric map, by Merging 
and assembling all of the nine books (learning data) of the 
author which is being tested in a single table and make a 
relationship between their fields, calculate the arithmetic 
average of the redundancies. 
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Fig. 1. List of book words. 

 
Fig. 2. Records redundancy. 

 
Fig. 3. Book word ratio. 

Index the total arithmetic average descending as shown in 
the following steps: 

1) Merge all the learning data and save the result in a 

single table. 

2) Assemble the result of merging data from the previous 

table and save the result in a new single table. 

3) Make a relationship between their fields, and calculate 

the arithmetic average of the redundancies. 

By calculating the average for all fields of the learning 
data and sorting it in descending, the stylometric map is ready 
now for the purpose of testing with other authors‟ books. 

The Stylometric map is prepared for the purpose of 
examination and testing it, by building connections between 
the stylometric outline the five test books for all writers to get 
a new distribution of attributes based on the stylometric map 
that has been extracted. 

In addition, this operation isolates the features that do not 
participate in any redundancy, that means if there are no 
common attributes between the learning books and testing 
books the main attributes will be isolated it by this operation, 
this step is important in order to make the stylometric map 
more stronger and reflecting a true style of the author. 
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After sorting the stylometric database map in the 
descending order based on the average percentage value for 
each attribute member in attribution set. 

For Pearson, during the last step, select top 300 attributes 
that have the highest average percentage value in the 
stylometric map. Extract the Pearson correlation for the 
particular author‟s stylometric map from each of the five test 
books, hence giving five Pearson values. By having the 
weights for every parameter, increase each Pearson esteem by 
- 1 on the off chance that it is the wrong creator for the already 
known outcome or by +1 on the off chance that it is the 
correct writer. 

For Spearman, a new table is configured that consist of 5 
maps and 1 test. Each word corresponds to the ratio and the 
Rank (this rank is based on rank). Then works on it a word 
search function of the test, search on each map if found, take 
the rank for that word (only in this map), if not, they are 
compensated by zero. The result of this procedure is a table 
consisting of the test words only correspond to the word rank 
value and the rank of the word that was found at the specific 
map. The next step is applying spearman equation which also 
has a range between 1 to -1. 

The Spearman connection between two factors is 
equivalent to the Pearson relationship between the rank 
estimations of those two factors; while Pearson‟s connection 
surveys straight connections, and Spearman‟s relationship 
evaluates the monotonic relationship. 

B. SABA Method 

The stylometric authorship balanced attribution (SABA) 
technique thought about an advancement of the calculation of 
Burrow-Delta strategy, this strategy relies upon the coefficient 
of difference (CV), which is spoken to as a factual estimation 
that isn‟t influenced by the perception of mean. Then will be 
analyzed and tried this calculation in English dialect in the 
regular, match and trio words. 

In SABA technique, the trial of successive, match and trio 
words is like the Burrow Delta strategy in application, 
however there is basic contrast between them, precisely while 
choosing the highest point of 300 characteristics, these 
determinations rely upon the estimations of coefficient of 
variety (C.V), the accompanying case visit words can outline 
the real strides of removing the (C.V) And the strategy for 
choosing the required properties. 

To apply SABA technique, rehash all the past strides as 
their request in the Burrow Delta strategy, at that point change 
the last stylometric guide to remove the estimations of the 
normal, the standard deviation (S.D) and the coefficient of 
variety (C.V) for every trait in the learning of the data, the 
(C.V) can be found by isolating the standard deviation by the 
mean itself, Finally, record the data in rising request in light of 
the estimations of the coefficient of variety (C.V) and select 
the main 300 qualities. In the wake of building connections 
between the last stylometric delineate the test books for all 
writers as we did on the Burrow Delta test, get the last 
successive test in SABA technique. 

For Pearson, by having the weights for every parameter, 
duplicate each Pearson esteem by - 1 on the off chance that it 
is the wrong creator for the beforehand known outcome or by 
+1 in the event that it is the correct creator. 

For Spearman, if there are no rehashed data esteems, a 
flawless Spearman relationship of +1 or −1 happens when 
every one of the factors is an ideal monotone capacity of the 
other. It merits saying that the utilization of Spearman is it 
requires less investment to contrast and Pearson and utilize 
basic numbers and less unpredictable in light of the utilization 
of the Rank rather than copies. 

VII. RESULTS 

A. Burrow Delta Method and Pearson 

The first step in this test is done on three authors only was 
the expectations of true and 0% error rate whether for frequent 
or pair or trio. 

After applying it to five authors, it was found that there 
was an error of 20%. 

 Frequent word 

The following tables represent the final results for each 
author showing the prediction accuracy in the frequent word. 
The coefficient values in the highlighted cells are the highest 
value in each row, which indicates a fully correct prediction, 
as shown in Table I. 

 Frequent pair 

The following tables represent the final results for each 
author showing the prediction accuracy in pair word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which indicates a fully correct prediction, as 
shown in Table II. 

 Trio word 

The following tables represent the final results for each 
author showing the prediction accuracy in trio word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which not indicates a fully correct prediction, as 
shown in Table III. 

 Summary 

The results of the prediction for the frequent word and 
word pair were better than the trio. Although the results of trio 
words are less accurate than pair and frequent word, because 
the frequent word results and word pair don‟t contain any 
percentage of error prediction. 
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TABLE. I. PEARSON CORRELATION COEFFICIENT RESULTS IN THE FREQUENT WORD FOR EACH STYLOMETRIC MAP AGAINST FIVE OTHER AUTHORS TEST 

BOOKS 

 Pearson in Dickens test Pearson in Shakespeare test Pearson in Wilde test 
Pearson in 

London test 

Pearson in 

Twain  test 

Dickens Stylometric Map 0.852674 0.586294 0.639235 0.655396 0.835108 

Shakespeare Stylometric Map 0.66921 0.768426 0.615545 0.592736 0.718333 

Wilde Stylometric Map 0.782839 0.622714 0.701601 0.638623 0.802786 

London  Stylometric Map 0.775219 0.554586 0.575797 0.738936 0.827077 

Twain  Stylometric Map 0.760399 0.597347 0.587423 0.70423 0.890519 

TABLE. II. PEARSON CORRELATION COEFFICIENT RESULTS IN A FREQUENT PAIR FOR EACH STYLOMETRIC MAP AGAINST FIVE OTHER AUTHORS TEST BOOKS 

 Pearson in Dickens test Pearson in Shakespeare test Pearson in Wilde test 
Pearson in 

London test 

Pearson in 

Twain test 

Dickens Stylometric Map 0.657954 0.351077 0.304583 0.449358 0.610181 

Shakespeare Stylometric Map 0.385408 0.607154 0.372539 0.340183 0.411975 

Wilde Stylometric Map 0.484741 0.383454 0.515655 0.428261 0.560584 

London  Stylometric Map 0.492758 0.321433 0.251817 0.539384 0.491636 

Twain  Stylometric Map 0.532386 0.409412 0.326204 0.482538 0.684761 

TABLE. III. PEARSON CORRELATION COEFFICIENT RESULTS IN TRIO WORD FOR EACH STYLOMETRIC MAP AGAINST FIVE OTHER AUTHORS TEST BOOKS 

 Pearson in Dickens test Pearson in Shakespeare test Pearson in Wilde test 
Pearson in 

London test 

Pearson in 

Twain test 

Dickens Stylometric Map 0.299347 0.073595 0.262487 0.293538 0.243407 

Shakespeare Stylometric Map -0.07354 0.220364 0.187214 0.092378 0.066574 

Wilde Stylometric Map 0.215399 0.102512 0.339212 0.259741 0.264372 

London  Stylometric Map 0.259402 -0.02263 0.226403 0.349504 0.388979 

Twain  Stylometric Map 0.269146 0.108761 0.237624 0.371188 0.509085 

However the experiment showed that the frequent word 
and word pair is the higher predicted values, and represents 
the best attribute according to the true prediction values for all 
results. This test use complex equations and numbers and take 
more time compared with the use of Spearman and Rank 
algorithm. 

B. Burrow Delta Method and Spearman 

The first step in this test is done on three authors only was 
the expectations of true and 0% error rate whether for frequent 
or pair or trio. 

 Frequent word 

The following tables represent the final results for each 
author showing the prediction accuracy in the frequent word. 
The coefficient values in the highlighted cells are the highest 
value in each row, which indicates a fully correct prediction, 
as shown in Table IV. 

 Frequent pair 

The following tables represent the final results for each 
author showing the prediction accuracy in pair word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which indicates a fully correct prediction, as 
shown in Table V. 

 Trio word 

The following tables represent the final results for each 
author showing the prediction accuracy in trio word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which indicates a fully correct prediction, as 
shown in Table VI. 

 Summary 

The results of the prediction for the frequent word, pair 
and trio were best possible, because of all results don‟t contain 
any percentage of error prediction. 

                  
                  

                       
      

                               
 

 
         

                            
 

 
         

                            
 

 
         

TABLE. IV. SPEARMAN CORRELATION COEFFICIENT RESULTS IN THE FREQUENT WORD FOR EACH STYLOMETRIC MAP AGAINST FIVE OTHER AUTHORS TEST 

BOOKS 

 Spearman in Dickens test Spearman in Shakespeare test Spearman in Wilde test 
Spearman in 

London test 

Spearman in 

Twain test 

Dickens Stylometric Map 0.819973 0.330999 0.464541 0.480149 0.758905 

Shakespeare Stylometric Map 0.406229 0.666872 0.305217 0.217681 0.490131 

Wilde Stylometric Map 0.663092 0.389021 0.544767 0.411393 0.688602 

London Stylometric Map 0.67824 0.234515 0.302373 0.648795 0.74929 

Twain  Stylometric Map 0.673973 0.329172 0.383627 0.549095 0.847885 
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TABLE. V. SPEARMAN CORRELATION COEFFICIENT RESULTS IN THE FREQUENT PAIR FOR EACH STYLOMETRIC MAP AGAINST FIVE OTHER AUTHORS TEST 

BOOKS 

 Spearman in Dickens test Spearman in Shakespeare test Spearman in Wilde test 
Spearman in 

London test 

Spearman in 

Twain  test 

Dickens Stylometric Map 0.514772 -0.18968 -0.23314 0.062879 0.47578 

Shakespeare Stylometric Map -0.09823 0.404939 -0.14157 -0.33312 0.035592 

Wilde Stylometric Map 0.158636 -0.0908 0.158825 -0.06006 0.386241 

London  Stylometric Map 0.218483 -0.30366 -0.41439 0.257186 0.336782 

Twain  Stylometric Map 0.227489 -0.15582 -0.24058 0.063646 0.577259 

TABLE. VI. SPEARMAN CORRELATION COEFFICIENT RESULTS IN TRIO WORD FOR EACH STYLOMETRIC MAP AGAINST FIVE OTHER AUTHORS TEST BOOKS 

 
Spearman in Dickens 

test 

Spearman in 

Shakespeare test 
Spearman in Wilde test 

Spearman in 

London test 

Spearman in 

Twain test 

Dickens Stylometric Map -0.38487 -0.88527 -0.65054 -0.559 -0.52368 

Shakespeare Stylometric Map -0.99799 -0.67918 -0.80241 -0.93396 -0.89839 

Wilde Stylometric Map -0.62677 -0.86367 -0.445 -0.70271 -0.64397 

London  Stylometric Map -0.51367 -0.9769 -0.74875 -0.30116 -0.26849 

Twain  Stylometric Map -0.47065 -0.8657 -0.63585 -0.37992 -0.02225 

However, the experiment showed that all test have perfect 
predicted values and represents the best attribute according to 
the true prediction values for all results. In this experiment the 
Speed and accuracy at a high rate, using the Spearman 
equation, which is less complex than Pearson's equation, it 
takes less time to compare with Pearson, work faster because 
taking from the test only 300 attributes means we did not 
adopt all the attributes values. Cancellation of CV and 
adoption of Ratio, use simple and less complex numbers 
because of the use of the Rank algorithm instead of the 
frequencies. Change the experience from 5 test 1 map To 5 
map 1 test. It is worth mentioning that in this experiment was 
obtained perfect results. 

C. SABA method and Pearson 

 Frequent word 

The following tables represent the final results for each 
author showing the prediction accuracy in the frequent word. 
The coefficient values in the highlighted cells are the highest 
value in each row, which not indicates a fully correct 
prediction, as shown in Table VII. 

 Frequent pair 

The following tables represent the final results for each 
author showing the prediction accuracy in pair word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which not indicates a fully correct prediction, as 
shown in Table VIII. 

 Trio word 

The following tables represent the final results for each 
author showing the prediction accuracy in trio word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which indicates a fully correct prediction, as 
shown in Table IX. 

 Summary 

The results of the prediction for the frequent word and 
word pair were worse than the trio. Although the results of trio 
words are better accurate than pair and frequent word, because 
the trio word results don't contain any percentage of error 
prediction. 

TABLE. VII. PEARSON CORRELATION COEFFICIENT RESULTS IN THE FREQUENT WORD FOR EACH STYLOMETRIC MAP AGAINST THREE OTHER AUTHORS TEST 

BOOKS 

 Pearson in Dickens test Pearson in Shakespeare Pearson  in Wilde 

Dickens Stylometric Map 0.538038 0.428293 0.478812 

Shakespeare Stylometric Map 0.555541 0.546308 0.500479 

Wilde Stylometric Map 0.566413 0.451176 0.422471 

TABLE. VIII. PEARSON CORRELATION COEFFICIENT RESULTS IN THE FREQUENT PAIR FOR EACH STYLOMETRIC MAP AGAINST THREE OTHER AUTHORS TEST 

BOOKS 

 Pearson in Dickens test Pearson in Shakespeare Pearson  in Wilde 

Dickens Stylometric Map 0.490773 0.32738 0.300934 

Shakespeare Stylometric Map 0.382706 0.44047 0.372926 

Wilde Stylometric Map 0.405736 0.257335 0.294741 

TABLE. IX. PEARSON CORRELATION COEFFICIENT RESULTS IN TRIO WORD FOR EACH STYLOMETRIC MAP AGAINST THREE OTHER AUTHORS TEST BOOKS 

 Pearson in Dickens test Pearson in Shakespeare Pearson  in Wilde 

Dickens Stylometric Map 0.232979 0.06033 0.203679 

Shakespeare Stylometric Map -0.09015 0.18197 0.180051 

Wilde Stylometric Map 0.146199 0.049749 0.336961 
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However the experiment showed that the frequent word 
and word pair is the less predicted values, and represents the 
worse attribute according to the true prediction values for all 
results. Use CV, this cause the consumption time to be longer 
than the ratio used. It also has long equations and complex 
numbers. Because there is a false expectation in the frequent 
(Table VII) and Pair (Table VIII), this test was not applied to 
all authors because the error rate will increase. 

D. SABA Method and Spearman 

 Frequent word 

The following tables represent the final results for each 
author showing the prediction accuracy in the frequent word. 
The coefficient values in the highlighted cells are the highest 
value in each row, which not indicates a fully correct 
prediction, as shown in Table X. 

 Frequent pair 

The following tables represent the final results for each 
author showing the prediction accuracy in pair word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which indicates a fully correct prediction, as 
shown in Table XI. 

 Trio word 

The following tables represent the final results for each 
author showing the prediction accuracy in trio word. The 
coefficient values in the highlighted cells are the highest value 
in each row, which not indicates a fully correct prediction, as 
shown in Table XII. 

 Summary 

Results of the prediction for the trio word was best 
possible, because of other results contain percentage of error 
prediction. 

                  
                  

                       
      

                               
 

 
          

                            
 

 
         

                            
 

 
          

However the experiment showed that the pair word is the 
higher predicted values, and represents the best attribute 
according to the true prediction values for all results. 

Use CV, this cause the consumption time to be longer than 
the ratio used. It also has long equations and complex 
numbers. Because there is a false expectation in the frequent 
(Table X) and Pair (Table XI), this test was not applied to all 
authors because the error rate will increase. 

TABLE. X. SPEARMAN CORRELATION COEFFICIENT RESULTS IN THE FREQUENT WORD FOR EACH STYLOMETRIC MAP AGAINST THREE OTHER AUTHORS TEST 

BOOKS 

 Spearman in Dickens test Spearman in Shakespeare Spearman in Wilde 

Dickens Stylometric Map 0.47352 0.094352 0.223405 

Shakespeare Stylometric Map 0.32946 0.359226 0.17037 

Wilde Stylometric Map 0.402448 0.102134 0.153217 

TABLE. XI. SPEARMAN CORRELATION COEFFICIENT RESULTS IN THE FREQUENT PAIR FOR EACH STYLOMETRIC MAP AGAINST THREE OTHER AUTHORS TEST 

BOOKS 

 Spearman in Dickens test Spearman in Shakespeare Spearman  in Wilde 

Dickens Stylometric Map 0.28902 -0.19774 -0.19657 

Shakespeare Stylometric Map -0.09847 0.171194 -0.14929 

Wilde Stylometric Map 0.073531 -0.25251 -0.10344 

TABLE. XII. SPEARMAN CORRELATION COEFFICIENT RESULTS IN TRIO WORD FOR EACH STYLOMETRIC MAP AGAINST THREE OTHER AUTHORS TEST BOOKS 

 Spearman in Dickens test Spearman in Shakespeare Spearman in Wilde 

Dickens Stylometric Map -0.37887 -0.86592 -0.61241 

Shakespeare Stylometric Map -1.01489 -0.71803 -0.80471 

Wilde Stylometric Map -0.62162 -0.90985 -0.36788 
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VIII. CONCLUSIONS 

The first contribution is gain, a better prediction accuracy 
by involving the statistical Pearson correlation and Spearman 
correlation as a main weighting factor in the SABA and 
burrows method. And do not overlook that using the 
Spearman algorithm which is less complex compared to 
Pearson with the burrows algorithm led to optimal prediction 
results. The next contribution is improving the feature 
extraction process by introducing a new set of more 
dependable attributes, such as the word pair and the trio, in 
addition to the use of classical frequent words. The results 
showed that using Spearman correlation coefficients measure 
leads to, zero error prediction, Speed, and accuracy at a high 
rate, the Spearman Equation which is less complex than the 
Pearson Equation and it takes less time to compare with 
Pearson. The main consideration in this treatise is that the 
results are best when used ratio rather than CV, use simple 
numbers and less complicated because of the use of the Rank 
algorithm instead of frequencies matches. Conducting optimal 
predictors result in SARA compared with SABA and burrows. 
Replace ratio value with attribute ranks make the calculations 
more easy and speedy. 
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Abstract—Sensors are being used in thousands of applications 

such as agriculture, health monitoring, air and water pollution 

monitoring, traffic monitoring and control. As these applications 

collect zettabytes of data everyday sensors play an integral role 

into big data. However, most of these data are redundant, and 

useless. Thus, efficient data aggregation and processing are 

significantly important in reducing redundant and useless data in 

sensor-based big data frameworks. Current studies on big data 

analytics do not focus on aggregating and filtering data at 

multiple layers of big data frameworks especially at the lower 

level at data collecting nodes (sensors) that reduce the processing 

overhead at the upper layer, i.e., big data server. Thus, this paper 

introduces a multi-tier data aggregation technique for sensor-

based big data frameworks. While this work focuses more on 

data aggregation at sensor networks. To achieve energy 

efficiency it also demonstrates that efficient data processing at 

lower layers (sensor) significantly reduces overall energy 

consumption of the network and data transmission latency. 

Keywords—Data aggregation; big data; sensor networks; 

energy efficiency; clustering 

I. INTRODUCTION 

The time of spreadsheet is over. A Google search, a 
barcode scan, a voice message, a picture of a car, a tweet 
among others all contains data that can be collected, analyzed 
and monetized. Indeed in today’s time, we manage and store 
our life online. Data are gathered from smart phones, laptops 
and tablets that collect and transfer information on what 
people do. However, this is just the beginning. Most devices 
including our TVs, watches and even washing machines will 
collect and transmit messages. With the growing amount of 
information that exceed quintillion of bytes, new machines 
and techniques more powerful than the normal computer had 
to be created to allow us to make sense of the zeros and ones. 
Super computers and various algorithms have helped one so 
far in the real time analysis of those increasingly larger 
amounts of information. Nevertheless, for more efficient data 
mining, one always has to be on the chase for new methods. 

The term Big Data refers to large volume of data sets. In 
the last few years, with the increase in the amount of digital 
information around us, the term has gained in popularity. As 
we speak, many professional in the field are working on 
finding better data mining ways to cope for the future. 
Sensors, mobile phones and other devices all generate big 
data. One can simply question what is the advantage of 
collecting so much information and how can it be useful for 
any company? The simplest example to answer such a 

question is the grocery stores/supermarkets. These stores offer 
various promotions and discounts upon using their cards such 
as Air Miles, Optimum card etc. These cards generate big data 
in the form of collected information in regards to demand and 
supply among various parameters stated in the contract signed 
by the customer. All the information are gathered and once 
processed, they help companies improve their businesses in 
various ways. Indeed, the primary goal of collecting these 
huge datasets is to look for meaningful patterns by using 
optimal processing. 

Emergence of sensor networks also play a major role in the 
rise of big data as thousands of sensor network applications 
collect huge amount of data that require processing. Hence, 
sensors data processing can be considered as a part of big 
processing. As sensors produce redundant data we can 
aggregate data to reduce and represent them in a meaningful 
way in big data framework. However, works on big data 
presented in [9]-[13] do not talk on sensor-based big data 
aggregation, they mostly talk about architecture and network 
theory of big data, data mining, and application of big data. 

As sensors-based big data aggregation is an important area 
of research to reduce computational cost as well as energy 
consumption this paper introduces a sensor data aggregation 
approach for a multi-tier big data framework. The proposed 
aggregation approach is designed in three layers to ensure that 
sensors data aggregation is facilitated at the lowest layer. As 
the proposed communication framework only consists three 
layers of communication and processing devices (i.e., sensors, 
gateway node that connects to Internet, and big data server) 
this data aggregation approach has three layers. 

The proposed data aggregation allows both cluster-based 
and tree-based network topologies and thus, considered as a 
hybrid data aggregation approach. Clustering is used in most 
sensor network applications especially, they are greatly 
required for emergency or real-time applications such as 
rescue operations, health, and traffic monitoring to reduce data 
transmission latency (results in reduced data processing delay 
and overhead at big data server). On the other hand, tree-based 
approach achieves efficiency in non-real time applications 
where achieving energy efficiency is more important than data 
transmission delay. The proposed approach works by selecting 
a few nodes that work as active nodes [19] to collect and 
aggregate data for a certain period of time unless the residual 
energy of these nodes become critical. While most clustering 
algorithms [1], [4]-[8], [18]-[20] allow all member nodes of a 
cluster to actively work at any time instant the proposed 
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approach selects only a few nodes as active to work at any 
time instant that cover the whole network area. The proposed 
approach allows other nodes to work as alternative nodes that 
take the responsibility of active nodes only when any active 
node fails. This results in fault tolerance and energy 
efficiency. The rest of the paper is organized as follows. 

Section II briefly presents literature on sensor data 
aggregation approaches. Section III briefly presents the 
working principle of the proposed data aggregation approach. 
Section IV analyzes the performance of the proposed data 
aggregation approach and compares it with tree and cluster-
based approaches in terms of energy consumption and data 
transmission latency. Experimental (simulation) setup and 
results are presented in Section V. Finally, the summary of the 
paper and future works are presented in Section VI. 

II. RELATED WORK 

Current research on big data analytics include distributed 
algorithms to process big data, network architecture and 
application of big data, MapReduce paradigm that works on 
big data [9]-[15]. The existing distributing algorithms to 
process and aggregation big data are mostly done at high 
performance big data server. These studies [9]-[15] do not 
consider data aggregation at multiple layers especially sensor 
data aggregation at the data collecting side as a way to reduce 
computational cost. Hence, we studied and presented a few 
literatures on sensor data aggregation as follows as a plan to 
integrate an improved sensor data aggregation approach in our 
proposed sensor-based big data framework. 

Directed diffusion (DD) is a flat data aggregation approach 
where a node A broadcasts its interest and the node B that 
senses data related to the interest message transmits to A 
though multiple paths. Later, the node A selects the shortest 
path for further data transmission through a reinforcement 
packet. However, DD requires a large number of data 
transmissions. Hence, Cluster diffusion with Dynamic Data 
Aggregation Approach (CLUDDA) [3], [16] is introduced to 
only propagate event of interest and interest event between 
cluster head and cluster members. In case, the cluster head 
resides far from the cluster members, it consumes huge 
energy. 

Tree-based approaches are good for small networks with 
fewer nodes. However, these algorithms suffer from a single 
point of failure where the failure of a single node disconnects 
the data transmission path from leaf node to the root. Among 
many tree-based approaches, energy aware distributed 
heuristic (EADAT) [17], Power efficient data gathering and 
aggregation protocol (PEDAP) [18] based on a spanning tree 
to maximize the lifetime of the network and Power-Aware 
PEDAP (PEDAP-PA) [18] are more popular. Chain-based 
data aggregation techniques, such as power efficient data 
gathering protocol for sensor information systems 
(PEGASIS), have been proposed [20] where each sensor 
transmits only to its closest neighbor. As this approach does 
not guarantee the shortest data transmission path from the 
furthest nodes of the chain to the sink a multiple-chain scheme 
is introduced in [20]. Again, this approach does not provide 
the shortest data transmission distance. Hence, the greedy 
chain construction algorithm, which constructs the chain by 

starting at the furthest node from the sink and considers it as a 
chain head, was proposed in [5]. Every time a non-chain node 
is added to the chain, this new node is considered as a new 
chain head until all nodes are added to the chain. 

A multiple chain scheme has also been proposed in [22]. 
In this approach, the network is divided into four zones and 
each zone is centered at the node that is closest to the center of 
the sensing region. A linear that ends at the centre node is 
created for each zone. The multiple chain schemes aim to 
decrease the total distance of transmitting data as nodes 
broadcasts. In the greedy chain construction scheme proposed 
in [12], the process starts by selecting the chain head. The 
farthest node from the sink is selected as the chain head. At 
each step, a non-chain node, A is added to the chain head if A 
is closest to the chain head. The procedure stops whenever all 
nodes are added to the chain. This approach is further 
improved by including the non-chain node to the chain as a 
chain leader that provides the shorted distance as compared to 
other nodes if included into the chain as a leader. 

In the grid-based data aggregation method [18], each grid 
has a data aggregator and all sensors in a grid transmit data to 
the grid aggregator while in the in-network data aggregation, 
data are aggregated at parent nodes as they are being 
transmitted towards sink at the root of the tree. The work in 
[5] presents a hybrid data aggregation scheme that combines 
the best features of grid-based and In-network aggregation 
schemes. The network topology is initially constructed based 
on in-network data aggregation approach. Once an event is 
detected by a sensor, the sensor follows in-network data 
aggregation scheme if the data is received from a static sensor 
application. If data is from a mobile sensor application, grid-
based approach is used for data aggregation. Among other 
approaches, the work done in [26] introduces a cluster-based 
data aggregation approach where cluster head uses three 
different approaches to reduce redundant data collected from 
neighboring nodes (i.e., huge processing burden on cluster 
head), [27] introduces identity-based aggregate signature 
(IBAS) scheme for sensor-based secure data aggregation that 
provides data integrity as well as reduce bandwidth usage. 

In sensor network, nodes receive data only when they are 
in active state that introduces the idea of properly utilizing the 
limited number of active time slots of sensor nodes with the 
goal of reducing data aggregation latency. The minimum 
latency aggregation schedule (MLAS) in most duty cycle 
WSN allows low latency and collision free aggregation 
schedule. However, this approach uses fixed structure 
aggregation methods and requires all sensor nodes are always 
awake. The work done in [28] introduces  a distributed 
aggregation algorithm for duty-cycle WSNs, in which the 
aggregation tree and a conflict free schedule are generated 
simultaneously without using any fixed aggregation structure. 
The work done in [29] introduces an approximation algorithm 
to construct a maximum lifetime data aggregation tree that 
uses an adjustable transmission power level to achieve higher 
network lifetime while most work consider fixed transmission 
power. In [30], authors introduce a cluster-based approach for 
in-network aggregation. This approach uses an energy 
efficient routing strategy that uses multi-path routing tree and 
performs data fusion and data aggregation at intermediate 
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nodes. While most data aggregation approached do not 
consider data security and privacy issues, Vakilinia et al. [31] 
presents data privacy preserving data aggregation/fusion 
approach for crowdsensing that uses linear transformation and 
homomorphic encryption scheme to obtain secured aggregated 
data. However, these approaches are complex and 
computationally expensive. 

The work done in [32] presents several data fusion 
techniques such as approaches based on neural network, 
genetic algorithm, fuzzy logic, particle swarm optimization, 
steiner tree-based approach and data selection-based 
summation fusion. In [33] Yan M. introduces Forecast 
Algorithm of Data Aggregation (FTDA) data fusion algorithm 
based on the time prediction model, which predicts a time 
when data may differentiate from the data at current time. This 
model has the ability to proactively identify data redundancy 
and reduce energy consumption. However, approaches 
presented in [32], [33] work for small scale sensor networks, 
require more computational power and hence, have space to 
make them more energy efficient. 

Most approaches that we have presented in this section do 
not consider selecting a fewer number of nodes as active 
nodes and allowing all other nodes to remain in sleep state (or 
idle) that reduce the network energy consumptions. Also they 
do not consider the type and priority of data packets for data 
aggregation. Hence, we introduce a multi-tier data aggregation 
approach that (1) uses both cluster and tree-based approaches, 
(2) selects only a few nodes as active node while keep all 
other nodes in sleep state, (3) assigns type and priority to each 
data packet. 

III. PROPOSED ARCHITECTURE AND APPROACH 

This section presents the high level architecture of the 
proposed data aggregation framework of big data along with 
the low level data aggregation and filtering scheme at sensor 
networks. 

A. High Level Architecture 

The proposed big data aggregation and filtering framework 
works in three layers, (1) Lower Layer: aggregates data at 
sensors (2) Middle Layer: aggregates data at base station 
(3) Upper Layer: aggregates data aggregation at big data 
server in distributed manner. 

Fig. 1 illustrates such as a big data framework that only 
has three data communication layers. For instance, sensors at 
lower layers sense data and transmit those data to sink node or 
base station (BS). Then, the BS processes or aggregates data 
and transmit the aggregated data to the central big data sever 
through Internet. Finally, the big data server aggregates data 
by distributing it to commodity computers. Hence, the 
proposed hybrid data aggregation scheme has three data 
aggregation layers. The computational efficiency of big data 
sever at upper layer depends on data aggregation at data at 
middle and lower layers as low power nodes at these layers 
can aggregate and filter data to some extent even though nodes 
at upper the layer have higher computational power. However, 
existing big data aggregation approaches in literature are 
mostly only designed for upper layer at big data server. Hence, 
the computational cost or time at the server is not reduced as 

these approached do not consider any lower layers 
preprocessing of data (such as preprocessed at lower layers at 
sensors). 

By designing efficient data aggregation approach at the 
lower level sensor nodes the overall computational costs at the 
upper layer big data server can be reduced, which is the 
objective of this paper as the data aggregation scheme reduces 
the volume of sensor’s data that will be transmitted to the 
upper layer. Thus, this approach reduces data aggregation and 
processing overhead at the upper layer in NoSQL or other 
non-relational database systems for big data. The upper layer 
also consists of emergency response centre. The sink or base 
station at middle layer transmits emergency or time critical 
data to the emergency response centre before sending it to 
NoSQL database servers for processing/filtering and future 
storage. 

Sensor networks are being used for many applications. 
These applications can be classified as (1) real-time and 
(2) non-real-time. Real-time applications such as health 
monitoring have more priority than non-real-time applications 
(i.e., real-time emergency data should have more priority than 
non-real-time data). Hence, data aggregation approaches 
should be designed considering the priority of sensor 
applications or data types. Most existing approaches [1], [4]-
[8], [18], [23] do not consider this criteria to design a data 
aggregation approach. 

Moreover, data processing at upper layer (i.e., at big data 
servers) should also consider the type of data so that data can 
be stored based on their categories for future use. Data 
aggregations at the lower and middle layers based on data 
types and sensor applications will ease the data processing at 
the upper layer. Thus, this paper introduces an energy efficient 
application dependent data aggregation approach for sensor-
based big data frameworks. Sensors are programmed to have a 
data type field in their packets so that other sensors or devices 
that receive the data packet can identify the type of 
applications and perform data aggregation based on the data 
type [21]. This field also helps to store data at the appropriate 
locations in big data server for further processing and use. 

 
Fig. 1. 3-tier sensor-based big data aggregation framework. 
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Routing protocols can be proactive (periodic) and reactive 
(event-based). For periodic routing protocols, data are sensed 
and transmitted periodically – at a certain time interval. In 
reactive routing protocols, data are transmitted only when a 
certain event is triggered. Sensors will also be programmed to 
contain a field (i.e., routing type) in their data packet that data 
transmission mode. For instance, if the routing field is set to 1 
it will represent the periodic data transmission of 
emergency/real-time applications. Otherwise, data 
transmission will be event-based. Data aggregation at sensors 
also depends on this field. In the proposed approach, 
emergency real-time data will be only aggregated or filtered at 
sensors to avoid transmitting redundant data (i.e., data with the 
same information that has already been transmitted) that will 
reduce network energy consumption and also allow the sink to 
transmit data faster to the emergency response centre. 
Moreover, more data aggregation and processing takes place 
at the middle layer (at base station or sink node) compared to 
that at the lower layer (i.e., at the sensor) since sensors have 
limited power and processing capabilities. Thus, big data 
servers at the upper layer are expected to receive partially 
structured data to reduce the overall processing overhead of 
big data framework. 

B. Proposed Hybrid Sensor Data Aggregation Scheme 

The proposed hybrid data aggregation scheme classifies 
sensor-based applications into the following categories. 

1) Real-time, emergency, time critical applications – such 

as traffic monitoring, battlefield surveillance and health 

monitoring. 

2) Non-real-time applications – agriculture, air pollution 

monitoring. 

The lower layer sensors transmit data to the upper layers 
through gateway nodes. Fig. 2 illustrates such a scenario. 
However, data aggregation approaches may achieve energy 
and computation efficiency using dynamic network topologies 
based on the requirement of sensors applications. For 
example, sensors are programmed to form cluster-based 
topology for emergency real-time applications and tree 
topology for non-real-time applications (details of cluster 
formation, tree formation and CH selections are presented in 
[24]). In cluster-based topology, sensors collect and transmit 
data at their allocated timeslot to the cluster head (CH). Then 
the CH transmits to the gateway and end station. As this type 
of topology ensures the minimum number of hops to transmit 
to the end node data aggregation using cluster-based approach 
is expected to achieve computational, data latency as well as 
energy efficiency. In cluster-based data aggregation, once a 
cluster is formed and CH is selected the CH selects a 
minimum number of nodes as active node for any time instant 
while other nodes remain in sleep state (or idle). We use the 
work done in [19] to select active nodes. Active nodes of a 
cluster sense and transmit data to CHs while aggregates and 
filters data to discard redundant data. On the other hand, idle 
nodes (in sleep state) do not perform data sensing, 
transmission and aggregation. By discarding a large number of 
redundant and useless data in emergency applications this 
approach ensures faster transmission of data to the central 
server [1]. 

 

Fig. 2. Layer 1 data aggregation. 

 

Fig. 3. Format of sensor data packet. 

On the other hand, achieving energy efficiency is more 
important than achieving reduced end-to-end delay in non-
real-time applications, such as agriculture, farming, pollution 
monitoring. Tree-based hierarchical topology may create the 
shorter path that uses more hops as compared to cluster-based 
topology. As distance is less the energy consumption will be 
less (energy consumption is directly proportional to the 
distance between two nodes [2], [3]). Thus, in tree-based data 
aggregation approaches, a sensor transmits data through the 
shortest path from itself to the sensor gateway. 

In tree-based approach, nodes are identified to locate at 
different levels of the hierarchy considering the gateway node 
is the root of the hierarchy. Nodes residing one-hop away 
from the gateway can be considered to locate at the level 1 and 
so on. Then, the shortest path from the sensor gateway node to 
the active leaf nodes will be created using the method 
presented in [19]. Data transmission starts at sensors of the 
lowest level. For instance, active sensor nodes (or leaf nodes) 
sense and transmit the event of interest to the active nodes at 
the upper level. Parent nodes in this tree structure always 
perform data aggregation using different aggregation functions 
such as MAX, MIN, MEAN, MEDIAN and SUM and 
transmit again to the active nodes at the upper level until data 
reaches at the sensor gateway at root. Thus, this energy 
consumption of the active nodes in this approach is well 
distributed and the total network energy consumption is 
expected to be lower even though the number of hops from the 
sensor to the gateway is more as compared to the cluster-based 
counterpart of this proposed approach. However, the tree-
based data aggregation may result in increased end-to-end data 
transmission delay as data from a node passes through several 
number of hops and is processed at each node for a certain 
time period. Thus, the proposed hybrid, dynamic and 
application-based data aggregation scheme offers a trade-off 
between energy efficiency and data transmission delay. 
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TABLE I. REPRESENTING TERMINOLOGIES BY SYMBOLS 

Name of the terminology Symbol 

Sensor Network G(V, E) 

Non-real-time applications nr  

Real-time applications r  

Data type Dt  

Application type AP  

Tree-based topology Tr  

Cluster-based topology Cl  

Cluster head CH  

Level in a hierarchy L 

Active nodes AN  

Alternative nodes Al  

Gateway Node G 

Normally, sensor networks are used for a specific 
application by forming a specific network topology. Using the 
proposed data aggregation scheme, the sensors in a network 
can be reused to other applications and are able to change their 
topology if the application changes. Data packets have a 
number of fields and one field is used to set the application 
type. Once sensors receive a data packet from the gateway 
with the changed application field, it reconstructs the 
topology. Fig. 3 illustrates a sensor data packet that contains 
fields to identify data type and application type for the 
proposed data aggregation framework. 

Sensor networks are mostly designed for a specific 
application and hence, a data aggregation scheme (cluster or 
tree-based) can be pre-established. However, the data 
aggregation scheme can also be constructed on-demand based 
on the types of packets that sensors transmit. This dynamism 
allows sensor networks to be used or re-used in multiple 
applications. Algorithm 1 presents the pseudo-code for the 
proposed sensor data aggregation approach. Table I lists the 
symbol used for different terms in Algorithm 1. 

Algorithm I: Proposed Hybrid Data Aggregation Scheme  

Randomly pick a node i   

Set node activei   

 activenodeset i  
 

while WholeNetCovered TRUE  

     pick node j randomly 

      if ij  & not in activenodeset & 

( ) ( )NetCoverage node NetCoverage node Null or Minimali j              

then node activej   

               ,activenodeset i j  

     else 

          node alternativej   

            alternativeenodeset j  

     end if 

end while 
 

Remaining nodes sleep-mode 
 

If nrAP   then 

     G(V, E)   Tr  

     form shortest path with AN in leaf nodes to g      

     AN at different L transmit multi-hop  

else if a rAP   then 

     G(V, E)   Cl  

     select CHs from ANs 

     AN in each cluster transmit towards CHs 

end if 
 

while G(V, E) in work do 

    if rAP  & Dt = r then 

           for each iAN  in cluster j  do 

                transmit data to CH 

                CH filters redundant data & transmit to g 

           end for 

    else if rAP  & Dt = nr then 

         reconstruct G(V, E)   Tr 

         aggregation level   Li 

         CH aggregates using MAX, MIN, SUM, REDUCE & 

other functions based on AP  

         CH transmits aggregated data to g directly or 

through other CHs  

    else if nrAP  & Dt = nr then 

         aggregation level   Li 

         CH aggregates using MAX, MIN, SUM, REDUCE & 

other functions based on AP  

         CH transmits aggregated data to g directly or 

through other CHs 

    else if nrAP  & Dt = r then 

         reconstruct G(V, E)  Cl 

         for each iAN  in cluster j  do 

             transmit data to CH 

             CH filters redundant data & transmit to g 

         end for 

    end if  

end while 

IV. PERFORMANCE ANALYSIS 

In this section, the performance of the proposed data 
aggregation scheme will be analyzed in terms of networks 
energy consumption and data transmission delay. Then we 
will set up the network simulator based on some assumptions 
and measure the performance of the proposed hybrid data 
aggregation scheme as compared to the tree and cluster-based 
approaches. 

A. Energy Model 

The energy model in [2], [3] is used to evaluate the 
performance of the proposed data aggregation approach as we 
only consider data transmission and reception energy 
consumption in this evaluation. This model considers that 
energy consumption is proportional to data transmission 
distance. The energy consumption of a node for transmitting 
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data of datan  bytes to another node, which are at distance d

apart is 

airdatadatadataTX dnnE   2             (1) 

However, the energy consumption of a node for receiving 
a data packet is independent of distance and is denoted as 
follow. 

datadataRX nE       (2) 

Where data is the energy consumption of a sensor node in 

its electronic circuitry and air  represent the energy 

consumptions in RF amplifiers for propagation loss. 

B. Estimation of Energy Dissipation 

Let us assume that the number of sensor applications = 

appn  and the number of non-real-time applications that use 

tree topology = nrn  

The number of real-time applications that use cluster-

based topology = rn . 

apprnr nnn                    (3) 

Let us assume that each network has the same number of 

nodes, noden . 

Therefore, the total number of nodes = appnode nn  . 

1) Existing cluster-based method 

Let us assume that the number of clusters in each network 

is cln . 

Therefore, the number of nodes in each cluster, 

cl

node
nodecl

n

n
n  .                   (4) 

Let us assume that each network has 2 level or hierarchy. 

We denote these levels as 1L and 2L . Also, we consider that 

the level that is closer to the gateway is 2L . So, the number of 

clusters in each level is 
2

cln
. 

Let us assume that the distance between an active member 

node and CH = avgd  

The average size of a data packet that is transmitted from a 

member node to CH is datan . 

Therefore, the total network energy consumption for 
transmitting a data packet to a cluster is  

)(1
2

1 airavgdatadatadata
cl

node
CLTX dnn

n

n
E  













     (5) 

The energy consumption of a CH for receiving data from 
an active member node is 

)(1 datadata
cl

node
RXCL n

n

n
E 













           (6) 

Similarly, the energy consumption of a CH to transmit data 
packet to the sensor gateway is given as  

airCHagdatacldataagdataclCLTX dnnE  
2

2      (7) 

Where the aggregated data size at CH is agdatacln  and the 

average distance between CH and sensor gateway is CHd  

Thus, the total transmission energy consumption in a 
cluster-based data aggregation scheme is 

)(

)()(

2

2
21

airCHagdatacldataagdataclcl

airavgdatadatadataclCLTXCLTXclTXCL

dnnn

dnnnEEnE







 (8) 

2) Proposed hybrid approach 
This section presents the proposed data aggregation 

scheme both for when (1) modifications are done based on 
cluster-based topology for real-time applications, and 
(2) modifications are done based on tree-based topology for 
non-real-time applications. 

Proposed approach is based on cluster-based topology 
for real-time applications 

Let us assume that the number of nodes that reside in sleep 

mode = idlen . 

Therefore, the number of active nodes in a cluster 
including CH is 

idlenodeprclactiveprcl nnn  .              (9) 

If we substitute (9) into (5) we find the energy 
consumption of active nodes in a cluster for transmitting data 
to CH, which is given as follows:  

)()1(
2

1 airavgdatadatadataidlenodeprclPRCLTX dnnnnE  
  

(10) 

Similarly, if we substitute (9) into (6) we obtain the energy 
consumption of a CH for receiving data from an active 
member node of a cluster, which is given as follows: 

)()1( datadataidlenodeprclRXPRCL nnnE      (11) 

The energy consumption of a CH for transmitting a data 
packet to the sensor gateway is given as 

airCHagdataprcldataagdataprclPRCLTX dnnE  
2

2   (12) 

In (12) the aggregated data size at a CH is 

clagdataprclagdata nn   and the average distance 

between a CH and sensor gateway is CHd . 
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Thus, the total transmission energy consumption in the 
cluster-based proposed data aggregation approach is: 

1 2

2

2

2

2

( 1)

( )

( )

TXPRCL TX PRCL TX PRCL nodeprcl idle

data data data avg air agdataprcl data

agdataprcl CH air

activeprcl data data data avg air

agdataprcl data agdataprcl CH air

E E E n n

n n d n

n d

n n n d

n n d

  



 

 

    

      

  

      

   

 (13) 

Proposed approach is based on tree-based topology for 
non-real-time applications 

Again let us assume that the number of levels from leaf 
nodes to the sensor gateway is 2. 

The number of active nodes in each level is activeprtrn . 

The proposed data aggregation approach that uses tree 
topology creates the shortest path from a leaf node to the 
sensor gateway. We assume that the size of a data packet that 

is sensed at a leaf node is dataprtrn  and the size of aggregated 

data packets at the upper level nodes is agdataprtrn . The 

average distance between the nodes at level 1 and level 2 is 

prtrLd 1 and between the nodes at level 2 and the sensor-

gateway is prtrLd 2  

Therefore, the average distance (shortest) between the leaf 
node and the sensor-gateway node is given as 

1 2L prtr L prtrd d                  (14) 

Thus, the energy consumption of active nodes at L1 for 
transmitting data to the nodes at L2 is given as  

)(
2

11 airprtrLdatadatadataactiveprtrPRTRTX dnnnE   
   (15) 

The energy consumption of active nodes at L2 for 
receiving data from nodes at L1 is given as follows  

)( datadataactiveprtrRXPRTR nnE          (16) 

Similarly, the energy consumption of all active nodes at L2 
for transmitting data packets to the sensor-gateway is given as 

2

2
2

(

)

TX PRTR activeprtr agdataprtr data

agdataprtr L prtr air

E n n

n d





  

  
      (17) 

Thus, the total energy consumption for transmitting data in 
the tree-based proposed data aggregation approach is given as: 

1 2

2
1

2
2

2
1

( )

( )

( )

(

TXPRTR TX PRTR TX PRTR activeprtr

data data data L prtr air activeprtr

agdataprtr data agdataprtr L prtr air

activeprtr data data agdataprtr activeprtr air

data L prtr

E E E n

n n d n

n n d

n n n n

n d n

 

 

 

   

     

   

    

  2
2 )agdataprtr L prtrd

 (18) 

3) Existing tree-based method 

Let us assume that the number of nodes at level of the tree 

= trn  and the number of hops to transmit data from a leaf 

node to the sensor-gateway = 2 

Let us assume that the average distance from L1 nodes to 

L2 nodes = trLd 1  

The average distance from L2 nodes to sensor-gateway=

trLd 2  

The size of data sensed at the lowest level leaf nodes=

datatrn . 

Then, the size of aggregated data at L2 nodes = 

agdataprtragdatatr nn                 (19) 

In this approach, all nodes are kept in the inactive mode. 
Transmission energy consumption of L1 nodes as given in 
(20).  

)(
2

11 airtrLdatadatadatatrTRTX dnnnE         (20) 

Similarly, reception energy consumption of nodes at L2 is 
given as:  

)( datadatatrTRRX nnE               (21) 

And energy consumption for transmitting data from nodes 
at L2 to the sensor-gateways deduced using (22). 

)(
2

22 airtrLagdatatrdataagdatatrtrTRTX dnnnE         (22) 

Thus, the total transmission energy consumption is 

  

1 2

2
1

2
2

2 2
1 2

(

) (

)

( )

( )

TXTR TX TR TX TR tr data data

data L tr air tr agdatatr data

agdatatr L tr air

tr data data agdatatr

tr air data L tr agdatatr L tr

E E E n n

n d n n

n d

n n n

n n d n d



 







    

     

  

   

   

         (23) 
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4) Comparison of energy consumption among cluster-

based, tree-based and hybrid approach 

Case 1: Non-real-time sensor applications using tree-based 
topology. 

Since it is known that tractiveprtr nn   we can conclude 

from (18) and (23) that 

TXTRTXPRTR EE                     (24) 

Similarly, we can conclude from equations (16) and (21) 
that 

RXTRRXPRTR EE                  (25) 

Case 2: Real-time sensor applications that use cluster-
based topology. 

It has been shown that clprclactive nn  , so, we can 

conclude from (8) and (12) that 

TXCLTXPRCL EE                  (26) 

Similarly, RXCLRXPRCL EE             (27) 

Case 3: Comprises of both real-time and non-real-time 
applications. Let us assume that the number of non-real-time 
and real-time applications are n1 and n2, respectively. Then, the 
transmission energy consumption for the proposed data 
aggregation approach will be given as  

TXPRCLTXPRTR EnEn  21            (28) 

Where the transmission energy consumption for the 
cluster-based approach will be denoted as  

TXCLTXCL EnEn  21              (29) 

Similarly, the transmission energy consumption for the 
tree-based approaches will be given as  

TXTRTXTR EnEn  21                 (30) 

Since TXCLTXPRCL EE  comparing (28) and (29) we find 

that transmission energy consumption of the proposed 
approach will be less than the transmission energy 
consumption of the cluster-based approach. Similarly, as 

TXTRTXPRTR EE   comparing (28) and (30), we find that 

transmission energy consumption will be less than that of tree-
based approach. 

We will find the similar result for data reception energy 
consumption (i.e., reception energy consumption of the 
proposed approach will be less than that of the cluster and 
tree-based approaches)  

C. Analysis on Data Transmission Latency 

In the cluster-based method, the active member nodes of a 
cluster transmit data packets to the CH. Then the CH 
aggregates and transmits the processed data to the sensor-
gateway. If the time allocated to the active member node and 

CH are cT and chT , cch TT   as the CH performs data sensing, 

data transmission, reception and aggregation. 

The data transmission latency for the cluster-based method 
will be as presented in (31). 




























 chc

cl

node
clcl TT

n

n
nD 1          (31) 

1) Proposed hybrid approach 
The data transmission latency for the proposed cluster-

based approach 

 chcactiveprclclprcl TTnnD           (32) 

The data transmission latency for the proposed tree-based 
method is presented in (33). 

prtrLactiveprtrprtrLactiveprtrprtr TnTnD 21      (33) 

The number of active nodes in each level of the proposed 
tree-based method is presented in (34). 

rnoactiveprtr nn det                (34) 

2) Existing tree-based method 
The number of nodes in each level is assumed to be same 

= rnon det and duration of timeslot allocated to each node at the 

lowest level is trLT 1 . 

The duration of timeslot allocated to each node at the 

upper level is trLtrL TT 12  . 

This is because the upper level nodes perform data 
aggregation and transmit aggregated data to the sensor-
gateway. 

Thus, the data transmission latency for tree-based 
approach will be  

trLrnotrLrnotr TnTnD 2det1det             (35) 

3) Comparison of data transmission latency 

Case 1: If all sensor applications of the proposed approach 
are non-real-time and use tree-based topology 

By comparing (41), (42) and (43) we can conclude that 

prtr trD D  

Case 2: If n1 sensor applications of the proposed approach 
are non-real-time and n2 applications are real-time, the data 
transmission latency will be 

 
1 2 1 1

2 2

(

)

prtr prcl activeprtr L prtr

activeprtr L prtr cl activeprcl c ch

n D n D n n T

n T n n n T T

     

      
 (36) 

For tree-only approach the data transmission latency will 
be 

)(

)()(

2det1det2

2det1det121

trLrnotrLrno

trLrnotrLrnoprtr

TnTnn

TnTnnDnn




    (37) 
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As rnoactiveprtr nn det and trLprtrL TT 11  we can 

conclude from (36) and (37). 

pr trD D  (i.e., data transmission latency of proposed 

approach is lower than tree-based approach). 

pr clD D  (i.e., data transmission latency of proposed 

approach is lower than cluster-based approach). 

From the above analysis, we conclude that the energy 
consumption and data transmission delay of the proposed 
sensor-based data aggregation approach at layer 1 is less than 
that of traditional cluster and tree-based schemes. 

D. Computational Complexity 

If the number of active nodes at each level l in the 

proposed tree-based approach is )(activeprtrln and the number 

of levels in the network is prtrL  the total number of active 

nodes will be 


prtrL

l
activeprtrln

1
)( .  

Thus, the number of packets transmitted by each active 
node of the network at their predefined timeslot is




prtrL

l
activeprtrln

1
)( . 

If we define the complexity of the algorithm based on the 
number of message transmission, which is a function of the 
number of nodes from each level at the predefined timeslot 
then the processing complexity of the proposed approach 
based on tree topology is O (n) where n is the number of 
nodes transmitting data packets. 

Similarly, we can show that the processing complexity of 
proposed approach based on clustering will O (n). 

V. VALIDATION OF THE PROPOSED APPROACH 

To validate our proposed hybrid data aggregation and 
filtering technique for sensor-based big data frameworks we 
considered the scenarios presented in the section. 

A. Simulation Setup 

We designed and implemented a simulator to implement 
the proposed data aggregation approach using C programming 
language rather than using the existing simulators, NS-2, 
OPNET, NS-3 many sensor network and big data 
functionalities are not available in these simulators. Moreover, 
we have more control on implementing the new concept of 
sensor-based big data. 

Real experiments or testbed always give accurate result as 
compared to simulation. However, real experiments are not 
always possible due to the unavailability of sensors and other 
components. Hence, simulation is being used to replace 
experimental work in sensor networks and other fields to a 
great extent. Hence, we decided to perform simulation to 
evaluate the performance of the proposed data aggregation 
scheme that works at layer 1 of the big data architecture and 
compared with the traditional cluster and tree-based approach 

as presented before. We use network energy consumption, 
network lifetime and data transmission latency as the 
performance metrics. Each time the simulator was run for a 
certain number of rounds and we run the simulator a certain 
number of times. The outputs are calculated as an average of 
these results. We define the performance metrics and related 
terms as follows: 

Round – is a period of time comprises a number of 
network setup and operation phases. 

Data transmission latency – is considered as the end-to-
end data transmission delay, i.e., the time required to transmit 
data from an active node to the sensor gateway or base station. 

Energy consumption – is the total energy consumed by a 
sensor to transmit, receive and aggregate data. 

We simulated an area of size 100 meters x 100 meters as 
the network size. As this network area is considered as small, 
the network is divided into only 4 clusters and 20-30 nodes are 
randomly deployed on an average into each cluster (100 nodes 
in total into the network). For this small network area 
deploying 100 sensors can be considered as a large number of 
sensors that collect huge amount of data, i.e., big data. The 
proposed data aggregation approach still works even if we 
increase the size of the network and the number of sensors in 
this ratio (large scale). Simulation parameter and their 
respective values of our paper [25] are also used in this paper. 

The simulator was run for rounds between 5000 and 30000 
for different experiments to compare energy consumption 
between low (5000 rounds) and high (30,000 rounds) number 
of network setup phases. The sensor gateway is placed at the 
outside of the network area which is located at the co-ordinate 
(55, 101). During the network operation phase, cluster head 
allocates a number of timeslots to each node. However, each 
nodes receives different number of timeslots based on their 
distance or level from the sensor gateway. For instance, nodes 
which are closer to the sensor gateway require more time to 
sense data, receive data from lower levels of nodes, aggregate 
and transmit data. Hence, these nodes require more time (i.e., 
timeslots) as compared to the nodes that reside far from the 
sensor gateway at the lower levels. Table I lists the parameters 
and their values that are used in the simulation. 

B. Simulation Results 

Fig. 4 shows that the energy consumption of the proposed 
data aggregation approach is much lower than that in 
traditional tree and cluster-based approaches because the 
proposed approach selects only a few active nodes and most 
other nodes remain in idle state whereas the traditional 
approaches consider all nodes as active. Moreover, the 
proposed approach uses both cluster and tree-based 
approaches based on the type of data it senses and balances 
the energy consumption. Fig. 5 demonstrates that the data 
transmission latency of the proposed data aggregation scheme 
are less than that of the tree and cluster-based data aggregation 
approach because the CH receives data from a few active 
cluster member nodes in cluster-based approach and the parent 
node receives data from a few active child node, which require 
less time for the CH and a parent node to process and further 
transmit data to the next level. 
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From the result presented in Fig. 4 about the network 
energy consumption we can deduce that the network lifetime 
of the proposed scheme is expected to be more than those of 
cluster and tree-based approaches. Figure 6 demonstrates our 
claim that the network lifetime of the proposed hybrid data 
aggregation approach is much more than that in the traditional 
tree-based and cluster-based data aggregation approaches. We 
can further justify the presented results as follows: 

 
Fig. 4. Comparison of network energy consumption. 

 

Fig. 5. Comparison of data transmission delay. 

 

Fig. 6. Comparison of network lifetime. 

In tree-based data aggregation schemes, upper level nodes 
wait until nodes at the lower levels transmit data to the upper 
levels. This results in higher data transmission latency. 
Moreover, a large number of active nodes at each level results 
in data redundancy, and data processing overhead. Cluster-
based approach allows all cluster members to transmit data to 
the cluster head (CH). Thus, the CH requires much energy to 
process the received data. As some of the CHs might be far 
away from the sensor gateway, it consumes much energy of 
the CH to transmit the large aggregated data. In its own case, 
the proposed data aggregation scheme selects only a few 
active nodes that cover the whole network, this provides lower 
processing overhead and reduce the total network energy 
consumption (i.e., higher network lifetime). Processing and 
transmitting data from a fewer active nodes will also result in 
less data transmission latency. In summary, Table II compares 
the existing tree and cluster-based data aggregation 
approaches with the proposed hybrid approach based on 
different features. 

VI. CONCLUSION AND FUTURE WORKS 

We introduced a sensor-based big data aggregation 
approach in this paper. This approach works in multiple 
layers. However, we focus on aggregating redundant and 
unstructured sensors data at the lowest level of this framework 
at sensor nodes. The proposed hybrid data aggregation scheme 
uses either an efficient cluster-based data aggregation when 
data are transmitted from real-time or emergency sensor 
applications or a tree-based approach for non-real-time sensor 
applications. Experimental results demonstrate that the 
proposed hybrid and dynamic data aggregation scheme is 
better than traditional cluster and tree-based schemes in terms 
of network energy consumption, network lifetime and data 
transmission latency. This results in less amount of 
(unprocessed) data by big data server at upper layers to further 
faster data aggregation and filtering. In future, we plan to 
design and implement and efficient (computational) data 
aggregation scheme for upper layers at big data server.  Also, 
we plan to implement the proposed approach in testbed (real 
experiments) and compare with more existing approaches to 
justify its effectiveness. Securing sensor data aggregation 
approaches against attacks, i.e., Sybil, wormhole, blackhole, 
bogus information, modification of sequence number through 
the use of public and private key cryptography and encryption 
mechanisms is significantly important even though those 
approaches require more computations. Hence, we plan to 
implement computation-efficient secure data aggregation 
approaches as part of our future research in this direction. 

TABLE II. COMPARISON OF DIFFERENT DATA AGGREGATION METHODS 

Features 
Tree – 

based  

Cluster-

based 
Proposed 

Flooding interest propagation √ X X 

Initially, sink receives data 
through multiple paths 

√ X X 

All nodes in the network are 

active (i.e., they sense, send and 
transmit data)  

√ √ X 

A few active nodes cover the 

whole network area 
X X √ 

Form clusters and send event of X √ √ 
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interest to CH 

Dynamic data aggregation X X √ 

Static data aggregation √ √ X 

Support fault tolerance  X X X 

Tree structure with a single 

point of failure 
√ X X 

Name of existing approaches 

DD, 
FEDA, 

DABDR, 

TAG 

CLUDDA 

SUMAC, 
OCABTR 

PROPOSED 

HYBRID 
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Abstract—Students’ motivation to learn is the goal of the 

educational process around the world. There is a close link 

between learning outcomes and students’ motivation to learn. 

Thus, the success of blended learning in Saudi higher education 

depends on not only using different teaching methods and 

massive expenditures on technology but also on students’ 

motivation to learn. The main objective of this study is to 

measure the effect of using the Web 2.0 technology on students’ 

motivation to learn in a blended learning environment through 

their attention, relevance, confidence, satisfaction inside in this 

environment. This study used a randomized experimental 

research design to examine differences in student’s motivation 

based on their use of Web 2.0 tools in a blended environment in 

the Computer Science at Al-Imam Muhammad Ibn Saud Islamic 

University (IMSIU). This study adopted Keller’s ARCS model of 

motivation to develop a comprehensive framework of factors that 

affect the use of Web 2.0 tools in blended learning environment. 

A questionnaire was conducted to collect data from students. 

Throughout our investigation, we found that there was a 

statistically significant difference at the level of 0.05 in overall 

student motivation between the experimental and control groups 

resulting from the using Web 2.0 tools technology. Moreover, 

students using Web 2.0 tools were found to exhibit a statistically 

significant higher degree of motivation. The results of this study 

can help decision makers readjust the learning strategy by 

realizing the importance of using Web 2.0 tools as the main 

platform in Saudi higher education. 

Keywords—Web2.0 tools; blended learning; motivation; ARCS 

model 

I. INTRODUCTION 

The use of technology has become a necessity and a trend 
in all countries of the world in various sectors. In education 
sector technology and the internet have changed the concept 
of the traditional classroom, which in the past depended on the 
students and the teachers being within the boundaries of the 
university classrooms. E-learning (distance learning) made 
educational process effective and unique by giving students 
the opportunity to create a new style of learning environment 
[1]. Despite the benefits of e-learning, it lacks some matters 
such as a student‟s sense of isolation outside the framework of 
the traditional learning community [2]. Then generate the 
concept of blended learning, which fills the weakness of 
online learning because it serves as a bridge constituting a 

balance between the use of technology (such as computer, 
learning management system, e-mail) and traditional learning, 
which based on face-to-face meetings, to form integrated 
educational environments for students to create a meaningful 
educational community. The main objective of blended 
learning is to improve the ways and methods of instruction, 
increase flexibility and reduce time restrictions so a student 
can choose when and where to learn. According to [3], 
blended learning created motivation to learn within that 
environment since it fits the student‟s needs and 
circumstances. 

Learners may face challenges in building technical skills 
and self-control in blended learning environment. According 
to the theory of learning by [3] “learning is socially situated 
within community of practice”. Thus, learning requires social 
interaction through the integration of the Web 2.0 
technologies as the main platform in a blended learning 
environment. Dealing with learning methods will change 
completely and education will become not only a way to get a 
certificate awarded to a student for gaining employment but 
also a motivation for learning to build an effective strategy 
that based on a learner-centered approach. 

The goal of education is enhanced quality of education for 
everyone all over the world. Currently, students do not use 
wiki, blogs, social networks and other tools effectively in 
education. Web 2.0 is not just technology but considered as a 
dynamic social platform that changed the concept of people 
when using the web. It solves the problems by allowing 
people to share information on the Internet. [4] investigated 
the benefits of social networks such as Facebook and Twitter 
and his found many benefits such as facilitating the 
participation of content, improving discussions among 
students, enhancing intimacy between students, and meeting 
people who have the same interests. The variety of Web 2.0 
technologies are also a benefit because they allow for a degree 
of user choice when deciding on the best method of learning 
[18]. There is lack of integration of Web 2.0 technology with 
universities in Saudi Arabia. This paper aims to examine the 
effect of the Web 2.0 technology on students‟ motivation to 
learn in a blended learning environment. To help decision 
makers realize the relationship between utilizing the Web 2.0 
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technology and students‟ motivation to learn to readjust an 
educational process strategy in Saudi Arabia. 

The remainder of this paper is structured as follows: 
Section II explores the basic concepts of blended learning. 
Section III describe categories of blended learning 
environment. Section IV investigates the importance of use 
web 2.0 in education sector while Section V explains 
motivation to learn as the critical factor in education process. 
Finally, research method and model to measure the effect of 
using the Web 2.0 technology on students‟ motivation to learn 
in a blended learning environment are presented in Section VI. 
Research results are discussed in Section VII. Finally, 
Section VIII concludes the paper. 

II. BASIC CONCEPTS OF BLENDED LEARNING 

In the past, traditional learning and online learning were 
separate from each other because of the difference in teaching 
methods. Innovations in technology and investments in 
education facilitated human interactions synchronously and 
asynchronously to integrate traditional learning into an online 
learning environment to constitute a blended learning concept 
[5]. There was no agreed standard definition for blended 
learning among academics and practitioners. Some researchers 
referred to blended learning a “buzzword”, but many agree 
that a blended learning system refers to a combination of 
traditional face-to-face classroom instruction and any of a 
wide variety of computer-mediated instruction, including Web 
2.0 [6]-[8]. The author in [9] defined blended learning as “a 
system, which focuses on optimizing achievement of learning 
objectives, by applying the ‘right’ learning technologies, to 
match the ‘right’ personal learning style, to transfer the 
‘right’ skills, to the ‘right’ person, at the ‘right’ time”. 
Furthermore, blended learning represents as “the organic 
integration of thoughtfully selected and complementary face-
to-face and online approaches and technologies” [10]. 

III. CATEGORIES OF BLENDED LEARNING ENVIRONMENT 

Blended learning represents the convergence of digitally 
distributed enabled by ubiquitous broadband internet 
connectivity using a combination of synchronous and 
asynchronous programs and applications and the traditional 
classroom-learning environment. Blended environments have 
the potential for four dimensional integrations along the 
following continuums: (a) space (physical/face-to-face vs. 
distributed), (b) time (live/synchronous vs. asynchronous), 
(c) fidelity (rich/all senses vs. text only), and (d) humanness 
(high human/no machine vs. no human/high machine [11]. For 
example, an online course can add synchronous distributed 
interactions to the distributed space using live chats or 
webinars. Fidelity can be managed using multimedia 
presentation, videos, or guest speakers while humanness may 
be enhanced using virtual communities or group messaging 
technologies. As these four dimensions are used to create new 
solutions, blended instruction will evolve. Moreover, [6] 
argues that the learner has the opportunity to gain learning in 
an environment that combines face-to-face learning and online 
learning, and he suggests that it is not sufficient for the 
institution to have fully online learning that is largely separate 
from traditional learning. He classified blend into three 

categories. Table I summarizes the main differences between 
these categories. 

Furthermore, Studies have shown that blended learning 
increased attention, relevance and satisfaction with online 
classes by developing their capacity for reflection. Multiple 
modes of delivery for course content, using a wiki, blog, 
social media and webinar, improved the learning process and 
improved participants‟ grades [12], [13]. In [14], the author 
conducted a comparison of a traditional and blended course in 
undergraduate Management. Blended class participants more 
easily formed social bonds with classmates, felt safe to 
communicate thoughts and ideas freely, and expressed a sense 
coherence with group goals. According to [15], blended 
courses create a sense of significant social learning compared 
with courses through online learning or traditional learning 
alone. They mentioned that blended learning should have the 
following three characteristics: 

 The learner becomes the center of the learning process   
rather than the instructor. 

 There is improved interaction between students, 
between student and content, and between student and 
instructor. 

 There is an integration of formative (monitor student 
learning) and summative assessment (evaluate student 
learning) mechanics of the student and the teacher. 

TABLE I. BLENDED LEARNING MAIN CATEGORIES 

Description 

Main categories 

Example Definition  

Face-to-face and 
online. 

Provide the same 
opportunities or learning 
experience to learners by 
selecting their courses in 
different modes. 

Enabling blend 

In traditional face-to-
face, including 
supplementary online 
resources for courses. 

Allow adding of changes to 
the pedagogy but not 
fundamental change to the 
method of teaching. 

Enhancing blend 

Transform the model 
that depended receives 
information to model 
that construct 
knowledge.  

Provide a fundamental change 
in the method of teaching by 
using new modern 
technological approaches in 
teaching. 

Transformation 
blend 

Learners may face challenges in building technical skills 
and self-control in blended learning environment. Thus, 
learning requires social interaction through the integration of 
the Web 2.0 technologies as the main platform in a blended 
learning environment [3]. Dealing with learning methods will 
change completely and education will become not only a way 
to get a certificate awarded to a student for gaining 
employment but also a motivation for learning to build an 
effective strategy that based on a learner-centered approach. 
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They offer the best opportunity to use learning settings based 
on student-centered strategies [15]. 

IV. WEB2.0 TECHNOLOGY AS PLATFORM IN EDUCATION 

The goal of education is enhanced quality of education for 
everyone all over the world. Web 2.0 refer to group of web-
based technology that promote user-generated content, sharing 
information and users‟ capabilities communication [16]. It has 
many tools and services, such as blogs, wikis, social networks, 
Ajax, RSS, tagging, etc. Dale Dougherty, a vice president of 
O'Reilly Media Inc. in a conference, which discussed the 
future of the web, first appeared the term web 2.0 in 
2004 [17]. 

The authors in [18] indicated four-dimensional of web 2.0 
that integration along the following continuums: interactivity, 
real-time user control, social participation (sharing), and user–
generated content. These four-dimensional promote student 
participation and engagement, which are essential to the 
instructional learning dynamic. For example, Twitter are 
environment depends on the generation of content and 
collaboration user between user which mean sharing opinions, 
posting, comment, assessment, discussions, and exchange of 
experiences. Web2.0 technology considers personalization to 
the learner by matching learning preferences or needs and 
tracking behavior to the specific interests of different learners 
it is not just technology but is considered a dynamic social 
platform that changed the concept of people when using the 
web [19]. 

Faculty and instructional designers are increasingly 
expected to incorporate Web 2.0 technologies and applications 
into their teaching. Educators sense a sort of “moral panic” in 
higher education to change teaching and learning practices to 
meet the demands of the online generation [18]. The trend 
toward technology convergence was consistent with the core 
educational principles that academic outcomes are improved 
by increasing student engagement and improved social 
interactions, both learner-learner and learner-instructor 
interactions. The author in [20] reported that learner-content 
interactions are more important indicators of learner outcomes 
than learner-instructor or learner-learner interactions. 
Moreover, it solves the problems by allowing people to share 
or understand information via the Internet. Web 2.0 
applications for education were designed to improve student 
engagement using all three types of interactions. That 
confirmed the importance of Web 2.0 by provides tools that 
support the teaching and learning process, which helps 
students improve their performance not only in boundary 
universities but also from these technologies. 

V. MOTIVATION TO LEARN 

Students‟ motivation to learn is the goal of the educational 
process in new methods of learning, such as blended learning. 
There is a close link between learning outcomes and students‟ 
motivation to learn. Motivation considered as “a process that 
requires students to perform physical or mental activities for 
achieving their goals” [21]. It is a critical element for learning 
and accounts for between 16% and 38% of the variance in 
studies on university student learning variance [22], [23]. 

Motivation remains the critical factor in learning despite 
developments in pedagogy and drastically improved 
educational technologies. As such, studies to improve teaching 
and learning based on technology adoption should consider 
the principles of motivation and their application to 
technology adoption. There are two mainly type of 
motivation: intrinsic and extrinsic. Intrinsic motivations come 
from inside the individual. Thus, inner satisfaction can drive a 
student to learn and achieve success. Extrinsic motivations 
come from outside the individual, such as a student‟s success 
in learning by obtaining external rewards [24]. There are many 
studies showed that the students‟ intrinsic and extrinsic 
motivations have a significant impact on the educational 
process. Especially, collaborative-based learning can be an 
effective way for the learner to be the center of the learning 
process. Learning environments should foster intrinsic 
learning motivation. 

A. Keller’s Model of Motivational Design ARCS Model 

Enhancing student learning motivation and participation is 
crucial for the teaching and learning of new knowledge or 
skills since motivation would affect how instructors and 
students interact with learning materials. In the era of Web 2.0 
could be a potentially novel method to engage instructors and 
students in meaningful teaching and learning activities. The 
author [25] developed the ARCS model which stands of 
(attention, relevance, confidence and satisfaction) model to 
understand, predict, and develop strategies for improving 
motivation to learn. 

ACRS model is based on expectancy – value theory of 
motivation which develops motivational strategy [26]. This 
theory has two components namely the student can expect to 
succeed in the learning and the value of learning to the learner. 
Table II summarizes the characteristics of the ARCS model. 
The ARCS model synthesizes behavioral, cognitive, and 
effective learning theories into a single unified framework for 
examining motivation and academic success. Keller‟s ARCS 
Model of Motivational Design suggests that student 
motivation may be affected by to improving the motivational 
appeal of instruction [27]. 

TABLE II. CHARACTERISTICS OF THE ARCS MODEL 

Definition  
Characteristics of 

the ARCS Model 

Educators must have the student‟s fairly constant 

attention. 
Attention 
 

How closely the course content connects each 

student‟s personal experiences, hopes, dreams, or 

desires. 
Relevance 

Function of establishing student‟s positive 

expectation for success. 
Confidence 
 

Positive feelings associated with the relationship 
between the amount of effort expended and one‟s 
accomplishments and learning experiences. 

Satisfaction 
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VI. METHODOLOGY AND HYPOTHESES 

The aim of this study is to investigate the effect of using 
Web 2.0 technology to motivate students to learn within a 
blended learning environment. This study adopted ARCS 
model in order to develop a comprehensive framework of 
factors that effect of use Web 2.0 in blended learning 
environment. The study uses an experimental research design 
with a control group and an experimental group. This research 
design is used to fulfill the objective of gauging the variation 
in a phenomenon (Web 2.0 technology), as well as measure 
changes in outcomes (levels of learning motivation). The 
control group is taught using traditional learning without 
integrating Web 2.0 tools. The experiment group is taught 
using traditional learning with integrated Web 2.0 tools. 

A. Hypotheses of the Study 

Following hypotheses were constructed to examine the 
effect the Web 2.0 technology in blended learning on students‟ 
motivation to learn in Saudi higher education: 

H0: The student that using Web 2.0 tools in the blended 
environment will no perceive positive effect on their 
motivation. 

H1: The student that using Web 2.0 tools in the blended 
environment will perceive positive effect on their motivation. 

B. Sampling Procedure 

Sampling refers to the process of selecting a sample as a 
small portion or subset of a defined population [28]. The 
purpose of this study was to make use of a sample to 
generalize the findings in a particular population about how 
Web 2.0 technology tools enhance the learning motivation of 
students in higher education. Thus, the sample for this study is 
mainly based on simple random sampling. The control group 
and experiment group were selected randomly. This type of 
sample offers high generalizability of findings [28]. The 
sample population for this study was primarily on female 
students in the Computer Science at Imam Mohammad Ibn 
Saud Islamic University (IMSIU) during the second semester 
2018. The study was used a convenience sample of 60 
students assigned to two groups. Group 1 consisted of 30 
students was attended a class that adopted Web 2.0 
techniques. Group 2 consisted of 30 students was attended a 
class without using Web 2.0 techniques. This study focused on 
the three Web 2.0 tools listed in Table III since they are 
among the most widely used and recognized by students for 
education [29]. 

TABLE III. WEB2.0 TOOLS USAGE AND PARTICIPANTS NUMBER IN 

EXPERIMENTAL GROUP 

Web 2.0 Tools Participants Number 

Social Networks 

Blog 

Wiki 

Total 

10 

10 

10 

30 

TABLE IV. MEASURMENT SCALE ITEMS FOR STUDENTS MOTIVATION 

Factors Measurement Items  References  

A
tt

e
n

ti
o

n
 

1. There was something interesting at the 
beginning of this course that got my 
attention. 

[30] 

2. These materials are eye-catching. 
3. This course is so abstract that it was 

hard to keep my attention.  
4. This course has things that stimulated 

my curiosity. 
5. The amount of repetition in this course 

caused me to get bored sometimes.  
6. I learned some things that were 

surprising or unexpected 
7. The variety of exercises, illustrations, 

etc., helped keep my attention on the 
course. 

Factors Measurement Items  References  

R
e
le

v
a

n
c
e 

1. It is clear to me how the content of this 
material is related to things I already 
know. 

[30] 

2. There were examples that showed me 
how this material could be important to 
some people. 

3. Completing this course successfully 
was important to me. 

4. The content of this material is relevant 
to my interests. 

5. There are explanations or examples of 
how people use the knowledge in this 
course. 

6. This course was not relevant to my 
needs because I already knew most of 
it.  

7. I could relate the content of this course 
to things I have seen, done, or thought 
about in my own life. 

8. The content of this course will be 
useful to me. 

Factors Measurement Items  References  

C
o

n
fi

d
e
n

ce
 

1. When I first looked at this course, I had 
the impression that it would be easy for 
me 

[30] 

2. This material was more difficult to 
understand than I would like for it to 
be.  

3. After reading the introductory 
information, I felt confident that I knew 
what I was supposed to learn from this 
course. 

4. As I worked on this course, I was 
confident that I could learn the content. 

5. The exercises in this course were too 
difficult.  

6. After working on this course for a 
while, I was confident that I would be 
able to pass a test on it 

7. I could not really understand quite a bit 
of the material in this course.  

8. The good organization of the content 
helped me be confident that I would 
learn this material. 

Factors Measurement Items  References  

S
a

ti
sf

a
c
ti

o
n

 

1. Completing the exercises in this course 
gave me a satisfying feeling of 
accomplishment. 

[30] 

2. I enjoyed this course so much that I 
would like to know more about this 
topic. 

3. I really enjoyed studying this course.  
4. The wording of feedback after the 

exercises, or of other comments in this 
course, helped me feel rewarded for my 
effort 

5. I felt good to successfully complete this 
course. 

6. It was a pleasure to work on such a 
well-designed course. 
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C. Data Collection and Instrumentation 

The authors used a questionnaire to collect the 
participants‟ perspectives about motivation to learn with and 
without using Web 2.0 tools in a blended course in Saudi 
higher education. This questionnaire designed according to 
Keller‟s ARCS model.  This model focuses on measuring the 
effect of use web 2.0 technologies on students‟ motivation to 
learn in a blended learning environment. Five-point Likert 
scale used to determine the participants‟ perspectives for the 
level of agreement\disagreement expressed by them on each 
item, in which, 1 = strongly disagree, 2 = disagree, 3 = neutral, 
4 = agree, and 5 = strongly agree. This study was used the 
Instructional Materials Motivation Survey (IMMS), a 36-item 
situational measure of motivation based on the ARCS model 
[30]. The IMMS measures all four ARCS Factors: attention, 
relevance, confidence, and satisfaction. The IMMS was 
selected to evaluate whether the blended-learning experience 
induces attention, relevance, confidence and satisfaction, and 
measures students‟ motivation levels. Some items were 
slightly modified and other items were dropped for a total of 
29 items in this study. Table IV illustrates the measurement 
scale items for student motivation. 

VII. DATA ANALYSIS AND RESULTS 

Cronbach‟s coefficient alpha (CA) is examined to measure 
coefficient of stability and Pearson correlation coefficient to 
measure internal consistency. The value of alpha coefficient 
should be greater than the threshold value of 0.70 to be 
accepted [28]. The results of the reliability test for the Factors 
are likely to be accepted because greater than 0.70. As shown 
in the   Table V the alpha coefficients for the Factors ranged 
from 0.70 to 0.88. Thus, it confirmed that all items of 
respondents‟ answers in this study were consistency and 
stability. 

TABLE V. RELIABILITY STATISTICS 

Factors No. of items Cronbach’s alpha 

Attention 7 0.70 

Relevance 8 0.71 

Confidence 8 0.78 

Satisfaction 6 0.76 

Overall 29 0.88 

The data values of this study were normally distribution. 
The independent samples t-test was made to determine the 
difference between the students in the use Web 2.0 and those 
without using Web 2.0 technology. The groups were 
compared with respect to overall student motivation factors: 
attention, relevance, confidence and satisfaction. This analysis 
is appropriate to the aim of this study, thus we need to 
compare the means of two groups, and especially appropriate 
as the analysis for the posttest-only two-group randomized 
experimental designs. 

A. Attention Analysis 

The result of analyzing the data by using t-test formula 
shows that there is a significance increase in students‟ 
attention after they use web 2.0 technologies. Table VI 
indicates that the mean of the control group, the group do not 
use web2.0 tools (24.10), and the mean of experimental group, 
the group use web 2.0 tools (score is 25.87), the standard 
devotion of the control group, the group do not use web 2.0 
tools is 2.67 and the standard devotion of experimental group, 
the group use web 2.0 is 2.83. This mean that there is increase 
in mean of experimental group, the group use web 2.0 tools in 
attention factor. The result has shown the t- value at a degree 
of significance is 0.016. 

B. Relevance Analysis 

The result of analyzing the data by using t-test formula 
shows that there is a significance increase in students‟ 
relevance after they use web 2.0 technologies. Table VI 
indicates that the mean of the control group, the group do not 
use web 2.0 tools is (28.63), and the mean score of 
experimental group, the group use web 2.0 tools score is 
(31.50) the standard devotion of the control group, the group 
do not use web2.0 tools is (4.33) and the standard devotion of 
experimental group, the group use web 2.0 tools is (3.99). This 
mean that there is increasing in mean of experimental group, 
the group use web 2.0 tools in relevance factor. The result has 
shown the t- value at a degree of significance is (0.010). 

C. Confidence Analysis 

The result of analyzing the data by using t-test formula 
shows that there is a significance increase in students‟ 
confidence after they use web 2.0 technologies. Table VI 
indicates that the mean of the control group, the group do not 
use web2.0 tools is (27.17), and the mean score of 
experimental group, the group use web 2.0 score is (29.23) the 
standard devotion of the control group, the group do not use 
web2.0 tools is (2.84) and the standard devotion of 
experimental group, the group use web 2.0 tools is (4.05). This 
mean that there is increasing in mean of experimental group, 
the group use web 2.0 tools in confidence factor. The result 
has shown the t- value at a degree of significance is (0.026). 

D. Satisfaction Analysis 

The result of analyzing the data by using t-test formula 
shows that there is a significance increase in students‟ 
Satisfaction after they use web 2.0 technologies. Table VI 
indicates that the mean of the control group, the group do not 
use web2.0 is (22.50), and the mean score of experimental 
group, the group use web 2.0 tools score is (26.90) the 
standard devotion of the control group, the group do not use 
web.20. is (3.89) and the standard devotion of experimental 
group, the group use web 2.0 tools is (3.56). This mean that 
there is increasing in mean of experimental group, the group 
use web 2.0 tools in confidence factor. The result has shown 
the t- value at a degree of significance is (0.000). 

According to the results of four factors attention, 
relevance, confidence and satisfaction, the values of t-test 
were significant at the 0.05, 0.01 levels in each dimension 
attention, relevance, confidence and satisfaction. This 
indicates that there are statistically significant differences 

https://socialresearchmethods.net/kb/expsimp.php
https://socialresearchmethods.net/kb/expsimp.php
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concerning these motivations of students that using Web 2.0 
tools accordance with the differences in the groups in favor 
with Web 2.0 technology (experimental group). This result 
shows that there was a greater increase in motivation scores 
for the experimental group than for the control group. From 
this, we can conclude that using Web 2.0 technology affect 
students‟ motivation to learn in a blended learning 
environment. 

E. Hypotheses Testing Result 

There is significant difference in motivation, as measured 
by mean IMMS score, between a sample of students using 
Web 2.0 tools in a blended environment (experimental group) 
and a control group. To test the hypotheses, t-tests and p-value 
analysis tests were used to explore the motivation of students 
using Web 2.0 tools in a blended environment between the 
control and experimental groups. We found that there was a 
statistically significant difference at the level of 0.05 in overall 
student motivation between the experimental and control 
groups resulting from the using Web 2.0 tools technology. 
Moreover, students who using Web 2.0 tools technology were 

found to exhibit a statistically significant higher degree of 
motivation. Thus, the alternative hypothesis (H1) was 
acceptable. 

VIII. CONCLUSION AND IMPLICATIONS OF THE STUDY 

This study tries to provide the best ways to deliver 
instruction methods and learning in Saudi higher education for 
the use of a blended learning environment. It aims to 
contribute to improving the educational process that measures 
the effect of using Web 2.0 technologies, including blogs, 
wikis, and other social networks, on motivation to learn inside 
blended learning. Essentially, the success of blended learning 
in Saudi higher education depends not only on using different 
teaching methods and massive expenditures on technology but 
also on students‟ motivation to learn, which reflects their 
creativity, exploration, and performance improvement and 
satisfaction. Our study found that there are statistically 
significant differences concerning these motivations of 
students using web 2.0 tools accordance with the differences 
in favor with web 2.0. 

TABLE VI. T- TEST ANALYSIS 

2 Groups Mean N Std. Deviation t- value df P= Sig. 

Attention 

Without Web 2.0 24.10 30 2.67    

With Web 2.0 25.87 30 2.83 2.89 58 0.016* 

Relevance 

Without Web 2.0 28.63 30 4.33    

With Web 2.0 31.50 30 3.99 2.665 58 0.010* 

Confidence 

Without Web 2.0 27.17 30 2.84    

With Web 2.0 29.23 30 4.05 2.288 58 0.026* 

Satisfaction 

Without Web 2.0 22.50 30 3.89    

With Web 2.0 26.90 30 3.56 4.571 58 0.000** 

Overall 

Without Web 2.0 
102.4

0 
30 11.03    

With Web 2.0 
113.5

0 
30 10.53    3.987   58   0.000** 
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Students‟ motivation to learn is the goal of the educational 
process in new methods of learning, such as blended learning. 
There is a close link between learning outcomes and students‟ 
motivation to learn. Thus, the Web 2.0 technologies should be 
integrated into educational process. Web 2.0 technology to 
enrich teaching environments and they give creative and 
practical ideas to teachers on the use of these tools in 
Teaching. Thus, Web 2.0 technology encourages students to 
not only view and experience information on the Internet, but 
to also create and share their knowledge and opinions. In this 
sense, the overall purpose of this research was to investigate 
potential of using different Web 2.0 tools in blended learning 
as well as their advantage. 

This study provides the following significant implications: 

 The ARCS model is used in this study in order to 
measure the effect of using the Web2.0 technology on 
students‟ motivation to learn. After applying the 
experiment to two samples as an independent samples 
t-test, the result shows a positive effect of using tools 
on students to learn. Thus, Academics or educator may 
inspire to acquaint on other models that used in the 
blended learning to enhance motivation to learn. 

 The finding can help study can help decision makers    
readjust the learning strategy by realizing the   
importance of using Web 2.0 as the main platform in 
Saudi higher education. 

Further research could focus not only on whether blended 
coursework and Web 2.0 technology in general impacted 
student motivation, but on what types of this technology 
specifically had the strongest impact on motivation. The 
limitation of this study was conducted Keller‟s model of 
motivational design ARCS Model on small sample sizes. 
Thus, the results might change when applying ARCS model 
on bigger sample sizes. 
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Abstract—Since the last decade, Agile software development 

has emerged as a widely utilized software development method 

keeping in view the developing countries of South Asia. The 

literature reports significant challenges and barriers for agile in 

software industry and thus the area still has significant problems 

when considered with this domain. This study reports an 

industrial survey in Pakistani software industry practices and 

practitioners to elicit the indigenous motivator and demotivators 

of agile paradigm in Pakistan. This study provides a concrete 

ranking of motivator and demotivator factors which influence 

the agile paradigm. A lack of proper training and other identified 

issues indicate that the adoption of agile is in preliminary phases 

and serious effort is required to set the direction right for success 

of agile paradigm and its adopting institutions. The survey is 

conducted in 23 companies practicing agile organizations and 

involves 90 agile practitioners. Reports of 67 practitioners were 

finally selected after careful selection against selection criteria for 

this study. The results indicate various alarming factors which 

are different from reported literature on the subject. Tolerance 

to work is the most important motivating factor among Pakistan 

agile practitioners, likewise lack of resources is the highest 

demotivating factor. A detailed ranking list of motivators and 

demotivators and comprehensive data analysis has been provided 

in this paper which influences strongly the agile software 

development issues in Pakistan. 

Keywords—Agile software development; motivators; 

demotivators; success factors; barriers; agile methods; software 

development life cycle 

I. INTRODUCTION 

Agile software development is a repetitive method to 
produce acute and disciplined software development. Research 
study suggest that agile is the mostly used software 
development technique all over the world but in under 
developing countries due to their less domain knowledge and 
lack of experience there exist many barrier to proper 
implementation of agile methods [1]. As there is new shift of 
software industry from SDLC to Agile there exist many 
individuals and collective problem which caused hurdle in 
implementation of agile methodology [2]. These hurdles exist 
in individual and communal manner. To gauge these issues, a 
survey has been conducted in Pakistan to check the impact of 
motivators and demotivator factors in agile software 

development in Pakistani Software industry. This survey will 
help to enhance productivity of software and reduced number 
of demotivator factors [3]. 

In Pakistan, Agile is nourished as Emerging field. In past 
decade, due to the lack of interest and strategy of software 
practitioners, software industry face many economical issues 
but as the agenda of agile become popular there following 
increase immensely [4]. The formation of PSEB is also an 
initiative to ensure assistance of software industry. In recent 
years, Agile boom has become a latest trend in software 
industry. According to PSEB, about 70% of software 
organization has converted or thinking to convert their 
development method on Agile. 

In ASD, due to their iterative nature has less failure ratio 
than SDLC. For this reason, many organizations local or 
international software industry moving towards agile due to 
their well-defined set of rules and well organization teams [5]. 
Motivators factors in agile plays a key role in development of 
agile industry. These motivating factors provide ability to work 
on self-determination and to made better product. 

As the most common concern for an organization  is to 
provide productive software to their end-users and this 
phenomena is only achieve by providing motivation to their 
employee and to avoid the demotivator factor as possible [6]. 
Motivators plays important role in enhancing people and 
technical skills. A lot of work has been done to motivator 
SDLC practitioners but agile has less contribution in this 
regard [7]. 

A. The Need of Empirical Analysis 

As agile is mostly used method in software industry, but it 
requires a lot of work on employee‘s motivation for their full 
adaption. The main concern is to remove the practitioners‘ 
anxiety for adoption of agile method. In this regard, motivator 
and demotivator factors play a critical role [8]. These factors 
can be used to alter the software productivity and these factors 
can provide new power to agile industry. 

In Pakistan, software industry is growing day by day but 
due to the higher failure ratio of projects is become a worry 
sign for software development organization. For this reason, 
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they want to trade towards agile but due to the barriers exist in 
the form of demotivator factors they can‘t fully yield the 
concern results. Due to which a survey study is conducted to 
gauge the concern of agile practitioners. For this purpose, 
motivator and demotivator factors has been collected from 
literature and a survey is been conducted which rank these 
motivators and demotivators according to Pakistan software 
industry. 

This study will also contribute to gather the motivator 
factors of agile, which is present in dispersed form and need to 
analyse. The literature is mainly covering the motivator factor 
of SDLC but agile is neglected. There exist a gap to 
empirically analysis of the motivator and demotivator factors 
[9]. By finding these motivator factors, list of demotivator 
factors can reduced which eventually result in quality software 
product. 

The arrangement of this article is ordered as: Section II 
briefly describe the literature review regarding motivators and 
demotivators factors. Section III explains the research 
methodology used during research. Section IV describes the in-
detail analysis and results regarding survey. Research 
contribution is discussed in Section V, Section VI is covering 
portion of results and discussion and finally Section VII 
describe conclusion and future work. 

II. RELATED WORK 

Motivators and Demotivators has a vital role in software 
productivity. This portion will provide a brief literature review 
of work done in motivators and demotivators of Agile Software 
Development. De O et al. [10] provides a detailed list of 
motivators and demotivators in software development life 
cycle. Afterward they propose model of motivation of software 
Engineering(MOCC) in which they divide the motivator into 
different category .Highsmith and Cockburn [11] are the 
member of agile formation team, they provide the benefit of 
adopting agile software development. Akhtar et al. [12] has 
conducted a survey in Pakistani software industry about the 
barrier exist in Scrum method, there findings suggest that there 
exist many flaws in full fledge implementation of Scrum in 
Pakistani software industry. Hassan et al. [13] briefly describe 
the challenges exist in full adoption of scrum in Pakistan. 
There finding suggest that scrum is newly implemented in 
Pakistan that‘s why they require adequate training for their full 
implementation. Wagener [14] listed down detailed list of 
motivators and demotivators in SDLC afterward they 
categorize the motivator factor into three groups: 
organizational, people and technical. Chow and Cao [15] has 
conducted survey among 109 Agile Teams among different 
organization, on the basis of survey they find new motivator 
factor of agile software development. Baddoo and Hall [16] 
has done a detailed analysis among SDLC factors in which 
they have found that rewards and incentive to employees can 
increase their productivity. Asghar and Usman [17] has done a 
Systematic literature review of Motivators and Demotivators of 
Software development life cycle, they proposed a model of 
motivation for Pakistan industry in which they claim 
Hofstede‘s cultural issue is the biggest barrier in this region. 

III.  RESEARCH METHOD DETAIL 

Due to the limitation in research and difference in survey 
method, mail method in questionnaire and personal method are 
selected. Research questions are shown in Table I. 

A. Research Questions 

TABLE I. RESEARCH QUESTIONS 

Sr.no Research Questions Motivation 

1 

What are the motivator 
and de-motivator factors 

existed in Agile Software 
Development? 

This question will provide a detailed 
list of motivators and demotivators 

of agile. 

2 

What are the impact of 
motivators and 

demotivators on software 

industry? 

This question aims to provide a 
detailed discussion of impact of 

motivators and demotivators in 

software industry. 

B. Questionaire Design 

The Questionnaire is divided into three sections 

Section 1: Include Respondents profile. 

Section 2: Include company‘s profile. 

Section 3: Include Motivator and Demotivator of Agile. 

C. Data Collection Techniques and Methodologies 

Questionnaire is floated via two methods, email and 
Personal contacts. In both these medium our target is those 
organization who are fully or partially practices agile. For this 
purpose, list of organizations has taken from PASHA and 
PSEB and try to target maximum population. Along with pass 
on strategy personal contacts also been made to target more 
organization following agile. A total of 25 software 
organizations were visited. A total of 25 companies were 
chosen to provide the research method with pre-requisite to 
following agile fully or partially. 

D. Sample 

The whole population (23 agile companies) employees 
were the sample of the study. As we have limited sample size 
that‘s why regular follow ups with respondents containing 
email and telephone calls and meetings are arranging to get the 
maximum number of respondents. Some appreciation cards 
and other incentive are also arranging to get the maximum 
number of accurate Reponses. 

E. Identification of Agile Practitioners 

In this survey, one thing is assured that all respondents 
must possess agile background. The background considers 
regarding agile will be fully and partially usage. For this 
purpose, companies are visited personally plus email and 
phone are used to convince agile practitioners to fill the survey. 
Cross questioning has been made to verify the respondent‘s 
record to double check the practitioner knowledge regarding 
agile. 
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Identification of agile practitioner is check using three 
steps: 

1) Respondents are currently working / have already 

worked at organization which practices agile. 

2) Respondents are currently working / have already 

worked in an organization where at least one agile method is 

used, e.g. Scrum, Kanban, etc. 

3) Respondent must be willing to give interview in given 

time slot. 

F. Compilation of Issues 

Once the feedback of survey is received, compilation work 
has been started. For this purpose, two software Microsoft 
Excel and SPSS (Version 24) are used to get better view of 
respondent‘s behaviour towards the survey. After accessing all 
feedback responses, a list of issue was extracted based on 
respondents output. 

G. Interview to Resolve Open Issues 

Interview is conducted to address some open issues which 
can‘t be address in questionnaire. A session of two interviews 
with practitioners using agile is conducted in which open issue 
are briefly discussed. The opinion is included in conclusion. 

H. Identification of Renowned Agile Practitioners 

Selection of renowned agile practitioners has been collected 
on following criteria: 

1) At least five years of agile experience. 

2) Worked in an organization using agile more than two 

years. 

3) Taken and conducted agile trainings in past two years. 

4) Achieve agile certifications. 

I. Compilation of Data (Interview and Survey Result) 

A total number of 25 companies were visited. Participating 
companies were selected from given number of respondents 
give the information about the motivator and demotivator of 
Agile and different initiative to reduce the demotivator factors. 
The companies were chosen to provide the cross section of 
current profile, total working experience, experience usage of 
agile method, extend of usage of agile method and preference 
of most using agile practices. 

J. Analysis Method Used 

There are two major analysis one is qualitative and other 
one is quantitative. Both techniques are used to measure the 
more accuracy of respondent‘s feedback. 

K. Quantitative Analysis 

Quantitative analysis is best used analysis technique to 
measure the respondents result more accurately. In quotative 
analysis rather than question and their answer numeric data is 
prominent by which significant of research is prominent. Our 
focus is to target the quantitative analysis to get a more 
accurate result with respect to motivator and demotivator of 
agile. Table II shows the key aggregate on Surveys response. 

TABLE II. KEY AGGREGATE ON RESPONSE 

Total Number of Software Companies Surveyed 25 

Total Number of Software companies using agile    23 

Companies working on Offshore Development: 14 

Companies working on In-house Development:         07 

Companies working on Both:                     02 

Small-Medium Companies:                      14 

Large Companies:                   09 

Total Number of Software Practitioners Contacted       90 

Total Number of Software Practitioners Responded     67 

Respondent‘s Total Experience (3-5 Yrs):                20 

Respondent‘s Total Experience (1 to >3 Yrs):             22 

Respondent‘s Total Experience (5-10 Yrs):                10 

Respondent‘s Total Experience (10> Yrs):               15 

Business Analyst/ Professional services               02 

Project Management                                09 

Team Lead                                                04 

Junior Software Developer                                 07 

Senior Software Developer                                 32 

Software test Engineer                                 05 

Quality Assurance                                 08 

Total Number of Questions in Questionnaire                19 

Mandatory Questions:                   16 

Optional Questions:                                  03 

Total Number of Strongly Agreed Responses              427 

Number of Agreed Responses:                            1525     

Number of Neutral Responses:                 425 

Number of Disagreed Responses:                 167 

Number of Strongly Disagree                                 23 

IV. ANALYSIS AND RESULTS 

Author has already study the motivator and demotivator 
factors and identified issue according to agile software 
development and categorize into three factors: People, 
technical and organization. The same motivator and 
demotivator factors are used in a survey conducted in Pakistani 
Agile Software industry. The aim of this survey is to find out 
the higher rank motivator and demotivator factors and then 
results shown below is used to find out the issues of agile 
practitioners and compare results with the literature to increase 
the motivator factors in ASD. 
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TABLE III. CRONBACH‘S ALPHA FOR PILOT STUDY 

Scales K Cronbach’s Alpha (α) 

Motivation factors  36 items 0.895 

Demotivation factors 24 items 0.923 

To check the reliability of survey, Cronbach alpha test is 
applied. Motivator contain 36 factors whereas demotivator 
contains 24 factors, Cronbach alpha test shows that both values 
are highly reliable. 

Cronbach on survey 

Table III shows reliability analyses of scales used by the 
motivation factor and demotivation factors, α = .895 and α = 
.923 respectively. 

A. Profile of Respondents 

1) Gender based respondents: Empirical analysis result 

shows that male respondents are more than female 

respondents. They have 59 and 8 frequencies respectively. 

Following Fig. 1 shows the gender respondents of pilot 
study. 

 

Fig. 1. Pilot study gender wise respondents. 

 

Fig. 2. Cities wise respondents. 

2) Location based respondents: Islamabad has more 

frequency of respondents than other cities of Pakistan. Its 

frequency is 29 whereas Lahore has 23, Karachi has 13 and 

Peshawar has 2 respondent‘s frequencies. 

Fig. 2 shows the cities by which responders fill the pilot 
study. 

B. Current Profile based Respondents 

According to our respondent‘s Senior software developers 
has more number of respondent‘s frequency which is 32 
whereas project Managers has 9, Quality assurance engineer 
has 8, Junior software developer has 7, software test engineer 
has 5, team lead has 4 and Business analyst has 2 respondents. 

The following Fig. 3 shows the total experience of 
responders 

 
Fig. 3. Respondents total experience. 

C. Agile Experience of Respondent’s 

The result indicates that the respondents having 1 to less 
than three years‘ experience are 43%, while less than one year 
has 30%, the experience from 3 to 5 years are 14%, the 
respondent‘s having experience from less than 5 to 10 years are 
9% and the respondents having experience more than 10 years 
are 4%. 

Following Fig. 4 is depicted the agile experience of 
respondents. 

Following Table IV shows the demographic profile of 
respondents based on gender, location, current profile, total 
experience and agile experience. To make better understanding 
of results, the results are shown in frequency as well as 
percentage. 

D. Extend of Usage of Agile Methods 

The following Fig. 4 shows the responders usage of agile 
method to different type of project. The results indicate that 
agile is been used for majority of projects and is using large 
number in organizations ongoing projects. 
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Fig. 4. Duration of agile usage. 

TABLE IV. SOCIO-DEMOGRAPHIC PROFILE OF PILOT STUDY 

Category   Frequency (%) 

Gender 
Male 59(88.1) 

Female 8(11.9) 

Location  

Islamabad 29(43.3) 

Lahore 23(34.3) 

Karachi 13(19.4) 

Peshawar 2(3.0) 

Describe your current profile  

Business Analyst/ Professional services  2(3.0) 

Project Management  9(8.9) 

Team Lead 4(6.0) 

Junior Software Developer 7(10.4) 

Senior Software Developer 32(47.8) 

Software test Engineer  5(7.5) 

Quality Assurance 8(11.9) 

Total Work experience 

<3 years 30(44.8) 

3 years to 5 years  19(28.4) 

>5 years to 10 years 9(13.4) 

>10 years  9(13.4) 

How long you have been using Agile methods  

Less than a Year 20(29.9) 

1-3 years  49(43.3) 

>3 years to 5 years 9(13.4) 

>5 years to 10 years 6(9.0) 

>10 years  3(4.5) 
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E. Usage of Agile Methods 

Fig. 5 shows the respondents answer of using different 
agile methods. The result indicates that Scrum is mostly used 
method with usage of 20%, extreme programming has usage of 
11% and crystal-clear method has least usage of 1%. 

On a question of most using agile practice, Fig. 6 the 
respondents agree on planning iteration with 55%, daily stand 
ups have 22%, Iteration retrospective has 4.5% and Review 
meeting has 3% usage in respondent‘s organizations. 

 
Fig. 5. Agile usage method usage of agile practices. 

 
Fig. 6. Agile practices usage. 

Following Table V shows the information about the agile 
usage in which first block is answering about extend of usage 
of agile methods in majority, large, small and other projects. In 
most fluent agile method scrum has 19%, extreme 
programming has 20%, and crystal clear has least 1% agile 
method. In preference of agile method, the core agile practices 
such as planning iteration, Daily Stand-ups, Iteration 
retrospective and review meeting. 

TABLE V. AGILE METHOD YOU ARE FLUENT MOST (PILOT STUDY) 

Category   Frequency (%) 

Extend of Agile Methods 

Majority of Projects 32(47.8) 

Large number 13(19.4) 

Small number 10(14.9) 

Just Started 2(3.0) 

In learning phase 9(13.4) 

Have never used 1(1.5) 

In which Agile method you are fluent most  

XP (Extreme Programming) 8(11.9) 

SCRUM 13(19.4) 

Kanban 1(1.5) 

Unified Process 2(3.0) 

RAD 6(9.0) 

Feature Driven Development 2(3.0) 

Crystal Clear 1(1.5) 

Team Software Process 2(3.0) 

Agile Modeling 7(10.4) 

N/A 3(4.5) 

Preference of Agile Practice 

Planning Iteration 37(55.2) 

Daily Stand-Up 15(22.4) 

Iteration Retrospective 3(4.5) 

Review Meeting 2(3.0) 
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F. Respondents Responses 

1) Motivators responds: Following Table VI are the 

motivators ranking evaluated by the respondent‘s results. 

According to which tolerance to work has most 98% while the 

eliminated managerial politics is the least number of motivator 

with 25%. 

TABLE VI. RESPONDENTS MOTIVATORS RESULT 

Motivating Factors Strongly Agree Agree Disagree Strongly Disagree 

Rewards and incentives 21 35 0 2 

Management Supportive role 21 35 4 0 

Well defined coding standard 15 30 2 0 

Career path 11 43 0 0 

Better working environment 20 42 2 0 

Variety of work 14 35 5 0 

Technically challenging work 10 36 1 2 

Successful company experience 11 36 2 1 

Trust 20 30 3 0 

Identify with the task 11 36 1 1 

Sufficient resources 8 32 2 0 

Development needs addressed 13 40 2 0 

Feedback 19 33 1 0 

Recognition 13 36 0 0 

Autonomy 7 42 3 1 

Work balance 16 32 4 1 

Management contribution 13 37 2 0 

Sense of Responsibility 24 36 0 0 

Sense of belonging 15 34 3 0 

Equity 10 45 1 0 

Job security 12 29 6 3 

Self-organizing teams 15 39 2 1 

Eliminate Politics 17 21 8 1 

Right amount of documentation 7 33 4 2 

Tolerance to work 62 4 0 0 

Life Insurance 29 37 0 0 

Annual Award System 56 10 0 1 

Recreational tours 50 15 1 0 

Staff Dinner 43 22 2 0 

Leave on demand 47 16 1 1 

Recording suggestions 40 26 1 0 

Client Availability 47 19 0 1 

Recreational facility 41 23 1 1 

Follow standard Practices 48 18 0 1 

Managing Self respect 57 9 1 0 

Knowledgeable Team Leader 57 8 2 0 
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Fig. 7. Respondents motivators ranking. 

Following Fig. 7 shows the respondents motivator ranking 
into more accurate graphical work in which tolerance to work 
has highest motivator value. 

2) Demotivators respondents: Following are the 

respondent‘s ranking about the demotivator factors of agile 

software development (Table VII). The result indicates that 

lack of resources is the biggest demotivator factor among all 

factors while unrealistic goals are the least demotivator factor. 

Following Fig. 8 shows the respondents demotivator 
ranking into more accurate graphical work in which lack of 
resources has highest demotivator value. 

TABLE VII. RESPONDENTS DEMOTIVATOR RESULTS 

Demotivating Factors Strongly Agree Agree Disagree Strongly Disagree 

Communication Barrier 24 29 7 0 

Lack of relationship opportunities 13 29 11 0 

Unrealistic goals 20 21 6 0 

Injustice in Promotions 15 29 8 2 

Poor quality software 13 23 10 4 

Political Environment 14 24 9 1 

Uncompetitive pay 16 24 12 0 

Unsupportive management 24 15 9 0 

Lack of influence 10 28 11 3 

Unfair reward system 19 27 8 1 

Non-interesting work 16 19 8 2 

Inequity/Personal preferences 12 29 7 0 

Risk 3 39 7 0 

Stress/Pressure 14 32 8 1 

Less Documentation 37 28 0 0 

Restricted Social Networking 36 31 0 1 

Job threatening 45 18 2 1 

Lack of Resources 47 20 0 0 

Political Background 36 30 1 0 

Late Hours 42 25 0 0 

Sectarian Discrimination 36 29 1 1 

Lack of Team work 37 28 0 0 

Prohibition of change 34 31 0 0 

Long Term Project 32 35 0 0 
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Fig. 8. Respondents demotivators ranking. 

G. Correlation Factors (Answering RQ # 1) 

Following Table VIII shows the correlation between the 
motivator factors. The factor which has 0 to 0.25 value has 
weak positive correlation. The factors having value from 0.25 
to 0.75 has medium positive correlation and the factor has 

more than 0.75 value has strongest positive correlation. 
Likewise, if the factor has 0 to -0.25 value has weakest 
negative correlation, if a factor has -0.25 to -0.75 value has 
medium negative correlation and if a function has less than -
0.75 has strongest negative correlation. 

TABLE VIII. CORRELATION BETWEEN MOTIVATOR FACTORS 
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H. Comparison from Literature (Answering RQ # 2) 

This section provides the concrete information about the 
literature comparison with our survey. Based on the solid result 

a participant agreement and disagreement has been detailed 
discussed. Following Table IX shows the comparison between 
the findings in literature with our survey, respectively. 

TABLE IX. MOTIVATORS FACTORS IN LITERATURE AND COMPARED WITH SURVEY 

Motivators from Literature Motivators in this Survey 

Participants Agreement 

/ Disagreement with 

Literature 

1. ―Working in company that is successful (e.g. financially stable)‖ [18] 
 Working in successful company 

(47   /  67=70%) 
Strongly Agree 

2. “Good Management is cited 3 times as motivator due to the open 
communication and workload balance in agile projects‖ [19] 

 Supportive management 

(56   /  67 =   83 %) 

Strongly 

Agree 

3. ―Factors unrelated to team interactions are not included, such as financial 
compensation and job security. The findings we present here are all 

based on how an individual‘s behaviour within a team might motivate or 

de-motivate other developers.‖ [20] 

 Job security 
(41   /  67) =  61  %) 

Agree 

4. ―we could conduct our experiment in a company under real working 
conditions with employees of the company. Now, however, our internal 

validity is threatened, because we cannot control the influence of 
confounding variables like programming experience‖ [21] 

 Working with others/teamwork 
(62   /  67) =  92  %) 

Strongly Agree 

5. ―Consistent with prior research individuals on both teams were 

personally motivated by factors such as interesting and challenging 

work, responsibility and the opportunity for growth and development as 
part of a defined career path.‖ [22] 

 Career path 

(54  /  67) =  80  %) 

Strongly  

Agree 

6. ―The allocation of office space, putting developers in close with each 

other, the emphasis on face-toface communication, the availability of 
appropriate development tools, and close customer collaboration require 

a great deal of external support to be implemented‖ [23] 

 Appropriate working conditions 

(60  /  67) =   89 %) 
Strongly Agree 

7. “Variety of work, the iteration planning meeting provides a forum in 

which team members can easily and openly verbalize their preference to 
work on specific task(s) in order to improve their knowledge and skills 

in a certain area, which is motivating when, ―people want areas of work 

where they would learn the most… to acquire certain skills” [22] 

 Variety of work 

(49   /  67) =   73 %) 
Agree 

8. ―We ranked the motivators by their relative frequency in the results. The 

most frequent general motivator we found is technically challenging 

work (M1), in which work is not mundane and is technically 
challenging‖ [19] 

 Technically challenging work 
(46  /  67=  68  %) 

Agree 

9. ―Interestingly, based on responses to other questions, it does not seem to 

matter whether the manager is perceived as actually understanding the 

issues faced by practitioners, or whether rewards and incentives for 
successful SPI are established‖ [24]. 

 Rewards and incentives 

(56  /  67=  83  %) 
Strongly Agree 

10. “Trust/respect: All three agile practices were identified as an important 

component of building trust in an agile team due to the increase in verbal 
communication. In particular, the stand-up is a daily touch-point for all 

team members, which requires team members (co-located and 

distributed) to meet and communicate with each other on a daily basis 
and ―keeps the lines of communication open.”  [22] 

 Trust/respect 
(50  /  67=   74 %) 

Agree  

11. ―The allocation of work in many agile teams and also in this team makes 

it easy for developers to identify  
12. with tasks that have been fulfilled. The user story represents a task that 

produces a visible part of the software.‖ [25] 

 Identify with the task 

(47  /  67 =  70  %) 
Agree 

13. “Limited supply of software engineers. Several sources2,3 have 

indicated that the current US shortage of software personnel is between 
50,000 and 100,000 people and that the suppliers (primarily university 

computer science departments) do not have sufficient resources to meet 

the future demand‖. [9] 

 Sufficient resources 

(40  /  67=59    %) 
a. Agree 

14. ―For some, learning and development opportunities may have a higher 

motivational impact, while for others compensation or supportive 

superior may be more important‖. [26] 

 Development needs addressed 

(53  /  67= 79   %) 

b. Strongly 
c. Agree 

15. ―To make team-based performance evaluation more effective team 
members can act as both evaluators and those being evaluated. Six 

companies introduced 360-degree feedback, in which all team members 

evaluate one other (as opposed to managers appraising subordinates), 
thus capturing voluntary contributions and mentorship‖.[27] 

 Feedback 
(52   /  67 =  77  %) 

d. Strongly 
e. Agree 

16. ―He concluded that recognition, security, and sense of belonging were 

more important to productivity and morale or motivation, and a friendly 
relationship with the supervisor was very important in securing the 

loyalty and cooperation of the team‖ [28] 

 Recognition 

(49  /  67=73    %) 
f. Agree 
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17. ―The motivating potential of a job is determined by the degree of 

richness of five core job dimensions: skill variety, task identity, task 

significance, autonomy and feedback from the job. The job's motivating 

potential score (MPS) is computed from the survey responses on the core 

job dimensions‖. [29] 

 Autonomy 

(49  /  67=  73  %) 
g. Agree 

18. ―Project managers have to deal with peaking workloads, making it 

difficult to achieve a work-life balance. Particularly, the temporary 

nature of project work is a challenge for project managers. Often, there is 
an uncertainty about future assignments, including the nature of the 

assignment, its location, and future work colleagues‖ [26] 

 Work balance 
(48   /  67=  71  %) 

h. Agree 

19. ―In addition, factors such as career development, a sense of belonging 

and making a contribution to the entire system, receiving positive 
feedback, and having autonomy were also identified as important 

motivational factors for project managers‖ [26] 

 Management contribution 
(50  /  67 = 74   %) 

i. Agree 

20. ―Santana and Robey‘s (1995) model suggests that managerial, team 
member or self-control of tasks influences the level of job satisfaction 

felt by an employee. Two of these motivators are represented in the new 

model by ‗good management‘, and ‗empowerment/responsibility‘ but the 
notion of other team members controlling tasks is not explicitly 

mentioned‖. [18] 

 Sense of Responsibility 

(60  /  67 = 89   %) 

j. Strongly 
k. Agree 

21. ―factors such as career development ,a sense of belonging and making a 

contribution to the entire system, receiving positive feedback‖ [26] 
 Sense of belonging 

(47   /  67 =73    %) 
Agree 

22. ―Equity Theory (Homans and Adams in (Couger and Zawacki, 1980)) 

explains motivation in terms of matching the inputs that practitioners 

bring to a job (experiences, qualifications, etc.) with appropriate outputs 
(pay, responsibility, authority, etc.).‖ [16] 

 Equity 

(55   /  67 = 82   %) 

Strongly 

Agree 

23. ―trade-offs across sensor, networking, fusion, command-control, 

software infrastructure elements of a SISOS and more, along with 
additional trade-offs between performance, security, usability, safety, 

and fault tolerance‖ [30] 

 Tolerance to work 

(66  /  67 = 98   %) 

Strongly 
agree 

24. ―Based on results of a survey with 1005 managers and technical 

employees in an insurance company‖ [26] 
 Life Insurance 

(29  /  67 =43    %) 
Disagree 

25. ―Risk mitigation practices include career path development, mentoring 

junior staff to provide replacements for key personnel, incremental 

completion bonuses, flowdown of contract award fees to project 
performers, and recognition initiatives for valued contributions‖. [30] 

 Annual Award System 
(66  /  67 = 98   %) 

Strongly 

agree 

26. <new Add Motivator 1>[31] 
 Recreational tours 

(65   /  67 =  97  %) 

Strongly  
agree 

27. <new Add Motivator 2>[32] 
 Leave on demand 

( 64  /  67 = 95   %) 

Strongly  

agree 

28. <new Add Motivator 3>[33] 
 Recording suggestions 

(40  /  67 =59    %) 
Agree  

29. <new Add Motivator 4>[34] 
 Client Availability 

( 66  /  67 =98    %) 
Strongly disagree 

30. <new Add Motivator 5>[35] 
 Follow standard Practices 

(66  /  67 =98    %) 
Strongly Agree 

31. <new Add Motivator 6>[36] 
 Knowledgeable Team Leader 

(54   /  67 =80    %) 

Strongly 

Agree 

32. <new Add Motivator 7>[37] 
 Managerial Politics 

(17 /  67)  = 25%) 
Strongly disagree 

33. <new Add Motivator 8>[38] 
 Right amount of documentation 

(33 /   67)  = 49%) 
Disagree 

34. <new Add Motivator 9>[39] 
 Staff dinner 

(23 /  67 ) =  34 %) 
Strongly disagree 

35. <new Add Motivator 10>[40] 
 Recreational facility  

(41 /67 ) = 61%) 
Agree 

V. RESEARCH CONTRIBUTION 

Literature review predicts that there is less work done on 
motivators and demotivators of agile software development 
and need a strong analysis that can increase the software 
performance and productivity. This research aims to provide 
solid background to agile practitioners to increase their 
satisfaction level by prioritizing their motivators factors. For 
this purpose, survey data analysis method is selected. 

VI. RESULTS AND DISCUSSION 

Prioritization of motivators and demotivators has been done 
by the help of software industrial survey. The main target of 
this research is to increase the motivation level of agile 
practitioners by increasing no of motivator and decreasing 
demotivator factors respectively. Our result indicates that, 
rewards and incentive and well-defined coding standard has 
strong correlation factors with value of 0.56, while recreational 
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tours has weakest correlation factors with value of -0.19. In 
Management Supportive role, work load has highest 
correlation factors with 0.55 and staff dinner has weakest 
correlation factor. In well-defined coding standard, work load 
has highest correlation factor with 0.55 and job security is least 
correlation factor and vice versa. In comparison of our findings 
with literature, we have concluded that Knowledgeable team 
leader, leave on demands, tolerance to work, sense of 
responsibility and arranging recreational tours are the top 
motivators factors while staff dinner, life insurance and 
managerial politics are least motivating factors in agile 
software development. 

Our result indicates that the participant responds tolerance 
to work as most strongly motivator factor, annual award 
system, manageable self-team and knowledgeable team leader 
are responds as other strong motivator factors. Besides the 
motivator factors, prioritization of demotivator factors has also 
been performed, lack of resources is the biggest demotivator 
factor while other strong demotivator factors include job 
threatening and late hours sittings. These findings lead to 
predict a guideline for agile practitioners that have strong 
impact on one‘s productivity. 

VII. CONCLUSION AND FUTURE WORK 

This survey is conducted on 23 software companies of 
Pakistan who have implemented agile methods. There are total 
67 agile practitioners who have participated in this research. 
The survey is the extended version of empirical research and 
case study of systematic mapping and literature review 
conducted on agile software developing. For this purpose, 
Pakistan a developing country is been chosen to evaluate our 
result. This research has revealed more motivator and 
demotivator factors than existing literature. The analysis has 
been done to find the top rank motivator and demotivator 
factors. Our result indicates that the tolerance to work is the 
highest motivator factor while managerial politics is the last. 
Likewise, lack of resources the most demotivator factor while 
the unrealistic goal is the least demotivator factor. These 
motivators and demotivator must be mitigated, in order to 
successful implementation of agile in their organizations. 

The future work of this research us an implementation of 
model of motivator for agile practitioners. Another extension 
of this work is needed to find out motivator and demotivator 
factors according to core agile practices like planning iteration, 
iteration retrospective, daily stand ups and review meeting. By 
implementing motivator and demotivator factor on these agile 
practices we can attain more in-depth knowledge of this 
research. 
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APPENDIX 

Fig. 9 shows the detailed list of motivators acronyms used in articles. 

 

Fig. 9. Appendix. 
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Abstract—During the past few years it has been observed that 

the implementation of Agile software development methodologies 

have become a part and parcel in software development projects 

not only in large and developed organizations but also in small 

organizations despite the existence of misapprehension that Agile 

methodologies are only valid for large scale projects and 

established organizations. Keeping in view the potential of Agile 

software methodologies and with the aim of eliminating this 

misconception, a mixed method methodology was adopted to 

conduct a study for determining the social factors that contribute 

or have influence in the successful implementation of Agile 

software development methodologies. In this study, face-to-face 

interview sessions were conducted with 271 software 

professionals that include Portfolio/Program/Project Managers, 

Scrum Masters and Product Owners representing  28 software 

development companies operating in Pakistan to gauge the 

influence of social factors on the success of Agile software 

projects. The study concluded that the size of the project has 

nothing to do with the success of a project or otherwise but there 

exist certain other factors like visionary leadership, degree or 

level of Agile software practices, congruence value, etc. 

contribute significantly in success of a project. 

Keywords—Agile methodologies; social factors; congruence 

value; visionary leadership; software developers 

I. INTRODUCTION 

It is a well-established fact that Agile software 
development methodologies are and applicable and beneficial 
for the small sized teams and small scaled projects but the 
implementation and scaling of these Agile methods are 
daunting and challenging for the software organizations [1]-
[4]. However, contrary to this apprehension large organizations 
are suffering from the same problems [1]. As the main focus of 
Agile software development methodologies is the interaction 
and style of communication among the project team members 
as well as how the leadership is involved in the planning, 
execution and monitoring of the project. Furthermore, the main 
cause of failure of software. development project is not due 
lack in technological prowess but it is  mainly due to social 
factors such as lack of effective communication among team 
members at all levels [5], lack of interest in software 
development, misaligned teams, etc. [6]. So, it is of utmost 
importance to gain understanding about how and at what extent 
these social factors contribute and influence in the success of 

Agile based projects. Furthermore, the more interest lies in the 
success or failure of large scale IT projects as  these projects 
are more prone to failures [7]. From research [3], [5], [6] it is 
evident that social factors like communication barriers, 
misaligned teams, ineffective leadership must be scaled up to a 
desired level before implementation of Agile methodologies in 
both large and small scale projects. 

During the study, the factors like communication among 
team members and factors pertaining to leadership were 
assessed with respect to their contribution in the success of 
Agile based software project. Also, the greater emphasis was 
paid on impact and influence of these social factors on 
complex l and large scale software projects. Finally a 
conceptual model was proposed based on qualitative interview 
sessions based on best proven practices and literature. 
Afterwards, each considered success factor in the proposed 
conceptual model was assessed and tested in order to determine 
the relative significance of success factor in the success of 
Agile based software project. 

II. PROBLEM STATEMENT AND RELEVANCE 

The objective of this is to determine the influence of social 
factors in the success of Agile software development 
methodologies in small and large scale projects. For this 
purpose we have two objectives: (1) to verify the previously 
identified social success factors; and (2) to propose and 
subsequently test and validate several success factors 
independently and examine their relationship and influence 
necessary for the success of Agile project. This study is 
theoretically related with the previous studies in terms of role 
of communication and leadership style and presents deep 
insight of how communication management and leadership 
styles are appropriate in ever changing environments like Agile 
Software Development Projects. Secondly, the research gap 
that exists between social success factors and Agile based 
software development is likely to be reduced. Also, the results 
of the study would assist the Agile practitioners in the 
improvement of communication and leadership practices in the 
organizations. 

III. THEORETICAL BACKGROUND 

In this study the selection of factors responsible for success 
in Agile based software projects have been based on the 
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preceding research conducted by different researchers in 
different parts of the world. The prior research works depict 
that the there are several „people related factors‟ that 
significantly contribute in Agile software development. In this 
study initially we have considered social success factors like 
communication style, style of leadership, congruence value, 
Agile practices adaption degree, and size of the project. The 
success of the project has been related with the term 
‘effectiveness’ - to what extent and level the  project team 
members have managed to meet or exceed the desired 
outcomes of quality as demanded by the customer [8] by 
evaluating multiple points or ratings of success. 

The ever changing and at times unrealistic requirements of 
the organizational leadership are a huge challenge in successful 
implementation of Agile methodologies especially in large 
scale projects [3]. A style of leader can evaluated and assessed 
on the basis of Transactional and Transformational leadership 
styles [9]. The Transactional leadership style refers to social 
transactions in which the rewards to the member and 
expectations that the management has from the team member 
must be explicitly stated and communicated to the member, 
and the focus of the management is for a brief period of time. 
However, as far as the Transformational leadership is 
concerned it is related with motivation, inspiration, expression 
of vision and emotional engagement or involvement of 
employees in the project keeping in view the long term 
engagement and commitment. It is our expectations that the 
Transformational leadership is more beneficial than 
Transactional leadership in Agile software development as the 
latter put more emphasis on well-being of team members as 
well encourages healthy communication among the team 
members at all levels. 

From [5] it is evident that the lack of communication 
among team members of the project creates misunderstandings 
within the project team that eventually leads to the failure of 
the project. This lack of communication problem can be 
catered by encouraging the team members to share their ideas, 
experiences and knowledge with other members of the project 
team that helps in trust building and strengthens the 
interpersonal relationship binding [10]-[12], and these factors 
are considered as critical success factors for Agile software 
development [11]. Furthermore, the informal way of 
communication helps in conveying information without any 
delay and with the first hand knowledge from the source 
person to the intended recipient and hence facilitates the 
decision makers to quickly react on the problem(s) and 
continuously changing requirements as in Agile software 
development projects. Therefore, we can say that the style of 
communication rather than frequency of communication is 
more critical and important for the success of project and the 
Agile based software projects are no exception. 

In addition how the team members interact with each other 
and what communication protocol they are following the 
similarity in values and goals (personal and professional) they 
possess greatly affects their interpersonal relationships [12], 
[13]. In case the team members have different values, goals 
and objectives then diversity occurs in the team and that 
increases relationship conflicts, decreases level of satisfaction 
among team members and as a consequence to this the 

performance of the software development team affected 
adversely [13], [14]. Therefore, we can say that level of 
congruence is critical for the alignment of teams and 
subsequent success of Agile based software project. 

Another variable that we have across is the degree of 
adoption of Agile practices in the organization. This variable 
indicates perception of agility among project team members. 
The size of the project refers total number of team members 
involved in each Agile software project. 

IV. RESEARCH STRATEGY 

A. Research Method 

In this research work, the high profile professionals of 
software industry of Pakistan were identified who have been 
involved in successful implementation of Agile software 
development methodologies. The study has been divided in 
two phases namely: In phase 1, an exploitative phase in which 
based on the interview sessions with Agile software 
practitioners a thorough and comprehensive model was 
developed and phase 2, in which the developed or proposed 
model was quantitatively validated. 

In Phase 1, an explorative study phase, qualitative 
interviews were conducted with high profile professionals 
working in highly reputable software companies of Pakistan 
and have proven record of successful Agile software 
development methodologies in large scale projects. During the 
interview sessions the topics like general aspects of the 
projects, leadership style and communication pattern practiced 
during course of the projects. Based on these interview 
sessions and previously conducted research a comprehensive 
conceptual model has been developed. The five candidate 
success factors are: (1) transformational style of leadership; 
(2) style of communications; (3) congruence value; (4) agility 
degree; (5) size of project, as shown in Fig. 1 with arrows 
depicting the interrelationship of each social success factors 
with one another. Based on the interview sessions we expected 
that the social success factors other than project size would 
positively affect the project success. Also, it is expected that 
style of leadership and style of communication would be 
meditated with congruence value. 

In Phase 2, the aim was to validate the developed 
conceptual model. The Hypothesis pertaining to relationships 
between social success factors were tested based on the data 
collected from 271 software professional that include 
Professional Scrum Masters, Program and Project Mangers, 
Product Owners and Team Leads and team members working 
on 52 different projects and associated with 28 software 
companies registered with Pakistan Software Export Board 
(PSEB). To facilitate the study at least one team member, 
Project / Program Manager, etc. were asked to fill out a 
questionnaire that permits the comparison of roles in a specific 
project. An online questionnaire having five sections along 
with demographic information was distributed to each of the 
subject / respondent. The included five sections of the 
questionnaire are: (1) demographic information of the 
respondent / subject; (2) Agile degree with which organizations 
are practicing Agile methods; (3) style of leaderships, the style 
of leadership was evaluated with the help of Multifactor 
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Leadership Questionnaire (MLQ) [9]; style of communication; 
(4) congruence value; and (5) success of project. The 
respondents responded to questions in each of these sections 
through 5-Point Likert scale in order to depict the level success 
perception. The values from all the scales fall within the 
acceptable reliability limits (Cronbach Alpha), but 
transactional leadership, and that has been eliminated from the 
dataset. 

Furthermore, in order to determine the contribution of each 
of the candidate success factors in the project success a 
Regression and Meditation analyses was carried out at both 
project and individual level. At project level, a project in which 
individuals are performing specific roles in cluster was 
considered as one unit of analysis, thus allows the projects to 
be compared. At individual level, each respondent was 

considered as a single unit of analysis and hence allows the 
comparison of different roles. 

B. Ethical Considerations 

This research work has used only the published data and 
the documents related interview sessions will be made 
available to public. Therefore, the ethical conflict is not 
expected to develop. 

C. Research Limitations 

The research in bounded to some limitations as the 
literature related to Agile software development methodologies 
as most of Pakistan software companies practicing some 
software development methodologies rather than using Agile 
methodologies. 

 

Fig. 1. A conceptual model. 

V. DISCUSSION AND RESULTS 

After collecting the data from the respondents, we carried 
out T-tests measurement to confirm that there lies no 
significant difference in the replies of Program / Project 
Managers, Professional Scrum Masters, Product Owners, 
project team members, etc. in the interpreting the project 
success factors. Therefore, in this study the success of project 
has been interpreted in non - differentiated manner. 

Before beginning the testing and validation of developed 
conceptual model, a Regression Analysis was carried out to 
determine the relationship between proposed success factors 
and the success of a project. The analysis results reveal that a 
significant and positive correlation exists between proposed 
candidate success factors with the success of a project. 
However, the size of a project does not reflect any positive 
correlation with the project success. Furthermore, the results of 
Regression Analysis depict there exist a predictive relationship 
between (1) project success and transformational leadership, 

(2) project success and value congruence, and (3) project 
success and degree of agility. Hence, we can say that based on 
Regression Analysis the most important and critical predictors 
are transformational leadership, congruence value and degree 
of Agility in the project. 

On the basis of Regression Analysis a Meditation Analysis 
[14] was carried out when the predictors have a significant 
relationship with the proposed mediator (value congruence) 
and the success of project.  The results depict that the value 
congruence was a meditating factor in the proposed conceptual 
model between value congruence and project success. 
Furthermore, the results depict that a full mediation was 
present between transformational leadership and success of 
project while a partial mediation was observed between degree 
of agility and project success. Such results clearly show that a 
high value congruence within the team members, keeping in 
view that a value congruence is both a mediating and predictor 
factor as far as the success of project is concerned. 
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Fig. 2. Revised conceptual model. 

The results of Regression Analysis also show that size of 
the project has nothing to do with the success of the project 
encouraging the application of Agile methodologies as far as 
there exist a high degree of transformational leadership, a high 
degree of agility and a high degree of value congruence. 

The results obtained after carrying out such statistical 
analyses appreciate the refinement of initially developed 
conceptual model. The findings depict that it is not the style of 
communication but it is a degree of agility that predicts the 
success of Agile project, provided it is meditated by value 
congruence. The revised conceptual model is shown in Fig. 2 
in which the significant relationships are depicted by bold 
arrows. 

VI. PRACTICAL IMPLICATIONS 

As from the conducted study we concluded that there exist 
three critical factors that can have a significant impact on the 
project success, namely: transformational leadership, degree of 
agility and value congruence. In order to determine the extent 
of impact of identified factors on the success of project, the 
considered projects have been divided into groups. One group 
is dedicated for the projects that have mediocre score on 
candidate success factors and other group which scored high on 
identified success factors. The value congruence and degree of 
agility have shown a large amount of impact on the project 
success, 0.50 and 0.45 respectively on Likert-Point scale while 
transformational leadership scores 0.06 as shown in Fig. 3. 

Fig. 4 below depicts the extent to which the three identified 
success factors affect each other and / or act independently. For 
this purpose the projects are inspected based on the scores the 
group of projects scored on project success. The result shows 
that for project success the scores have been increased 
monotonously that leads to the fact that all three identified 
candidate success factors should be given maximum attention 
to optimize the project success. 

 

Fig. 3. Critical success factors. 

 

Fig. 4. A trinity of agile project success. 

The findings encourage us to focus more on the alignment 
of values like vision, priorities and organizational goals in 
Agile projects. The alignment of such values can be achieved 
by ensuring informal communication among team members on 
regular basis and maintaining transformational style of 
leadership [10], [11]. 

VII. CONCLUSION AND FUTURE RESEARCH WORK 

The study identifies the social factors that may have a 
profound impact and influence on the success of the project 
and assessed the role of project size in project success. The 
study empirically identifies the social success factors based on 
communication in Agile software development projects by 
giving an insight of how actually these factors contribute in 
project success. Furthermore, it has also been revealed from the 
study that size of the project does not directly contribute in 
project success or failure. So, the project managers, Scrum 
masters etc. must focus on the practice of transformational 
leadership, agility and value congruence. 

Furthermore, it is also interesting to note that the Agile 
methods can work seamlessly in large project however, the 
Agile puts more stress on short sprints and small teams. It is 
pertinent to clarify here that the project size does not 
necessarily have no impact on project success or failure but it 
is not an explaining factor here. Yes, the large size have more 
chances to fail as compare to small size projects but this cannot 
be compulsorily be elaborated by  the size of the project. The 
study clearly reveals that the application of Agile software 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

98 | P a g e  

www.ijacsa.thesai.org 

development methodologies can be beneficial for the project 
when the identified social factors like transformational 
leadership, value congruence and agile are of high value. 

In future, our plan is to increase size and diversity of the 
sample and study be conducted for a longer period of time in 
order to further validate the proposed conceptual model. 

REFERENCES 

[1] K.Beck, Extreme programming explained: embrace change. Addison 
Wesley Professional, 2000. 

[2] D.J. Reifer, F. Mauer, and H. Erdogmus, “Scaling agile methods,” 
software, IEEE, vol. 20, no. 4, pp. 12-14, 2003. 

[3] B. Boehm, “Get ready for agile methods, with care,” Computer, vol. 
35, no. 1, pp. 64-69, 2002. 

[4] J. Eckstein, Agile software development in the large: Diving into the 
deep. Addison-Wesley, 2013. 

[5] M. Bloch, S. Blumberg, and J. Laartz, “Delivering large- scale IT 
projects on time, on budget, and on value,” Harvard Business 
Review, 2011. 

[6] K.A. Jehn, “A multimethod examination of the benefits and 
detriments of intragroup conflict. Administrative Science Quarterly, 
vol. 40, no. 2, pp. 256-83, 1995. 

[7] J.R. Hackman, The design of work teams. In J. Lorsch (eds.), 
Prentice Hall, 1987. 

[8] B.M. Bass, Leadership and performance beyond expectations, Free 
Press, 1985. 

[9] J.R. Turner, and R. Müller, “Communication and co- operation on 
projects between the project owner as principal and the project 
manager as agent,” European Management Journal, vol. 22, no. 3, 
pp. 327-336, 2004. 

[10] S. Nerur, R. Mahapatra, and G. Mangalaraj, “Challenges of 
migrating to agile methodologies, Communications of the ACM, vol. 
48, no. 5, pp. 72-78, 2005. 

[11] J.R. Hackman, Groups that work (and those that don‟t), Jossey-
Bass, 1990. 

[12] K.A. Jehn, G.B. Northcraft, and M.A. Neale, “Why differences make 
a difference: A field study of diversity, conflict and performance in 
workgroups, Administrative science quarterly, vol. 44, no. 4, pp. 
741-763, 1999. 

[13] R.M. Baron and D.A. Kenny, “The moderator-mediator variable 
distinction in social psychological research: Conceptual, strategic 
and statistical considerations,” Journal of Personality and Social 
Pshycology, vol. 51, pp. 1173-1182, 1986. 

[14] R.M. Baron and D.A. Kenny, “The moderator-mediator variable 
distinction in social psychological research: Conceptual, strategic 
and statistical considerations,” Journal of Personality and Social 
Pshycology, vol. 51, pp. 1173-1182, 1986. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

99 | P a g e  

www.ijacsa.thesai.org 

A Multi-Criteria Decision Making to Rank Android 

based Mobile Applications for Mathematics

Seren Başaran, Oluwatobi John Aduradola 

Computer Information Systems 

Near East University 

Lefkoşa 98010 via: Mersin 10 Turkey, Cyprus 

European Centre for Research and Academic Affairs (ECRAA) 

PO Box 1045, Lefkoşa via: Mersin 10, Turkey, Cyprus 

 

 
Abstract—Exponential growth in the amount of mobile 

applications for Mathematics has led users to confusion and 

difficulty in selecting proper application manually which suits to 

their needs. Therefore, there exists an imperative need for 

automated and efficient selection of mobile applications for 

Mathematics where users still heavily trust either application 

store ratings or the content rated by the application developer. In 

this study, fuzzy scale weights together with ELECTRE I 

(ELimination and Choice Expressing REality) were used to solve 

a typical multi-criteria decision making problem on ranking 

selected mobile applications for Mathematics with respect to 

given set of criteria. The alternatives are mobile applications for 

Mathematics and were chosen from Google Play Store through 

considering top five highest user ratings and high usage 

frequencies. Ten sets of criteria on technical and pedagogical 

aspects specific to mobile applications and five alternatives were 

used in the ranking process. Findings suggest that ELECTRE I 

with fuzzy scale weights are remarkably practical for outranking 

and selection processes. Particularly in the case of unclear and 

imprecise ratings, this method could offer substantial solution.  

Keywords—ELECTRE; mobile applications for mathematics; 

multi-criteria decision making; pedagogical requirements; 

technical requirements 

I. INTRODUCTION 

Mobile devices have become very dominant in our lives. 
The use of mobile devices has been extended merely from 
making calls and sending text messages to improved ability to 
execute various applications in demand. This took forward the 
usage and now smart phones have capability to support mobile 
learning [1]. The shifting and integration of mobile 
technologies in education milieu has caused users to use their 
own mobile devices for teaching and learning practices. Mobile 
devices are considered to be more affordable than PCs and 
laptops [2]. Authors in [3], reported that mobile phones are 
already be the part of the higher education for teaching and 
learning online courses. In addition, the researcher in [4] 
remarked upon benefiting from mobile phones for educational 
practices. He mentioned that it is possible to learn “anything, if 
developers designed it right”. As time goes by several mobile 
applications for learning certain subjects have been developed 
to make learning easy but prior to when these applications are 
been made available to end users some tests should be 
performed to ensure it is of satisfying quality, reliable and it 
meets the specific criteria or requirements. 

The authors in [5] defined mobile applications for learning 
as mobile applications that make it possible for users to 
exercise learning in a changeable position. These mobile 
applications could establish anytime, anywhere learning 
environment [6], [7]. This technique of learning provides more 
flexibility and freedom to the learner which as a result fosters 
higher adoption rates by many individuals and educational 
institutions. 

Numerous mobile applications for learning were introduced 
which assist in learning Mathematics at various sub disciplines 
of Mathematics and other fields as well [8]. Particularly mobile 
applications for Mathematics allow users to evaluate 
mathematical functions, giving graphical abilities and provide 
some sorts of mobile calculators. Mobile technologies that 
provide support to learning Mathematics via using mobile 
devices have likewise been expanding in the course of the most 
recent decade [9]. 

However, the researcher in [10] reported that there are over 
4000 mobile applications specific to Mathematics to select 
from which have paved the ways for myriads of options to 
make selection on which mobile learning application to adopt. 
This scenario has led many individuals making a premature 
selection of mobile applications for mathematics because 
making an efficient selection from more than 4,000 
applications seems tedious and time consuming, thus making 
the proper selection is crucial to enhance applications’ 
continuity in usage and enhancements in development. 
However, with the help of automated decision making 
techniques such as multi-criteria decision making, the burden 
on the decision makers will be minimized considerably. 

Hence, to address this problem an evaluation framework 
with automated selection process model was proposed to 
provide a roadmap for making a reliable selection of mobile 
applications for Mathematics. So far, there is only one study to 
focus on evaluating and selecting suitable applications for 
mathematics by using multi-criteria decision making approach 
through considering technical and non-technical aspects such 
as user satisfaction [11]. 

Numerous frameworks to evaluate a software in general 
from technical point of view exist where some of the well-
known models are; ISO/IEC 9126, ISO/IEC 25010, FURPS, 
[12]-[14], etc. It was stated that ISO 9126 software quality 
characteristics could be beneficial for evaluating mobile 
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applications in general [15]. But till now, no such evaluation is 
available involving technical and pedagogical aspects together 
particularly for the evaluation of mobile applications. This 
study aims to adopt a framework from two viewpoints; 
technical and pedagogical aspects. 

There are numerous multi-criteria decision making 
(MCDM) techniques which are utilized for the purpose of 
decision-making such as ANP, AHP, FAHP, SMART, 
ELECTRE, PROMETHEE, TOPSIS, etc. The researcher in 
[16] summarized some of the most frequently used  MCDM 
methods in evaluating digital learning objects as; ELECTRE, 
Technique for Order Preference by Similarity to Ideal Solution 
(TOPSIS), multiplicative exponential weighting (MEW), 
simple additive weighting (SAW) and Fuzzy Analytic 
Hierarchy Process (FAHP). These MCDM methods can be 
compared according to trustworthiness, perceived simplicity, 
quality and robustness. Among these, ELECTRE method is 
used for choosing the most suitable action from a given set of 
actions. ELECTRE is among most widely used MCDM 
methods that can be applied to many practical activities. 
ELECTRE method works with an input of criteria based 
ratings of alternatives by decision maker(s) which is named as 
decision matrix and preference information of the criteria 
expressed as weights and thresholds [17]. The ELECTRE I 
technique for picking the most suitable activity from a given 
arrangement of activities was contrived in 1965. The 
ELECTRE is for 'Disposal ET ELimination Et Choix 
Traduisant la REalité (Elimination and Choice Expressing the 
Reality). ELECTRE is an outstanding MCDM strategy that has 
a background marked by fruitful genuine applications. 
ELECTRE I requires the contribution of criteria assessments 
for the options, called choice network and inclination data, 
which are communicated as weights, limits, and different 
parameters [17]. 

This study aims to apply fuzzy scale weights with 
ELECTRE I to obtain the outranking of alternatives through 
adopted technical and pedagogical criteria. 

II. RELATED WORK 

It was predicted in an internet report that in 2017, 268,692 
millions of total free and paid-for downloads of mobile 
applications was available

1
. In 2018, it is normal that this 

number will increment to 254 billion downloads with 48% 
increase in download rate in 2017 as compared to 2013

1
.  

These statistics reveal that mobile devices are heavily taking 
part in our lives day by day: at home, at work, in the public and 
in teaching and learning as well. Particularly speaking, there 
exist several mobile applications to deal with numerous 
endeavors and instructive applications for practicing 
Mathematics. The consistent utilization of multipurpose 
innovations empowers the variability in mobile applications for 
learning. The researcher in [10] remarked upon that there are 
more than 4000 mobile applications to choose from. The same 
study also identified that “Despite the rapid expansion of the 
use of mobile applications in the educational domain, there is a 

                                                           
1 Gartner, Inc., 2014. Gartner Says Mobile App Stores Will See Annual 

Downloads Reach 102 Billion in 2013. [online] Available at: 
http://www.gartner.com/newsroom/id/2592315 [Accessed 25 May 2018]. 

lack of empirical studies as to their effectiveness in supporting 
learning, particularly in relation to Mathematics”. This absence 
of available research likewise reaches out to the employments 
of applications by instructors. This scenario has led many users 
into making a premature selection of mobile applications for 
mathematics because making an efficient selection from over 
4000 applications seems tedious and time consuming. Thus, 
making right selection is crucial to enhance its continuous 
usage and developments. Hence, to address this problem a 
software quality model to provide a roadmap for making a 
reliable selection of mobile learning application for 
mathematics from different but conflicting options are 
inevitable. Particularly the evaluation of mobile applications 
for Mathematics by employing multi criteria approach have 
been neglected by the literature where Mathematics is the 
fundamental field which constitutes the basis for science and 
engineering. Therefore evaluating any mathematics learning 
related mobile applications is indispensable and will be quite 
beneficial for users. 

Regardless of the abundance and expanding usage of 
mobile applications only one study was located in the extant 
literature to evaluate mobile applications particularly for 
Mathematics using MCDM methods [11]. There exist no other 
studies either for selecting or evaluating mobile applications in 
general by applying any of the MCDM methods. In only 
located relevant study, the authors in [11] proposed an adopted 
model defining both quality and user satisfaction used to 
evaluate mobile applications for Mathematics by utilizing 
hybrid Fuzzy AHP and TOPSIS approaches together. 11 
criteria used were based on the technical and non-technical 
aspects specific to the mobile applications for Mathematics. 
The technical aspects were adopted from the ISO 9126 model 
of while non-technical aspects were considered as user 
satisfaction. The weight of each criterion derived was 
determined through using Fuzzy AHP approach while the 
alternatives as mobile applications for mathematics were 
ranked by applying TOPSIS. 

The rest of the studies mentioned below have applied 
ELECTRE method into different disciplines from supplier 
selection to personnel, network, environmental impact, m-
commerce candidate partner and project selection etc. Most of 
these studies employ FAHP and ELECTRE together. The 
researchers in [18] applied Fuzzy AHP and ELECTRE to cover 
the issue of a network selection where the network alternatives 
were ranked, utilized fuzzy numbers since the importance of 
criteria cannot be exactly defined to integrate subjective 
judgment in decision-making. The authors in [19] proposed a 
methodology that was carried out on a hybrid approach; fuzzy 
AHP–ELECTRE approach. The criteria weights were 
computed with the FAHP method, eight criteria were used in 
this study. In addition, fuzzy ELECTRE I was utilized to the 
alternatives. The study ended with an aggregate matrix to rank 
the alternatives finally. The researcher in [20] proposed an M-
commerce partner selection method that uses a hybrid MCDM 
approach, AHP and ELECTRE I with a set of 13 criteria and 5 
m-commerce candidate partners where AHP determined the 
weight of the 13 criteria and ELECTRE I ranks the candidate 
partners. The researchers in [21] applied ELECTRE I to select 
proper supplier with 4 different suppliers for computer 
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hardware and 13 criteria. The researchers in [22] used 
ELECTRE I to select most suitable personnel. 7 criteria and 5 
decision makers involved in this study for selecting most 
suitable from five personnel using ELECTRE method and were 
again ranked by using AHP by considering 5 decision makers 
to rank 5 projects with respect to 5 criteria as financial, solution 
delivery, strategic contribution, risk management and 
environmental factors. Researchers in an earlier study 
employed ELECTRE I to rank 5 projects through using 
ranking tool [23]. The same study also highlighted the 
dominance of ELECTRE method over other MCDM methods 
through the inclusion of thresholds and outranking [23]. 

In general, evaluation by using MCDM methods is based 
on some set of criteria. Few studies were located in the 
literature for the evaluation of the quality of mobile 
applications despite their exponentially growing usage rates 
[24], [25]. The authors in [25] stated the difficulty of finding 
quality evaluation models specific to mobile learning 
applications. This study encompasses adopted technical and 
pedagogical aspects together as the selection criteria from 
located studies. Therefore, the main technical requirements 
subject to this study are; user interface (usability, navigation 
and orientation), reliability and maintainability (error free, 
easiness of installation, easiness of upgrade), efficiency and 
performance (energy consumption, responsiveness) and the 
pedagogical requirements are; content quality, content 
presentation and content organization. The selected 
requirements are crucial in expanding users’ engagement, 
inspiration, learning, capability, and capacities. 

Despite growing usage rates in mobile applications in 
general and abundantly available mobile applications 
particularly for Mathematics learning, there should be less time 
demanding and easier automated ways for users to select 
proper application to their use. To remedy this problem multi-
criteria decision making methods can be applied to rank or 
evaluate the quality of the mobile applications for Mathematics 
which is a fundamental field of study. So far, technical and 
non-technical aspects were considered but pedagogical aspects 
were understated by the current literature. Also studies on 
mobile learning applications that are specific to quality 
evaluation frameworks are seldom. ELECTRE I method which 
is quite practical in addressing particularly ranking problems 
are frequently seen in the studies used along with another 
method namely FAHP in existing studies. Therefore, in the 
light of above, this study adopts 10 technical and pedagogical 
aspects as criteria to rank 5 top rated mobile applications for 
Mathematics by using fuzzy scale weights with ELECTRE I 
method. 

III. METHODOLOGY 

A. Alternatives: Mobile Applications for Mathematics 

There are several mobile applications for Mathematics and 
they come in different forms depending on features like design, 
functionalities, purpose, limitations and target audience. This 
study targeted Android applications only because they are open 
source and have most populous mobile application store. These 
applications are distributed digitally via official Google Play 
store on the Android OS platform, which is either available 
freely or at some price. The Google Play store host millions of 

Android applications of different categories, such as social, 
games, education, security, etc. Users based on their experience 
rate these applications. Five mobile applications of 
Mathematics for adults were selected as alternatives for the 
evaluation based on their respective Google App Store user 
rating of at least 4.0 out of 5 and download rates greater than 
1000 users. In addition, similarity in the features of the 
applications was also considered. Table I shows selected 
applications and user ratings with download numbers. As 
mobile applications continue to grow rapidly and gain 
popularity, different platforms have been developed to create 
and allow users to download these applications. 3.4 million 
mobile applications in October 2017 are available for 
download and the application store gives users the ability to 
express opinions through reviews and ratings

2
. By looking at 

the extant literature the most crucial criteria involving technical 
and pedagogical aspects were involved in the adopted 
evaluation framework. 

TABLE I. ALTERNATIVES 

Alternatives Rating (0-5) Downloads(in 2017) 

Mathematics(A1) 4.1 45182 

Cymath(A2) 4.5 2174 

MalMath(A3) 4.6 75216 

MathPapa(A4) 4.7 5098 

Math 42(A5) 4.7 2174 

B. ELECTRE I Method 

ELECTRE is frequently employed to find most suitable 
alternative with several set of criteria. Experts can select the 
most suitable choice through outranking alternatives via 
pairwise comparisons using concordance and discordance 
matrices. This MCDM approach has a special capacity to point 
out the exact motives of a decision-maker suggest an 
appropriate result through its ranking. 

The ELECTRE I method steps were described as follows: 
If a problem has a number of  alternatives 𝐸1,𝐸2,𝐸3,…,𝐸𝑎 and 
b number of criteria 𝐹1,𝐹2,𝐹3,…,𝐹b . Each alternative is rated 
to b criteria. 

Step 1: K number of decision makers (DM) denoted as 𝐷1, 
𝐷2, D3… 𝐷𝐾. DMs rate weights verbally. Verbal variables are 
transformed into (l, m, u) which is a fuzzy number.  𝑘=1, 2… 
𝐾 and 𝑗=1, 2… 𝑏 and the aggregated fuzzy significance 
weights can be; 

  
              

  
 

 
∑    

 
     

      {   }               (1) 

Calculating weights, then normalization of aggregated 
fuzzy significance weights are: 

 ̃      
    

    
   

Where 

                                                           
2 AppBrain: Free versus paid Android apps. 

http://www.appbrain.com/stats/ free-and-paid-android-applications. (Last 

accessed: May 2018) 
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Finally, the normalized aggregated fuzzy significance 
weight matrix is 

    ̃   ̃     ̃               (3) 

Step 2: A selection matrix with the aid of 𝑋= (𝑥𝑖𝑗) 𝑎𝑥𝑏 is 
fashioned for each criterion: 

𝑥  |

      

  
𝑥  𝑥  

|               (4) 

Step 3: The normalized decision matrix 𝑅= (𝑟𝑖𝑗) 𝑎𝑥𝑏 by 
calculating 𝑟𝑖𝑗, which shows the normalized criteria. 

𝑟   
   

√     
    

 
                            (5) 

𝑅  |

      

  
𝑟  𝑟  

|                      (6) 

Step 4: Seeing that each criterion has an exclusive weight, 
the weighted normalized decision matrix is constructed by 
taking product of significance weights of criteria and the values 
inside the normalized fuzzy selection matrix. . 𝑉 = (𝑣𝑖𝑗) 𝑎𝑥𝑏 for 
𝑖=1,2,…,𝑎 and 𝑗=1,2,…,𝑏 where 𝑣𝑖𝑗 = 𝑟𝑖𝑗 𝑥  ̃  
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Step 5: weighted normalized fuzzy choice matrix was used 
to calculate concordance indices and sets are calculated with 
the use of the and pairwise assessment most of the options, 
respectively. If p and q are two options, the concordance index 
𝐶𝑝𝑞 represents the pairwise contrast between p and q (𝐴𝑝⟶𝐴𝑞). 
𝐶𝑝𝑞 is the gathering of attributes where 𝐴𝑝 is higher than or 
equal to 𝐴𝑞. 

𝐶  
  ∑   

  
  𝐶  

  ∑   
  

  𝐶  
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                           (8) 

Where j
+ 

are attributes covered inside the concordance set 
𝐶𝑝𝑞. 

Step 6: The discordance indices mean the variances in 
judgment among alternatives p and q (𝐴𝑝⟶𝐴𝑞). 𝐷𝑝𝑞 
represents that 𝐴𝑝 is worse than or equal to 𝐴𝑞. The 
discordance indices are calculated as; 
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Where, j
+ 

are attributes contained inside the concordance 
set D𝑝𝑞. Later, 2 threshold values were calculated by taking the 
mean of all the indices in concordance and discordance 
matrices. 

Step 7: The very last concordance and discordance indices 
are computed as follows: 

𝐶  
  √∏ 𝐶  

  
       𝐷  

  √∏ 𝐷  
  

    where            (10) 

Step 8: In the end, Boolean concordance and discordance 
indices are calculated to decide high-quality alternative. 
Alternative with the minimal net concordance index and most 
discordance index is the satisfactory alternative among every 
alternative. 

�̃�  ∑ 𝐶  
 
    ∑ 𝐶  

 
   �̃�  ∑ 𝐷  

 
    ∑ 𝐷  

 
            (11) 

C. Triangular Fuzzy Number(TFN) 

Fuzzy is set of numbers where the quantity is not specific, 
it can also be addressed as an extension of the popular Boolean 
logic whose sets is not just 0 and 1 but a connection of 
different values where each and every value is assigned a 
weight. It can be defined as a set of values ranging from one 
interval to another. Fuzzy attaches more dynamism to 
expressions. So far, many types of fuzzy numbers exist such as 
triangular, trapezoidal, octagonal, pyramid, pentagonal, 
diamond and hexagonal fuzzy numbers. Among them, 
triangular and trapezoidal fuzzy numbers are the most 
frequently applied due to the ease of use and simplicity. The 
researcher in [16] gave detailed description on the use of 
triangular and trapezoidal fuzzy numbers.  A triangular fuzzy 
number consists of the set of three real numbers ranging from 
minimum, most expected and maximum weights. Fig. 1 below 
depicts the triangular fuzzy number with its three values; 
𝑎  𝑎      𝑎     Fig. 2 represents the membership function used 

in this study that converts linguistic variables into triangular 
fuzzy numbers and into crisp values by calculating mean value 
of each TFN known as defuzzified crisp values at the interval 
[0, 1]. The linguistic variable and crisp values were adopted 
from [26]. 

 

Fig. 1. A triangular fuzzy number. 
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TABLE II. LINGUISTIC SCALE AND DEFUZZIFIED CRISP VALUES 

 
Fig. 2. TFN representation of linguistic variables. 

D. Framework for Ranking 

Fig. 3 shows the proposed evaluation criteria based upon 
technical and pedagogical aspects of the mobile applications 
that were adopted from [24] and [25]. 

The main adopted technical requirements are; user interface 
(usability(C1), navigation and orientation(C2), reliability and 
maintainability (error free(C3), easiness of installation(C4), 
easiness of upgrade(C5), efficiency and performance (energy 
consumption(C6), responsiveness(C7) and pedagogical 
requirements are; content quality(C8), content presentation(C9) 
and content organization(C10). 

E. Ranking Procedure 

Fig. 4 represents the steps followed during ranking of 5 
alternatives using fuzzy scale weights and ELECTRE I 
method. First phase involves about deciding about the number 

of decision makers. In this case, expert who evaluated the 
alternatives with respect to given set of criteria has a PhD on 
Mathematics Education which could be considered as qualified 
for this kind of task. Later alternatives were decided for 
ranking process. Then pairwise comparison of each criteria was 
done in order to determine their significance over each other. 
Afterwards, chosen alternatives were evaluated by the expert 
with respect to each criteria. Finally, the ranking by using 
ELECTRE I method was performed to obtain the most suitable 
mobile application for Mathematics. 

IV. RESULTS 

The ranking process was implemented in five mobile 
applications for mathematics using fuzzy scale weights 
obtained from triangular fuzzy numbers (TFN). For ELECTRE 
I method, a pairwise matrix for correlation was made utilizing 
a relating fuzzy scale. 

The 11-point linguistic scale of an earlier study was 
adopted to evaluate pairwise comparison for the each pair of 
criteria by the decision maker. Later, defuzzified crisp values 
were used in this study as fuzzy scale weights. The 
corresponding eleven linguistic scale are; excessively low 
significance (EXL), extremely low significance (EL), very low 
significance (VL), low significance (L), semi-low significance 
(SL), neither low neither high significance (NL NH), semi-high 
significance (SH), high significance (H), very high significance 
(VH), extremely high significance (EH) and excessively high 
significance (EXH) independently, which were used to depict 
the importance of weights of every criteria. Table II represents 
the linguistic scale and the corresponding crisp values that 
were adopted from [26].  In addition, Table III shows Step 1 
involving pairwise comparison of criteria with each other that 
were evaluated by the decision maker using linguistic scales 
stated in Table II. Using Step 2, the value of pairwise 
comparison of each criterion was converted into fuzzy scale 
weights and their corresponding reciprocal value in Table IV. 
The sum column represents the sum of the rows for each 
criterion and weight column values were calculated by dividing 
sum to the number of criteria. Using Steps 3 and 4, normalized 
weight values were obtained dividing weight value for each 
criterion to the sum of the weight values. Sum of the 
normalized weights given in Table IV are 1. 

Linguistic Scale TFN 
Fuzzy scale 

weights 

Excessively Low significance (EXL) (0,0.002,0.004) 0.002 

Extremely Low significance (EL) (0.002,0.004,0.144) 0.050 

Very Low significance (VL), (0.004,0.144,0.362) 0.170 

Low significance (L) (0.144,0.362,0.364) 0.290 

Semi-Low significance (SL) (0.362,0.364,0.504) 0.410 

Neither Low Neither High significance 

(NL,NH) 
(0.364,0.504,0.722) 0.530 

Semi-High significance (SH) (0.504,0.722,0.724) 0.650 

High significance (H) (0.722,0.724,0.864) 0.770 

Very high(VH) (0.724,0.864,0.887) 0.825 

Extremely High significance (EH) (0.864,0.887,0.889) 0.880 

Excessively High significance (EXH) (0.887,0.963,1) 0.950 
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Fig. 3. Framework for ranking. 

 
Fig. 4. Ranking procedure. 

TABLE III. PAIRWISE COMPARISON OF CRITERIA IN TERMS OF LINGUISTIC SCALE 

Criteria C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 

C1 - VH EH H H VH SH H H VH 

C2 VL - VH VH VH H NL NH H NL NH NL NH 

C3 EL VL - VH VH VH SH H H H 

C4 L VL VL - NL NH L VL L L L 

C5 L VL VL NL NH - L VL L L L 

C6 VL L VL H H - VL L L L 

C7 SL NL NH SL VH VH VH - SL SL SL 

C8 L L L H H H SH - H H 

C9 L NL NH L H H H SH L - NL NH 

C10 VL NL NH L H H H SH L NL NH - 

TABLE IV. PAIRWISE COMPARISON OF CRITERIA USING FUZZY SCALE WEIGHTS 

Criteria                                Sum Weight 
Normalized 

weight 

   - 0.825 0.880 0.770 0.770 0.825 0.650 0.770 0.770 0.825 7.085 0.7085 0.158643081 

   0.170 - 0.825 0.825 0.825 0.770 0.530 0.770 0.530 0.530 5.605 0.5605 0.125503807 

   0.050 0.170 - 0.825 0.825 0.825 0.650 0.770 0.770 0.770 5.605 0.5605 0.125503807 

   0.290 0.170 0.170 - 0.530 0.290 0.170 0.290 0.290 0.290 2.2 0.22 0.049261084 

   0.290 0.170 0.170 0.530 - 0.290 0.170 0.290 0.290 0.290 2.2 0.22 0.049261084 

Decide no. of.  
Experts 

Adopt Criteria 
Framework 

Decide  

Alternatives  

Determine 
significance of 

one criteria 
over other 

Evaluate 
Alternatives for 

each criteria 

Rank using 
fuzzy scale 
weights and  
ELECTRE I 
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   0.170 0.290 0.170 0.770 0.770 - 0.170 0.290 0.290 0.290 3.04 0.304 0.068069861 

   0.410 0.530 0.410 0.825 0.825 0.825 - 0.410 0.410 0.410 4.645 0.4645 0.104008061 

   0.290 0.290 0.290 0.770 0.770 0.770 0.650 - 0.770 0.770 5.08 0.508 0.113748321 

   0.290 0.530 0.290 0.770 0.770 0.770 0.650 0.290 - 0.530 4.6 0.46 0.103000448 

    0.170 0.530 0.290 0.770 0.770 0.770 0.650 0.290 0.530 - 4.6 0.46 0.103000448 

TABLE V. EVALUATION OF ALTERNATIVES WITH RESPECT TO CRITERIA 

Cri./Alt.                                

Mathematics(A1) 50 40 40 100 100 50 40 40 40 50 

Cymath(A2) 60 60 50 100 100 50 50 40 30 50 

MalMath(A3) 50 70 50 100 100 50 50 50 60 50 

MathPapa(A4) 80 80 60 100 100 40 70 70 70 50 

Math 42(A5) 70 80 70 100 100 50 70 80 80 80 

The decision maker rated alternatives between ranges 0-
100 in Table V adopted from SMART strategy used by [27]. 
Using steps 5 and 6 concordance and discordance matrices 
were calculated in Tables VI and VII, respectively. The 
concordance matrix is calculated by pairwise comparison of 
each alternative’s rating with the other alternative for each 
criteria. If first rating is greater or equal to second rating then 
the corresponding value would be the sum of normalized 
weights of the criteria which satisfy this condition divided by 
the sum of all normalized weights (equals to 1). 

TABLE VI. CONCORDANCE MATRIX 

Concordance Matrix  A1 A2 A3 A4 A5 

A1 - 0.486 0.428 0.270 0.167 

A2 0.897 - 0.658 0.270 0.167 

A3 1 0.841 - 0.373 0.167 

A4 0.932 0.932 0.932 - 0.487 

A5 1 0.937 1 0.841 - 

TABLE VII. DISCORDANCE MATRIX 

Discordance Matrix  A1 A2 A3 A4 A5 

A1 - 0.2 0.3 0.4 0.4 

A2 0.1 - 0.3 0.4 0.5 

A3 0 0.1 - 0.3 0.3 

A4 0.1 0.1 0.1 - 0.3 

A5 0 0 0 0.1 - 

TABLE VIII. CONCORDANCE BOOLEAN MATRIX 

 
 A1 A2 A3 A4 A5 

A1 0 0 0 0 0 

A2 1 0 1 0 0 

A3 1 1 0 0 0 

A4 1 1 1 0 0 

A5 1 1 1 1 0 

TABLE IX. DISCORDANCE BOOLEAN MATRIX 

 
 A1 A2 A3 A4 A5 

A1 1 0 0 0 0 

A2 1 1 0 0 0 

A3 1 1 1 0 0 

A4 1 1 1 1 0 

A5 1 1 1 1 1 

TABLE X. GLOBAL MATRIX 

  A1 A2 A3 A4 A5 

Mathematics(A1) 0 0 0 0 0 

Cymath(A2) 1 0 0 0 0 

MalMath(A3) 1 1 0 0 0 

MathPapa(A4) 1 1 1 0 0 

Math 42(A5) 1 1 1 1 0 

For discordance matrix, not preferred performance rating 
values were considered in pairwise comparison. The value is 
the maximum of differences of rating for each pair wisely 
compared alternatives with respect to specific criteria. After 
calculating concordance and discordance matrices 2 threshold 
values were determined by taking mean of all concordance 
indices and the mean of all discordance indices. The threshold 
values obtained from concordance and discordance matrices 
were calculated as; 0.64 and 0.2, respectively. 

Using Steps 6 and 7 concordance and discordance 
domination matrices were calculated (see Tables VIII and IX). 
The concordance Boolean matrix is calculated by comparing 
all indices in the matrix to the threshold. If the value is greater 
than or equal to threshold then the corresponding value is 1 
otherwise it is 0. For the discordance Boolean matrix is 
calculated by comparing all indices to the threshold value. If 
the value is less than threshold then it is 1 otherwise it is 0. 

Table X represents the multiplication of the corresponding 
indices from concordance and discordance Boolean matrices 
were used to calculate the global matrix using Step 8. The 
value 1 represents first alternative outranks the second 
alternative in comparison whereas the value 0 represents no 
preference exists among the two compared alternatives. 
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Fig. 5. Decision graph. 

From the global matrix, using ELECTRE I method, the 
most suitable alternative is determined by scanning through the 
rows and selecting the alternative which has the most number 
of ones which represent connections. Therefore, according to 
the evaluation of the alternatives with respect to criteria yields 
to the ranking; Math42 > MathPapa > MalMath > CyMath > 
Mathematics. According to the decision graph given in Fig. 5, 
Math42 (A5) was ranked as first with respect to the chosen 
technical and pedagogical criteria by using ELECTRE I 
method. In addition, ELECTRE I appear to be robust due to 
understandable and easy to follow steps which are fewer than 
other multi-criteria method steps with error free and less time 
consuming. 

The decision graph of the ranking was given in Fig. 5. 

V. CONCLUSION 

This study adopted technical and pedagogical criteria to 
rank top 5 highly rated and downloaded mobile applications for 
Mathematics by using fuzzy scale weights together with 
ELECTRE I method. Increasing usage rates and the abundance 
in the number of mobile applications and their pervasive 
integration to teaching and learning have led users to choose 
the desired application instantly and with less time consuming 
efforts. Surprisingly this study is one of the rare studies to 
apply MCDM methods to an outranking of mobile 
applications. The only located earlier study was also carried out 
by the first author where researchers considered technical and 
non-technical aspects using hybrid MCDM method namely 
FAHP-TOPSIS to select mobile application for Mathematics. 
In terms of a higher number of alternatives and criteria 
ELECTRE I seems more efficient due to a fairly 
understandable method steps that is not only shorter compared 
to the other methods but more error free and less time 
consuming. So far, in this area, no studies have been located to 
employ ELECTRE I method, this study is a first that 
implements fuzzy scale weights and ELECTRE I to outrank 
Android based mobile applications for Mathematics. 

In future with the increase usage and integration of mobile 
applications to teaching and learning, more research should be 
done using MCDM methods to evaluate the quality and select 
the desired mobile application. As for the evaluation of mobile 
applications for Mathematics requires concurrent thought of a 
few comparative and clashing criteria, MCDM methods are 
quite practical in handling such problems. 

In this study, selecting the most suitable mobile application 
for Mathematics problem was remedied by using fuzzy scale 
weights with ELECTRE I method which is an efficient 
technique to deal with problems involving multiple criteria. 
The ranking was performed using 5 top rated alternatives with 
unclear and ambiguous judgment of decision maker’s ratings. 
Finally, this method can be applied to any other disciplines as 
well. 

The main limitations of the study can be listed as the 
number of decision maker is only one, there are fixed number 
of alternatives and the number of criteria. Also the judgment of 
the decision maker is effective in results. Therefore decision 
maker should have adequate background and level of expertise 
and should be objective as well. 

As for future research thoughts, more number of decision 
makers, alternatives and criteria could be involved. In addition, 
the comparison of this single method to other multi criteria 
methods could be added to identify the effectiveness and 
efficiency of these techniques. Moreover, either web-based, 
mobile or stand-alone softwares for MCDM methods could be 
developed as an aid to decision making situation. 
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Abstract—Time series analysis for shortened labor mean 

interval of dairy cattle with the data of BCS (Body Condition 

Mass), RFS (Rumen Fill Score), Weight, Amount of Milk and 

Outlook is conducted. Method for shortened the labor mean 

internal of Japanese dairy cattle based on time-series analysis 

with the data of visual index of BCS, RFS, Weight, Amount of 

Milk and Outlook is proposed. In order to shortened the labor 

mean interval of dairy cattle is the purpose of this research. 

Through the experiments with 17 Japanese dairy cattle of the 17 

Japanese anestrus Holstein dairy cattle, it is found that the 

combination of weight, BCS and amount of milk is a good 

indicator for identification of productive cattle. Therefore, the 

cattle which need hormone treatments can be identified. 

Keywords—Body Condition Score (BCS); Rumen Fill Score 

(RFS); dairy cattle; time-series analysis; cattle productivity 

I. INTRODUCTION 

The labor mean interval is defined as the period between a 
delivery and the next delivery. The labor mean of dairy cattle 
is getting longer and longer in the world wide basis. This 
implies that the total number of dairy cattle is getting down. 
Therefore, it is very serious problem so that there is strong 
demand to shortened the labor mean interval. 

The labor mean interval of Japanese dairy cattle is 
approximately 410 days. This means that most of Japanese 
dairy cattle delivers calf about 410 days after the previous 
delivery typically. Country’s improved growth target days is 
380 days. Therefore, the labor mean interval of Japanese dairy 
cattle has to be shortened by 30 days (410 to 380 days of labor 
mean interval would be a goal). 

There are so many trials for identify the labor mean 
interval. Among the many factors of cattle productivity 
influence, the most influential one is the Body Condition 
Score: BCS, which is defined as “an effective management 
tool to estimate the energy reserves of a cow” [1]-[3] and most 
widely used for herd management. There are many identified 
system for measuring BCS, which varies according to 
different countries [1], [2]. Using BCS to evaluate cattle does 
not require any special equipment and can be conducted 
anytime during the year. Poor body condition is associated 

with reduced income per cow, increased postpartum interval, 
increased dystocia, and lower weaning weight. The most 
common and widely used (USA and Japan) BCS scale ranges 
from 1 to 5 with 0.25 increments [3]. Though BCS measured 
subjectively and its reliability is questioned, it is also evident 
that BCS have relationship with many other factors of bovine, 
such as postpartum interval, parity, etc. [3]-[6]. The authors 
have proposed the method for estrus cycle estimation with 
three influential factors (BCS, postpartum interval, and parity) 
for understanding the presence and absence of estrous cycle 
using a new unique Bayesian Network Model: BNM [7]. It, 
however, is not possible to consider a relation among the 
influencing factors. 

Although ultrasound diagnostic instruments allow 
identifying pregnancy (major follicle in ovary) relatively 
easily, the instruments are not so cheap and not so easy to use 
for dairy cattle farmers. Therefore, there are strong demands 
for identification of pregnancy in easy way without any 
expensive instrument. BCS, RFS, weight, amount of milk and 
outlook are easy to measure and comprehensive. 

In this paper, regressive analysis-based method for estrus 
cycle estimation is proposed here in this paper in order to 
consider a relation among the influencing factors. Experiments 
are conducted with 17 different Japanese Holstein cows 
observing with their BCS (2.0 to 3.25), hormonal treatments 
and parity numbers in order to discover the ideal timing for 
artificial insemination to make them pregnant. These data are 
acquired from the dairymen in Nasu-machi, Tochigi 
Prefecture. It is also important to mention that, all these 17 
samples found anestrus in their farm. 

The aim of the research work is to find out estimation 
equation of estrous cycle of bovine using regressive analysis 
for Japanese dairy industries. It is clear from National 
Livestock Breeding Center: NLBC, Japan that, the overall 
conception rate of live beef and dairy cattle is decreasing in 
last 20 years in Japan [8]. Moreover, the findings of relations 
among influencing factors of the measured BCS, hormone 
treatments, parity number, and so on are other objectives for 
improving cattle productivity and herd management. 
Moreover, using regressive analysis would assist the farm 
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management to find out the presence of estrous cycle more 
objectively and in an accurate way. Meanwhile, method for 
productive cattle finding with estrus cycle estimated with BCS 
and parity number and hormone treatments based on a 
regressive Analysis is proposed already [9]. 

In this paper, the following influencing factors for 
estimation of estrus cycle as well as the labor mean interval, 
BCS, RFS, weight, amount of milk, and outlook are focused. 
Detection of major follicles and measurement of blood flow 
by ultrasonic diagnostic images in the ovaries are effective for 
estrus detection. It, however, does cost for ultrasonic imager. 
Meanwhile, aforementioned five factors can be measured 
relatively easy and do not need expensive instruments at all. 
Therefore, the five factors are focused in this paper. If 
productive dairy cattle can be identified, breeding of such 
cattle. Also, if detection of estrus can be done and if 
pregnancy cannot be confirmed, then appropriate hormone 
treatments can be done. This is a basic approach for shortened 
the labor mean interval. 

The following section describes research background 
followed by preliminary results from the relation between the 
labor interval and the aforementioned influencing factors. 
Then, the most influencing factor is determined through time 
series data analysis followed by conclusion with some 
discussions. 

II. RESEARCH BACKGROUND 

A. Body Condition Score 

The research reveals to include BCS while considering the 
estrous cycle identification. BCS is the most significant 
influential factors in bovine productivity. An organized 
process for determining BCS was created at the University of 
Pennsylvania to help achieve consistency and repeatability in 
BCS. This system finds its accuracy toward the mid-range 
scores (2.50 to 4.00), which includes most cattle in this 
investigation. This mid-range is the most critical for making 
farm management decisions and most influential for the farm 
nutritionist. BCS outside this range indicate significant 
problems and varies significantly with respect to each 
individual inspector/observer. This research considering 
BCS4.0 methods (quarter-point increase) in 17 individual cattle 
of Morinaga Dairy Service: MDS Co. Ltd. Japan and the 
following tables describe the meaning of BCS scale. The 
BCS4.0 method (0.25 increase) have good repeatability across 
and within observers including simplified body scoring as well 
as have higher value as a diagnostic test. 

The BCS process represents the observer’s view into the 
certain anatomical sites for each cow’s pelvic, loin areas, pin 
and hook bones, etc. Table I briefly elaborates the observing 
BCS of 17 individual cows from a farm of Iwate Prefecture, 
Japan under MDS cooperation. 

TABLE I. BCS AND IT’S GENERAL MEANING FOR 17 SAMPLE COWS 

BCS Meaning (in general) 

2.25 No fat pads on pin and hook bones- angular shape 

2.5 Palpable fat pads on pin and hook bones- angular shape 

2.75 
Pin bones- round shape and hook bones- angular shape with 

less fat pads 

3.0 Fat pads on pin and hook bones- round shape 

3.25 Visible fat pads on pin and hook bones- round shape 

The BCS data is acquired on the time mainly be the fresh 
time after delivery (30 to 60 days) and the milking period until 
conception. 

B. Rumen Fill Score 

RFS is associated with feed intake. Also, it is known that 
RFS is related to blood parameters (Condition). RFS can be 
measured visually easily. 

It is confirmed that RFS does not change in pregnant cows. 
For non-pregnant cows, RFS decreases gradually as the 
calving day approached. After calving, non-pregnant cows 
showed lower energy status compared with pregnant cows, 
and some non-pregnant cows showed anovulation and 
cessation of estrous cycle. 

RFS is evaluated with the swelling of the apparent left-
hand part (left side flank with the first stomach) to the last. It 
will be an indicator of satiety. In addition, the cow that is 
always full of satiety becomes an image like a car with a large 
volume of rumen and so-called engine displacement (large 
input and output). Therefore, aim for the highest score of 5 in 
the dry milk (prenatal) period is attempted. The uterus also 
gets bigger due to the development of the fetus, and the bait 
eating falls down, but it is vital to make it eat better. RFS data 
acquisition time is the same time as the above acquisition of 
BCS. 

C. Hormone Treatments 

Hormone treatments can be divided into two categories, 
CIDR (Vaginal indwelling type luteinizing hormone 
preparation, and Prepare estrus), and PG (Prostaglandin, and 
Uterine empyema). 

Usually, CIDR is applied to the dairy cattle which has no 
estrus for a long time for prompt an estrus. If the CIDR does 
not work, then PG is applied to the cattle. PG has a function to 
regain corpus luteum. The corpus luteum is a structure on the 
ovary that produces progesteron. By injection of PG, estrus is 
induced by follicles growing without closing by losing corpus 
luteum (progesteron disappears). The purpose of using PG 
here triggers estrus. (Cow with corpus luteum due to uterine 
empyema is also used for treatment to release pus in the uterus 
by administration of PG, but estrous induction is the main in 
program insemination. 
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D. Weight 

Weight of dairy cattle can also be measured easily. Usually, 
weight of dairy cattle decreases after delivery and gradually 
recovered for preparation of the next pregnancy. For body 
weight measurements, A weight scale is used in this survey. 
Study farmers do not have a usual scale. Major measures to 
measure weight by measuring the prescribed chest 
circumference. 

E. Amoount of Milk 

Amount of milk is another factor for the dairy cattle. 
Amount of milk is highly correlated with healthy condition, 
bait status, productivity of the dairy cattle. 

Amount of milk is defined as “Milk amount [kg] of 
measurement month (-1 without survey)” in this paper. 

F. Outlook 

Outlook is the factor which is reflected with appearance 
findings (1: Good taste 2: Normal 3: Danger 4: Impossible 
(difficult recovery) 5: Judgment pending). As a survey 
destination, these data are acquired as a dairy farmer in Nasu-
cho, Nasu-gun, Tochigi Prefecture, Japan. 

III. TIME SERIES ANALYSIS 

A. Features of the Time Series of Raw Data 

These 17 individual sample data of dairy cattle were 
collected from a dairy farm of Iwate Prefecture with the 
cooperation of Morinaga Dairy Service: MDS Co. Ltd., Japan. 
The BCS were observed in accordance with the UV method of 
Ferguson [3] by an experienced animal scientist of MDS. The 
PPI, Parity and other related information is collected from 
MDS. These 17 individual cattle were Japanese Holstein breed, 
which were found anestrus in the farm in Iwate Prefecture, 
Japan. The overall investigation for all these problematic dairy 
cow is under observation of MDS. Fig. 1 shows time series of 
data of the aforementioned influencing factors of the dairy 
cattle which has the data for more than 250 days after the 
previous delivery. There are 17 of the dairy cattle with the 
data for much longer than 250 days out of the 17 candidates of 
the Japanese dairy cattle. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

1

10

100

1000

0 100 200 300 400

L
o

g
(M

il
k

,W
e
ig

h
t,

B
C

S
,R

F
S

,O
u

tl
o
o
k

) 

Days after delivery 

Milk

Weight

BCS

RFS

Outlook

1

10

100

1000

0 100 200 300 400

L
o

g
(M

il
k

,W
e
ig

h
t,

B
C

S
,R

F
S

,O
u

tl

o
o

k
) 

Days after delivery 

Milk

Weight

BCS

RFS

Outlook

1

10

100

1000

0 50 100 150 200 250

L
o

g
(M

il
k

,W
e
ig

h
t,

B
C

S
,R

F
S

,O
u

tl

o
o

k
) 

Days after delivery 

Milk

Weight

BCS

RFS

Outlook

1

10

100

1000

0 100 200 300 400

L
o

g
(M

il
k

,W
e
ig

h
t,

B
C

S
,R

F
S

,O
u

tl

o
o

k
) 

Days after delivery 

Milk

Weight

BCS

RFS

Outlook

1

10

100

1000

0 100 200 300 400

L
o

g
(M

il
k

,W
e
ig

h
t,

B
C

S
,R

F
S

,O
u

tl

o
o

k
) 

Days after delivery 

Milk

Weight

BCS

RFS

Outlook



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

111 | P a g e  

www.ijacsa.thesai.org 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

 
(j) 

 
(k) 

Fig. 1. Time series of data of the influencing factors. 

Remarkable features of the time series of data are as 
follows: 

1) Weight of the dairy cattle is getting down just after the 

delivery. Then, it is recovered gradually. 

2) Amount of milk is varied up and down for some dairy 

cattle. It is getting down for some other dairy cattle. 

3) BCS is decreased just after the delivery. Then, it is 

recovered gradually for some dairy cattle. There are some 

other dairy cattle which show almost no change. 

4) RFS is relatively steady and fluctuated randomly a little 

bit. 

5) Outlook is also relatively steady and fluctuated 

randomly a little bit. 

B. Major Results from the Time Series Analysis 

Fig. 2 shows the trends of the aforementioned influencing 
factors, Amount of milk, Weight, RFS, BCS, and Outlook. 
Overall trend of the amount of milk shows decreasing except 
some dairy cattle. Therefore, it cannot be an index of the 
recovering their readiness of pregnancy. Meanwhile, BCS 
shows the trend of which their BCS decreases just after their 
delivery and then the BCS is gradually increased except some 
dairy cattle. Some of the dairy cattle are not ready for 
pregnancy one year after the previous delivery for some 
reasons. Although weight, outlook, RFS of such dairy cattle 
shows recovering of the readiness of pregnancy, amount of 
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milk of such dairy cattle is not increased Therefore, BCS is a 
good indicator of the readiness of pregnancy. 

 
(a) Amount of Milk 

 
(b) BCS 

 
(c) RFS 

 
(d) Outlook 

 
(e) Weight 

Fig. 2. Trends of Amount of Milk, BCS, RFS, Outlook, and Weight of 17 of 

the Dairy Cattle. 

On the other hand, outlook and RFS are varied up and 
down randomly. Therefore, both of outlook and RFS are not 
good indicator for their readiness of pregnancy. Weight of the 
dairy cattle, meanwhile, is getting down just after the delivery 
and gradually recovering their weight after that except some 
dairy cattle of which the dairy cattle are not ready for 
pregnancy yet nevertheless weight is recovered. Therefore, 
weight can be a possibility of a good indicator for their 
readiness of pregnancy. 

C. Extracting Sensitive Feature 

In order to enhance the feature of the time series of data, 
the percentage ratios r of the influencing factors x is 
calculated with (1). 

r=(x-x’)*100/x’              (1) 

Where x’ denotes the first data x at the begging of 
measurement Therefore, r implies change rate of x. 

Fig. 3 shows the change rate of the influencing factors, 
weight, BCS and amount of milk for 17 of the Japanese dairy 
cattle. As shown in Fig. 3, outlook and RFS are not 
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appropriate factors. Therefore, these two factors are not taken 
into account. It is much clear that BCS is decreasing just after 
the delivery and then it is recovered gradually except a few 
dairy cattle. Also, it is found that amount of milk changes 
randomly during recovery stage. That is the same thing for 
weight of the dairy cattle. 
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(h) 

 
(i) 

 
(j) 

 
(k) 

Fig. 3. Change rate of the influencing factors. 

 

Fig. 4. Summarized results from the time series analysis. 

 

Fig. 5. Trend of the proposed index derived from the linear combination 

among weight, BCS and amount of milk. 

Summarized results are shown in Fig. 4. Depending on 
influencing factors, the following linear combination of 
factors is proposed for the index representing recovery status 
of the dairy cattle after the previous delivery. 

Index=C0*BCS + C1*Weight + C2*Amount of Milk          (2) 

Fig. 5 shows the time series of the proposed index. For the 
proposed index can be determined with parameterization of 
coefficients Ci for the linear combination. 

It seems a good trend which represents the recovery status 
of the dairy cattle as shown in Fig. 5. 

Consequently, it is found that the proposed index derived 
from the linear combination among weight, BCS and amount 
of milk works well. Using this index, it is easily find the dairy 
cattle which need hormone treatment. Thus, the labor mean 
interval can be shortened. 

IV. CONCLUSION 

Japanese dairy cattle productivity evaluation method based 
on time-series analysis with the data of visual index of Body 
Condition Score (BCS), Rumen Fill Score (RFS), Weight, 
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Amount of Milk and Outlook is proposed. Through the 
experiments with 17 of dairy cattle of the candidates of 17 
Japanese anestrus Holstein dairy cows, it is found that the 
proposed method is useful for identification of productive 
cattle. Therefore, the cattle which need hormone treatments 
can be identified. The proposed time series analysis does work 
for dairy cattles to find the relatively productive dairy cattles 
for shortened labor mean intervals. 

Further study is required for finding much sensitive 
indicator to the readiness of pregnancy and creates a new 
method for identifying dairy cattle which need hormone 
treatment, CIDR and PG. 
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Abstract—Agile software development includes a group of 

software development methodologies based on iterative 

development, where requirements and solutions evolve through 

collaboration between cross-functional self-organizing teams. 

Different software houses were visited in a developing country to 

determine the experiences faced by people working on a real 

world projects using Agile software development methodology 

following different variants in different team sizes to determine 

the preference of using Agile software development methodology 

in larger team sizes. Several people were surveyed out of which 

few responded with an opinion of not to use agile development in 

a team sizes exceeding 25 members. According to the experience 

of people the ideal team size was 5 to maximum 10. Because 

according to the survey increase in the number of individuals 

create issues of communication as it is not possible to keep 

everyone on the same track with larger teams especially in case of 

scrum meetings which usually held on daily basis, taking 

responsibilities as everyone becomes reluctant in taking 

responsibilities believing someone else will take it, sub teams 

because the more the number of individuals the more will be the 

sub teams which indirectly increases the dependency among the 

teams by breaking the tasks into much smaller chunks. The 

findings also suggest that customer feedback would increase if 

the team size is less than 25 which in turn says that the Quality of 

Software is increased. As this study had only focused on the 

software companies of a developing country it is recommended 

that further studies should be carried out by surveying the people 

of other different developed countries. 

Keywords—Agile Development; Ideal Team Size; Larger Team 

Size Problems 

I. INTRODUCTION 

Many different approaches have been used to develop 
different software’s by various organizations [1]. They include 
waterfall, iterative, incremental, spiral, agile and many more. 
Nowadays the most popular among all of these is agile 
because of its ability to adapt to change. Change can be of any 
nature, may it be internal or external i.e. from the customer 
changing his/her requirements, the primary stakeholders or the 
secondary ones, including covering any changes in the agile 
team itself. But when the agile team size starts to grow, 
different issues start to arise [2]. This research will find out the 
preference of different organizations to use agile development 
with larger team size with quality effect on product/project 
which is being developed. 

A large number of authors emphasize that the size of the 
team, following any variant of agile development 
methodology, should be kept small. There is a rift between 
different authors as to how small the team must be to achieve 
the optimal development results [3] [4]. According previous 
studies the optimal size of any agile team is up to 15 members 
while the maximum is around 20 [5]. The decision-making 
quality suffers in larger teams due to the fact that the decisions 
will be more unclear which confuses the team in making 
decisions. Complacency among the team increases as no one 
starts on the project unless and until they are given direct 
orders and in a large team it is difficult to keep track of which 
team member took responsibility of what task. However, all 
the studies carried out before primarily focus on other factors 
affecting agile development with a sideline reference to the 
team size [6]. 

This research, as mentioned above, finds out the trends of 
the preference to use agile development with increasing team 
size and quality effect on product/project. The survey is 
conducted using quantitative strategy and questionnaires were 
distributed in different software houses of a developing 
country. The data collected was analyzed by the SPSS 
statistics software. However, the main limitation of this 
research is that only the software houses of a developing 
country are taken into consideration. And it is also assumed 
that the software houses surveyed use any form of agile 
development as their primary process model. 

II. BACKGROUND 

Large organizations are now moving towards agile 
implementation because it supports flexibility and welcome 
changes at any stage of development. The basic challenge for 
larger organizations is to retain these features along with 
maintaining the quality of the product and follow quality 
assurance principles [1]. As the team size increases, it gets 
difficult to keep following design and documentation practices 
[6]. Distributed team increases the risk of multiple styles of 
documentation which in turn compromises the quality of 
documentation and design features. With the increase in team 
sizes, estimation of efforts gets crucial as well. With bigger 
teams it is challenging to accurately estimate developers’ and 
QAs’ efforts at the beginning of a certain project [6]. As a 
result, delivery quality is compromised along with the fact that 
deadlines are not met accordingly. With bigger teams, it is 
difficult for the QA to support the entire team, which creates 
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imbalance within the lineup [7]. Agile methods also make 
automated test case execution troublesome [7]. Whilst in 
articles [8] and [9] the optimal is considered as 3-7 and 10-15 
respectively. However, it is agreed in all of the mentioned 
papers that the maximum team size should not exceed twenty 
members. Decrease in lead team size and increasing the 
morale in the team in agile software development increases 
the productivity of the whole process [4]. As described in [10] 
“A successful globally distributed agile team configuration 
consists of a smaller number of members to facilitate better 
certain agile practices, such as the daily stand-up meeting, 
iteration planning, iteration demos, iteration retrospectives, 
and user stories”. 

On a higher note, methodologies like integrated testing, 
welcoming and rapidly responding to changes, and people 
centric approach are not mature enough to be practiced in 
large development teams [11]. 

Agile is not only used in co-located teams but also in 
virtual and distributed teams. The distributed and virtual teams 
imply that the team members are not physically present in 
front of each other but are virtually connected to each other 
via internet. The larger teams create a problem of 
communication in a virtual environment [3] and a distributed 
environment [9]. The larger the size of team, higher is the 
reluctance in accepting a responsibility assuming the job 
belongs to someone else [3]. 

The quality of decision making also lacks and suffers in 
larger teams due to the fact that such decisions will be more 
complex and unclear resulting in confusion among and 
between team members. Complacency among the team 
increases as no one starts on the project unless and until they 
are given direct orders and in a large team it is difficult to 
keep track of which team member took responsibility of what 
task [3]. [3] If the team size is large the sub teams that will be 
made will have more members than required which increases 
the dependency on other sub teams as the task assigned to an 
individual sub team will be much smaller as compared to their 
size and capability which causes frustration. Participation of 
individuals also decreases [2]. 

Moreover, in larger teams especially in virtual and 
distributed teams where the team members are not co-located 
different cultural, language and ethnic issues arise [12] [13] 
[10]. 

In all the above papers the focus is on other factors 
influencing the agile software along with sideline references to 
the team size. This research intends to focus more on the 
number of individuals working in a team and its overall effect 
on the agile software development rather than focusing on 
different agile methodologies and the factors affecting them. 

III. LITERATURE REVIEW 

Agile development is actually more people-centric rather 
than being process-centric [11]. Agile basically works on 
people, collaboration and communications. As a result, a 
larger team will be problematic to manage with agile 
development and quality practices which in turn is very much 
likely to affect the quality of the end product. 

Agile also involves a combined team with cross-functional 
capabilities [7]. With developers and QAs being rapidly 
communicating with one another, it will be difficult to manage 
this cross-functionality, along with maintaining the quality, 
within a larger team. Agility refers to getting closely 
connected with the customer. Throughout the development of 
a product, the customer is in collaboration from the beginning 
till the end [14]. Exploratory and collaborative testing are the 
essential factors in agile development [6]. With a larger team, 
it will be unmanageable to keep the team in collaboration in 
order to perform well. Furthermore, it is very necessary for a 
company to communicate its common product vision to its 
QA and developers in order to make them meet the desired 
results [15]. With larger team size, an unclear vision will 
cause hurdles in meeting the expected outcomes. Team 
efficiency is an important aspect to fulfill project on time and 
most often is dependent on the interaction among the team 
members and the coordination of the team leader. According 
to a research, when team size is between 4 to 8 team 
efficiency goes to the peak and when team size goes beyond 9, 
efficiency starts to decrease [16]. In a research performed by 
Elizabeth Whitworth in her research [17] tackled the 
psychological aspect of Agile development team members to 
determine how well they perform when working in an Agile 
team. The results were shocking and very motivational in 
terms of adopting Agile practices as compared to traditional 
methods and hence has a positive impact on both personal 
level and team level productivity. 

Agile development requires a proper team headed by a 
project manager and having skilled team members and 
managers. Adopting SCRUM methodologies would be 
beneficial to meet the deadlines and having less team and full 
coordination among them would result in a user-friendly 
project fulling all client’s requirement. Project failures often 
occurs due to miscommunications and therefore large team 
size are actually the bad vehicles of miscommunications [16]. 
Human Mind works well and have more productive teams in 
less team size of around 4 to 7 and hence having less 
communication channels [5]. 

 

Fig. 1. Software Houses Preference when Team Size Exceeds 25. 
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The two most important factors for a company pursuing 
agile methodologies are time and cost [1]. Strict deadlines are 
to be met in prescribed timelines with minimum expenditure. 
Larger team size will require more cost and integrating all the 
personnel will take time, due to which either of the two things 
might happen; deadlines won’t meet, or quality gets 

compromised. Agile takes iterative development one step 
further. Minor releases are released instead of one major 
release [5]. With larger development and QA teams, iterative 
development will lack collaboration and coordination and as a 
result quality of those minor releases is compromised. Apart 
from this, larger teams create dependencies among the 
developers and QA which in turn leads to resources sitting idle 
[18]. Development dependencies create delays in timelines. 
Delayed timelines affect the testing phases. Agile 
methodologies come with drawbacks such as daily check ins, 
setting up of daily test environments, regular integrations for 
the QA, a lot of meetings, and a lot of manual testing [13]. 
Larger team size will make it unmanageable for the company 
to track check-ins and fulfill integrations on daily basis. It is 
difficult to gather a large team for excessive meetings [19] and 
this results in the reputational loss of both the 
company/organization and employees and also results in loss 
which may cause to shut down an organization resulting in the 
unemployment of many employees and workers [20]. 

IV. RESULTS 

This research focuses on the preference to use Agile 
Development methodology with an increase in the number of 
individuals in the respective agile teams. The data was 
collected from several software houses in a developing 
country. The questionnaire was distributed among several 
different individuals. Many different trends for the preference 
to use agile development were seen when the data was 
analyzed. The data was analyzed with respect to the age of the 
software establishment, the type of agile methodology used, 
the ideal team sizes and the preference to use with larger team 
size. The following graphs focus on the likeliness of using 
agile methodology when team size go above 25, 35 and 50 and 
how different software companies are reacting to this increase 
in team size with respect to the age and experience of the 
company. 

In figure 1 we can see that when the team size goes above 
25, most of the establishments are 50 to 75% less likely to use 
agile development. We can see that the companies with the 
more experience are even more reluctant to use agile 
development. This reluctance increases as we increase the 
team size further. 

When we have team size of above 35 we can see that the 
reluctance has increased even more. The companies with the 
more experience are 99 percent less likely to use agile 
development, while the rest are 25 to 75 percent less likely to 
use agile development as shown in figure 2. 

When the team size is above 50 all of them are 99 or 75 
percent less likely to use agile development, disregarding a 
single exception as shown in figure 3. 

 
Fig. 2. Software Houses Preference when Team Size Exceeds 35. 

 
Fig. 3. Software Houses Preference when Team Size Exceeds 50. 

The research further shows that there are a lot of variants 
of agile methodologies and teams including collocated teams, 
virtual teams distributed teams. The preference to use agile 
development methodologies is also highly dependent on the 
optimum team size. In the graphs below the analysis is done 
from two different angles. In the figures 2.1 and 2.2 Show the 
ideal team size with respect to the agile methodology used and 
also with respect to the type of agile team. Figures 2.3 and 2.4 
focus on the ideal team sizes with respect to the type of agile 
teams and irrespective of the type of agile methodology used. 
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Fig. 4. Ideal Collocated Team Size in Different Agile Methodologies used. 

Figure 4 shows that in collocated teams, in case of scrum, 
the ideal team size is 5 to 10, which is preferred 74% of the 
times. While a 23% of the companies prefer an even smaller 
team size of 1-5. In case of XP the ideal team size is 10-15 
which is preferred by all of our respondents. 

Figure 5 shows that in case of distributed teams or virtual 
teams the ideal team size is still 5-10 which is preferred by 
60% of our respondents, in case of scrum. While in case of XP 
the ideal team size reduces to 5-10. We can infer from both of 
these figures that the larger team sizes are less preferred to be 
used by all the software companies which responded. 

 

Fig. 5. Ideal Distributed/Virtual Team Size in Different Agile 

Methodologies used. 

 

Fig. 6. Problems Faced Due to Larger Team Size in Different Agile 

Methodologies used. 

Figure 6 shows that in SCRUM methodology, SRCUM 
meetings with large team size is the main problem in Agile 
development whereas in XP it’s the communication as its very 
difficult to keep all teams members on same page and its 
requires extra effort if team size is greater than 5. 

 

Fig. 7. Ideal Collocated Team Size is 5-10. 

Taking into account the ideal team size with respect to the 
type of team and irrespective of the type of agile methodology 
used, we can see that from figure 7 that the ideal team size for 
all the different types of teams is 5-10. Different agile 
methodologies pose different problems when the team size 
increases. Furthermore, problems that arise are also vary 
according to the type of agile methodology. 

The above statistics clearly shows that organisations that 
have adapted SCRUM prefers to work with an ideal team size 
of 5 – 10 team members whereas organisations that have 
adapted XP methodology prefers to work with 10 – 15 team 
members size and this helps them finishing their project or 
product work with efficiency and within time keeping intact 
all quality attributes and other necessary attributes required for 
completion of project or product. 

Figure 8 shows that in case of XP, the main problem is 
communication which is faced by all the respondents. Keeping 
all the team members, when team size goes large, is very 
difficult and time consuming to keep all the team members on 
the same page. In case of scrum, the main problem faced by 
all of our respondents is that scrum meetings take too long. 
While other problems include communication and reluctance 
to accept responsibilities. 

 

Fig. 8. Different Teams Problems Due to Greater Team Size. 
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Fig. 9. Problems Faced by Different Types of Teams Due to Greater Size. 

 
Fig. 10. Capability of Team to Express when Team Size Exceeds. 

The above two figures clearly show a major difference in 
the results. Figure 10 [18] shows that the research conducted 
previously was on small team sizes, which is why the 
expressiveness within the team is highly efficient and 
therefore the quality of the product in agile implementations. 
Whereas figure 9 shows that the research conducted now has 
been done on large team sizes, which shows that team 
efficiency is compromised due to which all the three types of 
team distributions are lacking quality of communication. 

The comparison has major differences due to difference in 
team sizes. This comparison majorly depicts that with 
increasing team sizes, it is very much likely that the team 
expressiveness, collaboration, trust and communication is 
compromised specially in cases where agile methodologies are 
implemented and followed. 

The current research also shows that means of 
communication is an issue which can be categorized into the 
area of following processes. Agile implementations majorly 
get compromised on following processes. Inter-team’s 
communication is hurdled when agile methodologies are 
followed in large team structures. Figure 9 also shows that 
team meetings are a major reason where time is mostly spent, 
which is a major setback in agile implementation because 
agile is already very strict in terms of time constraints. 

In Figure 9 the main problem faced by collocated teams 
are Scrum meetings take too long and team members are 
reluctant to accept responsibilities. In case of Distributed 
teams, communication is the major problem faced by 55% of 
the respondents. In virtual teams, Scrum meetings take too 
long as well as team members are reluctant to accept 
responsibilities as decisions are unclear among members. 

This survey also includes customer feedback related 
questions to get to know about end user or customer feedback 
related to greater team size effect of the given requirement of 

project or product. The comparison is also shown in Table 1. 
As larger team sizes also affect the software quality, Customer 
Feedback and the participation of members in a team. Figure 
11 shows the participation with larger team size is “worse”. 

 

Fig. 11. Software Quality Effects when Team Size is Greater. 

 

Fig. 12. Team Members Become Dependent Due to Greater Size. 
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TABLE I. COMPARISON BASED ON DIFFERENCE IN TEAM SIZE 

Expressiveness among team members  

Figure 9 Figure 10 

Communication difficulty (50 %) Always (53.3 %) 

Too long meetings in larger team 

size (33.3%) 
Often (46.7%) 

Keeping all team members on the 

same page (16.6 %) 
Sometimes (0 %) 

 

Fig. 13. Team Member’s Participation is Less in Larger Team Size. 

Figure 12 shows as the team size increases, teams become 
depend on sub teams. 

Figure 13 also shows that team member participation 
decreases in case of large team size. 

 
Fig. 14. Customer Feedback in Case of Larger Team Size. 

Figure 14 also shows that the customer feedback is also 
“worse” when team size increases. 

V. CONCLUSION 

This research is about the preference of using agile 
development methodology when team size increases. 
According to the research that has been done before and 
according to the data collected by surveying people several 
different software houses in a developing country it shows that 
larger team size always creates problems of communication 
and working. As it is proven by the research that in teams 
having more than 25 members people are more reluctant in 
taking responsibilities by assuming that someone else will take 
that, communication is difficult as scrum meetings take too 
long which would take less time if team size would be of 5-10 
and decisions will become clearer. People working in virtual 
and distributed teams find it difficult to keep all the team 
members on the same track if the team size goes more than 25. 
Increase in the team size also increases the number of sub 
teams and the more the sub teams the more will be the 
dependency among the teams as work will be distributed in 
lesser quantity and vice versa in case of team size is less than. 

VI. FUTURE WORK AND RECOOMENDATIONS 

Due to the problems faced by individuals while working in 
a team size of more than 25 following different agile 
methodologies it is highly recommended to keep team size of 
less than 25. This would increase the performance of the team 
by effective communication, reducing the dependency among 
the sub teams, making people more responsible to take 
responsibilities. People working in a virtual and distributed 
environment would become more comfortable in keeping 
every member on the same track. The findings also suggest 
that customer feedback would increase if the team size is less 
than 25 which in turn says that the Quality of Software is 
increased. As this study had only focused the software of a 
developing country so it is recommended to conduct the same 
type of survey in other organisations of a developing and 
developed country. 
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ANNEXURE 

NAME*: 

 

DESIGNATION*: 

 

NAME OF SOFTWARE HOUSE*: 

 

1) The age of your software house establishment 

 <1 year 

 1 year 

 2-5 years 

 5-10 years 

 >10 

2) Your experience at the current organization 

 <1 year 

 1-3 years 

 3-5 years 

 >5 years 

3) What is the variation of agile methodology that is used 

in your establishment 

 SCRUM 

 XP 

 I-XP 

 Agile not used 

4) Which tool is being used in Agile Development 

 MS Project 

 MS Excel 

 Scrum Pad 

 Version One 

 Rally 

 Scrum Desks 

 Wall and papers 

 Storyboard 

 XPlanner 

 Other _________________ 

5) What kind of teams, mainly, do you have at your 

establishment for agile development 

 Co-located 

 Distributed 

 Virtual 

6) What is the ideal team size with co-located teams when 

using agile development 

 1-5 

 5-10 

 10-15 

 15-20 

 >20 

7) What is the ideal team size distributed or virtual teams 

when using agile development 

 1-5 

 5-10 

 10-15 

 15-20 

 >20 

8) What is the main problem you face when team size in 

agile development is too large 

 Team members are reluctant to accept responsibility 

 

 

http://www.shmula.com/lost-in-
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 Decisions are unclear among team members 

 Communication is difficult i.e. keeping all team 
members on same page requires large effort 

 Scrum meetings take too long 

 None of the above 

9) Sub teams (in case of larger agile teams) are  

 More dependent on other sub teams 

 Less dependent on other sub teams 

 Independent of each other 

10) Participation of individuals in larger agile teams  

 Increases  

 Decreases 

 Stays the same 

11) If the team size goes over 25, would you still prefer to 

use agile development? 

 10% less likely 

 25% less likely 

 75% less likely 

 90% less likely 

 99% less likely 

12) If the team size goes over 35, would you still prefer to 

use agile development? 

 10% less likely 

 25% less likely 

 75% less likely 

 90% less likely 

 99% less likely 

13) If the team size goes over 50, would you still prefer to 

use agile development? 

 10% less likely 

 25% less likely 

 75% less likely 

 90% less likely 

 99% less likely 

14) In case of larger team size in agile development 

software quality of product 

 Is better 

 Is worse 

 Is unaffected 

15) In case of larger team size in agile development 

software quality of project 

 Is better 

 Is worse 

 Is unaffected 

16) Customer Feedback in case of larger team size in agile 

development is 

 Better 

 Worse 

 Unaffected 
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Abstract—The users of Cloud computing over the last years 

are constantly increasing since it has become a very important 

technology in the computing landscape. It provides client 

decentralized services and a pay-as-you-go model for consuming 

resources. The growing need for the cloud services oblige the 

providers to adopt an enlarged sized data center infrastructure 

which runs thousands of hosts and servers to store and process 

data. As a result, these large servers engender a lot of heat with 

visual carbon emission in the air, as well as important energy 

consumption and higher operating cost. This is why researches in 

energy economics continue to progress including energy saving 

techniques in servers, in the network, cooling, and renewable 

energies, etc. In this paper, we tackled the existing energy 

efficient methods in the green cloud computing fields and we put 

forward our green cloud solution for data center dynamic 

resource management. Our proposed approach aims to reduce 

the infrastructure energy consumption and maintain the 

required performances. 

Keywords—Cloud computing; green cloud; data center; energy 

consumption; resource management 

I. INTRODUCTION 

The recent revolution in information and communication 
technologies, despite all its benefits for our way of life, has 
reinforced our dependence on energy. More than 3 billion 
people use electronic terminals on a daily basis, the electricity 
consumption of which is strongly linked to the time of use, 
which is constantly increasing [1]. To support this revolution, 
huge data centers have sprung up all over the world. Service 
providers and data hosts are competing for investment in these 
data centers, real information factories for which profits cannot 
be counted. However, the power consumption of data centers is 
a new puzzle that the scientific communities are trying to solve 
with enormous difficulties. 

The issue of energy has emerged in recent years as a central 
concern that humanity faces with great urgency. Population 
growth, the gradual exhaustion of previously explored 
resources, and more recently the rise of information 
technologies have turned this issue into a challenge that 
researchers and industry players are tackling [2]. 

In the field of information technology and in 2010, about 
1.5% of the world's electricity has been consumed by computer 
centers [3]. This is steadily increasing due to the evolution of 
many domains and especially cloud computing. 

In recent years, new problems have emerged in view of the 
environmental considerations that are increasingly present in 

our society. In 2014, the power consumption of Data centers 
exceeded 42 TWh and by 2020 the resulting CO2 production 
will reach 670 million metric tons annually [4]. 

Also, so as to face the peak demand of coming requests, 
servers in the data center, are constantly over-provisioned in 
working state, which generates wasting a large amount of 
energy [5]. One of the options to reduce the power 
consumption of data centers is to reduce the number of idle 
servers or to switch them into low-power sleep states as part of 
the green cloud IT vision [6]. 

Our work is to explore new ways to improve energy 
efficiency in cloud data centers. Specifically, the goal is to 
dynamically optimize energy consumption in cloud computing 
data centers by optimizing the use of its resources by adopting 
various policies for host and virtual machine (VM) overload 
detection, migration VM selection and VM placement policies. 

The remainder of this paper is arranged as follows. In 
Section II, a literature review on the energy-aware solution on 
green cloud computing is presented. In Section III, our solution 
is proposed. Finally, the conclusions and future works are 
drawn in Section IV. 

II. RELATED WORK ON GREEN CLOUD COMPUTING 

Generally, the green cloud data centers are related to three 
principal methods which are: dynamic voltage frequency 
scaling (DVFS), the scheduling using renewable energy, and 
dynamic power management (DPM) [7]. 

So as to have an estimation of the energy consumed by the 
cloud client application, researchers in [8] have performed a 
power model under various DVFS policies. In [9], the flow 
pattern of the cloud tasks is studied and according to the results 
obtained, the researchers attempt to adjust the incoming VM 
tasks with in-demand frequency using DVFS. 

In [10], the DVFS is adopted to minimize the power 
consumed in mobile cloud task scheduling, except that this 
approach does not consider the On and Off control of the 
servers. In the study [11] the three approaches including 
DVFS, request dispatching, and dynamic service management 
are joined so as to reduce the energy consumption. Yet, the 
limitation is that these researchers have admitted that the 
servers providing different services are active all the time. 

In the SaaS cloud platform, an analytical framework which 
monitors the states of VMs (idle/busy) is developed. It 
characterizes and optimizes the power performance tradeoff 
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[12]. In another search [13] only one type of sleep mode with 
shutdown are used in a method for reducing the energy 
consumption, except that this solution is insufficient in the case 
of quick responses. In [14], they turned off a physical host in 
cloud computing by the adoption of two parameters which are 
time and load, so as to save energy consumption. If a VM had 
its working time exceeds a threshold fixed time, this VM will 
be displaced. And if a physical host had a load less than a fixed 
threshold, it will be turned off. 

In this research [15], they relied on the processor workload, 
the disk workload and the ratio of performance degradation as 
a metrics of a VM so as to reallocate it. In [16], they used an 
algorithm based on CPU and memory of the VM and the server 
as parameters to consolidate them. They select VMs which are 
underloaded regarding the server. Some researchers have come 
to prove that this server consolidation approach is not adapted 
for large data centers. Also, multiple meta-heuristic algorithms 
of optimization are used for consolidating VMs such as those 
cited in [17]-[19]. 

According to many previous studies [20], [21], the green 
cloud computing gathers the efficient management of cloud 
resources and reducing energy consumption while assuring the 
quality of service requirements in the service level agreements 
SLA. 

A system view of the green cloud computing where 
reducing energy is a must can be shown as in Fig. 1. It 
illustrates that when the cloud user sends an application 
request, the resource manager controls the resource utilization, 
and is in charge of the allocation of VMs in physical hosts 
while ensuring the respect of the SLA. Also, the underloaded 
servers are turned off while some others may be switched on 
for consolidating physical hosts as needed (see Fig. 1). 

This survey helps to realize that existing limitations in the 
previous researches and which all of the major energy 
parameters (e.g. CPU, memory and so forth) necessary to 
ensure an ideal energy efficiency are not taken into 
consideration. 

 
Fig. 1. Overview of green cloud computing. 

III. DYNAMIC AND ENERGY-AWARE SOLUTION FOR 

RESOURCES MANAGEMENT 

Virtual machine consolidation techniques are a means to 
improve energy efficiency and the utilization of cloud data 
center resources. However, aggressive VM consolidation 
approaches lead to physical host over-utilization and generate 
massive undesired VM migrations, which cause degradation of 
the performance of both the hosts and the VM [22]. 

Additionally, it has been a significant challenge to improve 
energy efficiency and resource utilization in the data center 
while delivering services with guaranteed quality of service 
(QoS). 

To address this problem, we propose an enhancing energy-
efficient and QoS dynamic resource management method, 
which consists of four principal modules. Our solution 
considers all major parameters related to the efficiency of the 
cloud data center energy. 

In fact, the relevant energy parameters include the CPUs, 
the memory amount, the disk storage space, the quantity of 
transmitted message in the network (bandwidth) and the 
available amount of input/output operations per second (IOPS) 
on the physical host. 

Besides, the VM placement depends on some precise 
Service Level Agreement restrictions as follows: 

- The affinity constraint: between VMs aimed to get an 
optimal placement by considering the requirement that 
two VMs for example, must be placed on the same 
physical machine (PM). This condition refers to 
interdependent VMs that use jointly data with each 
other in prespecified deadlines. 

- The security constraint: may be, for example, detaching 
two VMs on different servers (or even two data 
centers), so as to ensure their separation. 

- The migration constraint: means that it is possible to 
execute the VM placement only on a set of precisely 
stated machines, or to maintain a VM on the same host 
(or same data center). 

We defined also other energy parameters which are : the 
total number of VMs placed on a PM, the total number of PMs 
used, the number of reallocations of a VM, the period of time 
of VM interruption in the migration period, the percentage of 
maximum and minimum use of VMs/PMs and the response 
time of a task at the level of a VM (SLA). 

The aspect of the sustainability of data is also taken into 
consideration and which refers to ensuring in real time the 
replication of each data to multiple hosts (such as a primary 
and backup host). 

Our solution uses an infrastructure model that is informed 
of the state of the system at any moment desired. It is focused 
on dynamically manage VM allocation and displacement in the 
data center, in terms of performance, availability system, cost 
and instantly energy consumption. This approach adopts 
optimized resource allocation and live migration through a 
decision and analysis mechanism and with an effective respect 
of the strict SLA requirements. 
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Fig. 2. Overview of the proposed solution. 

As Fig. 2 explains, the overview of the proposed optimized 
cloud model platform and which includes different 
management stages as following: collecting monitoring data, 
exploiting these data to calculate a better resources placement, 
draw a plan to reallocate and dynamically manage resources, 
and applying the proposed actions (see Fig. 2). 

The collection component maintains a periodic monitoring 
and collection of data related to workload, electrical 
consumption and the use of resources from the cluster's PMs. 
These data include CPU, disk storage, memory usage, etc. 
Also, the electricity collection is done by using power 
consumption measurement tools (for instance Power Meter or 
Wattmeter). 

The analysis module adopts a built-in scheduler algorithm 
to perform decisions and which evaluates the results of 
resource data use. The designed and implemented algorithm 
does not rely on a particular type of workload and does not 
need any information about the applications running on the 
VMs. Its execution involves exact power parameters and high-
resolution measurements. 

The input of the algorithm is the collection of each PM with 
its allocated VMs, the different collected resource information, 
and the specified energy consumption parameters so as to 
determine which resource to allocate and where to displace it. 
A new optimized resources placement plan with a set of nodes 
underloaded and overloaded (to deactivate, turn on later ...) is 
the output of the algorithm execution. 

The decision component aims for the migration, 
reallocation, and consolidation of the resources. Also, 
resources can be turned on/off according to the instructions of 

the analysis model and based on the results previously obtained 
from the execution of the scheduler algorithm. 

IV. CONCLUSION AND FUTURE WORKS 

Today’s IT services are using the cloud computing 
solutions so as to offer to its clients the required services 
efficiently. Except that the high use of the cloud engenders a 
large growth in its data center infrastructure. In this case, 
unfortunately, an enormous amount of electrical energy is 
consumed and a high amount of carbon dioxide is emitted in 
the air. 

Thus, reducing the energy consumption in cloud data 
centers while assuring an optimized management of its 
resources including VMs and servers is becoming a needful 
aim to achieve. This requirement is related to the green cloud 
concept by which we can contribute to the environmental 
protection. 

In this paper, various techniques for enhancing the green 
cloud resources allocation are discussed and which are based 
essentially on virtualization, migration, and consolidation. 
Thus, the proposed solution provides an optimized resource 
management while considering all major energy parameters 
and major possible constraints of VMs allocation in PMs and 
which influences on the energy consumed in the cloud 
computing data center. Also, we focused on taking energy-
performance trade-off in concern. 

In future, we will detail and implement the scheduler 
algorithm while respecting the defined Service Level 
Agreements and the required Quality of services. 
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Abstract—Adaptive e-learning can be improved through 

measured e-assessments that can provide accurate feedback to 

instructors. E-assessments can not only provide the basis for 

evaluation of the different pedagogical methods used in teaching 

and learning but they also can be used to determine the most 

suitable delivered materials to students according to their skills, 

abilities, and prior knowledge’s. This paper presents the 

Adaptive Smart Student Assessment (ASSA) model. With ASSA 

instructors worldwide can define their tests, and their students 

can take these tests on-line. ASSA determines the students’ 

abilities, skills and preferable Learning Style (LS) with more 

accuracy and then generates the appropriate questions in an 

adaptive way then presents them in a preferable learning style of 

student. It facilitates the evaluation process and measures the 

students’ knowledge level with more accuracy and then store it in 

the student’s profile for later use in the learning process to adapt 

course material content appropriately according to individual 

student abilities. 

Keywords—Adaptive e-learning; e-assessments; adaptive 

assessment; smart assessment; Learning Style (LS) 

I. INTRODUCTION 

There are different types of e-learning systems; the most 
recent one is an adaptive e-learning system [1]. In the 
traditional e-learning system the main criteria in the most 
cases the implementation of courses follows a “one-size-fits-
all” approach, which means all students receive the same 
content in the same way being unaware of their particular 
needs. An adaptive e-learning system was proposed to solve 
this problem. This system tries to adapt to each individual by 
presenting learning materials dynamically depending on 
characteristics and learn style of the student [1]. The purpose 
of adaptive e-Learning is to provide for students the suitable 
content at the right time, means that the system can determine 
the knowledge level and organize content automatically for 
each student [2]. 

Assessment plays a very important part in any type of the 
education system, teaching and learning [3]. It aids instructors 
to evaluate the student’s ability level of knowledge. Without 
an effective assessment, it is impossible to understand the 
progress of a student, the quality of education that he/she has 
attained and how effective these courses can be used in his/her 

future studies [4]. Haken in [5], described assessment as 
essential in ensuring educational institutions achieve their 
learning goals. The researcher also found that assessment was 
crucial in giving the necessary evidence required to seek and 
maintain accreditation. 

Recent advances in computer technology and theories have 
accelerated the change of test format from traditional tests to 
Computerized Adaptive Testing (CAT). Traditional tests are 
typically “fixed-item” tests in which the examinees answer the 
same questions within a given test. The desire for 
computerized administration of tests extends beyond using 
computers to present material and collect responses. It also 
extends to adding some “intelligence” behind the ways test 
tasks are presented and the ways they are scored.  Within the 
testing industry, adding intelligence to the selection of test 
tasks is called “Computerized Adaptive Testing”, where the 
selection of tasks and questions are related to the 
characteristics and abilities of each individual student [6]. 
Student's prior knowledge and abilities are important factors 
to consider in managing the testing and questioning adaptation 
process. Assessment adaptation takes place on both levels of 
the test itself and the selected questions of the test [7]. 

The aim of our paper is to develop an adaptive web-based 
tool to assist students in the assessment process. In this way, 
we propose to make the advantages of CATs readily available 
worldwide, and to allow instructors to define their tests and 
evaluate exactly their students with a minimum of effort. We 
have called this tool Adaptive Smart Students Assessment 
(ASSA) model. The tool that we have developed can be used 
in two different ways: as a test editor, so instructors can define 
their tests in an easy way, and as an assessment tool, so 
students can take the tests online. ASSA determines the 
students' abilities, skills and preferable learning style with 
more accuracy and then generates the appropriate questions in 
an adaptive way, then presents them in a preferable learning 
style of student. 

The rest of this paper is organized as follows. Section II 
defines background review. Section III describes the proposed 
assessment model “ASSA”. Section IV presents prototype 
implementation of our model. Finally, this paper concludes in 
Section V. 
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II. BACKGROUND 

A. Computer Adaptive Testing (CAT) 

CAT is designed in such a way that it makes use of the 
computers to build adaptive tests in which the selection of 
each question and the decision to stop the process are 
dynamically adapted to the student’s performance in the test 
[8]. The theory used in this system is Item Response Theory 
(IRT), in which the methodology followed is very straight 
forward, questions that are posted to the students need not be 
too difficult or too simple [8]. This is obtained by adjusting 
the questions to the examinee based on his/her previous 
answers. The degree of difficulty of the subsequent question is 
chosen in a way so that the new question is neither too hard, 
nor too easy for the examinee. When the examinee attends 
his/her first question the capability of him cannot be predicted 
but gradually when he/she attempts to the second question the 
computer can analyze very well the knowledge level of the 
examinee [9]. The advantages of Computer Based Assessment 
(CBA) and CAT remain the same, but CAT has certain extra 
functionality that makes it very efficient and effective 
compared to the other assessment. There are different 
platforms available for designing and deploying CAT [10]. 
Reisinge et al. [10] propose software architecture that enables 
the development of completely customizable CAT tools with 
respect to domain-specific item design and visualization as 
well as deployed CAT algorithms. CAT retains the advantages 
of CBA, but there are additional benefits that make CAT a 
very efficient and effective means of assessment [11]:  

 Reliable and accurate estimate of the efficiency of the 
student. 

 Reduce the time of testing. 

 Avoid easy / difficult items that may cause stress. 

There are several types of adaptive tests but all of them are 
derived with two steps: question selection and score 
estimation [8]. Question selection is the integral part of the 
assessment in which the questions are collected and compiled 
based on the student’s performance level. These questions are 
forming a pool which will have the collection of questions that 
was asked to any particular student at a single time. The next 
step is the score estimation in which the student performance 
is complied with the responses given by them and it's refined 
at regular intervals. This allows the questions asked next to be 
more appropriate still. This cycle continues until either a 
specified number of questions have been administered or some 
measure of score precision is reached. Several adaptive testing 
systems have been developed such as: The SIETTE [12]. 

Developing of multistage adaptive test (MST) panels is a 
hot topic today and it has encouraged new developments. The 
most commonly used approaches for MST: bottom-up and 
top-down [13]. In the bottom-up approach the whole test 
divided into several unit, and each unites is constructed first, 
then all unites are gathered to get the whole test, while the top-
down approach trails the reverse direction. Both methods have 
their pros and cons, and sometimes neither is convenient for 
practitioners [13]. The advanced mix strategy presented in 
[13] is to build best multistage adaptive test (MST) panels. In 

[14], two different approaches, CAT with a shadow test 
approach and computerized multistage testing have been 
proposed to ensure the satisfaction of subject matter experts. 
In the shadow test approach, a full-length test is assembled 
that meets the constraints and provides maximum information 
at the current ability estimate, while computerized multistage 
testing gives subject matter experts an opportunity to review 
all test forms prior to administration. 

B. Adaptive Questions 

This technique generates dynamically sequenced questions 
based on the student’s response. Question selection is based 
on several predefined rules as well as the student’s current 
responses [15]. Therefore, highly structured pools of questions 
are required for rules to have enough information to select 
questions. As opposed to adaptive testing, this approach 
presents instructors with more flexibility in including 
didactical and personal methods. This is done by creating 
appropriate rules [15]. Several adaptive questions 
systems/tools have been developed such as, AthenaQTI [15] 
and CoSyQTI [16]. 

C. Adaptive Presentation of Questions 

This method present questions in the appropriate format 
and structure that matches student learning style. Students 
have different way to understand assessment materials this 
called learning style. More formally, learning styles represent 
a combination of cognitive, affective and other psychological 
characteristics that work as relatively stable indicators of the 
way a student perceives, interacts with and responds to the 
learning environment [17]. Fortunately, many Adaptive e-
Learning researches assumed that personalizing or 
presentation of the question to match the student's learning 
preferences, especially the learning style, would aid the 
student’s understanding. Several systems have been developed 
that provide adaptive presentation for assessment materials, 
such as: INSPIRE System [18] and PIAT [19]. 

III. ADAPTIVE SMART STUDENTS ASSESSMENT (ASSA) 

MODEL  

ASSA is one of the components of the Adaptive e-
Learning Environment. Instead of building that environment 
from scratch, the decision was to use an Open Source 
Learning Management System (LMS). Moodle was chosen 
because of its popularity as it is used in several universities 
(https://moodle.net/stats/). Moodle also is known as simple 
and easy to adapt and customize to the needs of the 
educational system. We can see in Fig. 1, the basic 
architecture of the Adaptive e-Learning Environment. Three 
main engines in the adaptive e-Learning Environment are 
integrated to the open source Moodle, namely, Authoring, 
Delivery, and Assessment engines. Each of those main 
engines works smartly with the aid of the knowledge-base 
which contains the information about the botanical domain 
and is being incrementally built using web forms by different 
users in diverse locations. Each component, including the KB, 
has an independent web-based interface that allows the whole 
system to be used both as a learning tool and as an 
independent assessment tool. 

https://moodle.net/stats/
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Fig. 1. Architecture for the adaptive e-learning environment. 

A. Knowledgebase 

As shown in Fig. 2, the Knowledgebase is composed 
mainly of four major components: the LO, QB and domain 
ontology knowledgebase; student database; and course 
database. The knowledgebase is composed of the Learning 
Object Repository (LOR); the Ontology Model (OM); and the 
Question Bank (QB). The QB is composed of two 
components: Smart Learning Question Repository (SLQR), 
and Smart Constituents Learning Objects Repository 
(SCLOR). The SLQR is data base that hold a collection of 
Smart Learning Question (SLQ) objects. A question is not an 
atomic object, but rather question object integrates the 
question constituents. Those constituents may wholly or 
partially be drawn from SCLOR. The database is composed of 
the Student Model (SM) and the Course Model (CM), which 
themselves are further decomposed. The SM is composed of 
two components: the student’s Learning Style Model (LSM) 
that is defined in terms of the three dimensions of Felder & 
Silverman Learning Style Model (FSLSM) and the Student’s 
Background Domain Knowledge (SBDK) representing the 
knowledge that the student captures with an acceptable 
cognitive depth for the domain of study. In addition, the 
Course Model (CM) is composed of three components: The 
Course Learning Outcomes (CLO), the Course Syllabus, and 
the Table of Contents (TOC). 

The main objective of assessment is to measure knowledge 
level of student which will be used in adaptive e-learning 
environment to adaptive learning materials. So, we need to 
measure score of each concepts/topic to determine knowledge 
level of student. This is generally done through providing 
questions to the students to answer them. Once the student 
submits his/her an answer of a question, this answer will be 
evaluated. Then constructive feedback and result will be 
provided to student. ASSA determines the students’ abilities, 
skills and preferable learning style with more accuracy and 
then produces the suitable questions in an adaptive way, then 

presents them in a preferable learning style of student. A high 
number of learning style models was proposed to define 
learning style of student, we have selected the Felder model as 
the basis of our research and we focused only on three of the 
FSLSM’s dimensions, namely, Global/Sequential, 
Sensing/Intuitive and Visual/Verbal. Therefore, there are 8 
(2

3
). The question can be presented in three different ways to 

match three dimensions of student learning style. Therefore, if 
question is not clear, student can ask rephrasing question to 
match another dimension of his/her learning style. 

 
Fig. 2. The Knowledgebase. 

ASSA facilitates the evaluation process and measures the 
knowledge level of students with more accuracy and then 
store it in the student's profile for later use in the learning 
process to adapt course material content appropriately 
according to different student abilities. ASSA used Ontology 
Model (OM) to direct the assessment process to assess the 
student's knowledge and skills, and it also uses the Revised 
Bloom Taxonomy (RBT) to navigate upward and downward 
the cognition pyramid to determine the student's cognitive 
level. ASSA can be used in two different ways:  

 Instructors and/or domain experts can use ASSA to 
develop the tests, that is, to define their topics, 
questions, parameters, and specifications.  

 Students can use ASSA to take the tests that are 
automatically generated according to the specifications 
provided by the examiner.  

B. The Question Bank (QB) Model 

Question Bank (QB) contains a collection of questions of 
test that are stored in SLQR, and may be supported by 
components from SCLOR, and then presented to the student 
according his/her Learning Style Model (LSM). SLQR is an 
essential storage (data base) that maintain and hold a 
collection of Learning Question (LQ) objects. LQ like an LO, 
is specified through a set of metadata attributes to facilitate 
question selection and manipulation. LQ metadata which is 
described with SCORM metadata. The LQ Model has 
extended the standard metadata model of SCORM by: adding 
additional attributes essential for supporting the theories it 
implements, such as Learning Style Model. SCLOR is a 
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repository which holds a collection of objects that support and 
constituting the question. Some of these objects are 
multimedia objects in different format. Like SLQR, it is 
described by SCORM metadata standard and extra attributes. 

C. The Question Model 

The Question is described in terms of many dimensions: 
Question type, Question purpose, and Question structure. 

1) Question types: Reviewing the different types of 

questions in all types of tests, the following question types are 

recognized: 

 MCQ, 

 T/F, 

 Fill-in the spaces (may take one of two forms; free 
answers or like MCQ, i.e., selecting from a given list of 
possible answers), 

 Matching two groups, 

 Problem solving. 

Grading is a critical determinant of the types of questions 
to be used in a test.  The number of students, nature of the test, 
availability of expert graders, etc. are critical determinants.  
Classical automated grading natively covers the first four 
types of questions with simple correct/no correct evaluation, 
while Smart Grader addresses grading of the fifth question 
type. 

2) Question's assessment purpose: Each question serves a 

purpose in the assessment process. Fig. 3 describes the 

interrelationship of a question to the different elements of 

assessment.  The question is tied with M-M relationships to 

the course educational objectives and outcomes, knowledge 

topics, and skills that it assesses. 

 
Fig. 3. Question has different assessment elements. 

3) Question structure: The structure of a Question is 

shown in Fig. 4. A question is composed of three main 

components: Question Header, Question Details, and Question 

Answers.  Each of these components has a different structure 

for the different question types. This is normal due to the 

differences in their nature.  Noteworthy, the problem-solving 

type of questions is more complex and requires special 

intelligent handling. In answering such questions, the student 

follows an action plan strategy that the grader must recognize 

for proper evaluation. 

 
Fig. 4. A question structure. 

D. Grading and Assessment Analysis 

When student submits his/her answer, assessment engine 
will pass answer to simple or smart grader depends on 
question type. A simple grader covers the four types of 
questions, namely, T/F, MCQ, Matching, and fill in- the-
spaces while smart grader developed for assessing problem-
solving and proving type of questions. When the grading 
process is complete, the evaluation engine provides the 
student with his/her result and appropriate feedback. 

Most question types are simply graded except the problem-
solving type. Smart Grader (SG) is developed to assess and 
evaluate problem solving question (such as programming 
exercise). This is generally done through providing 
programming exercises for the students to answer them. To 
assess these exercises effectively, it is necessary for the SG to 
analyze any solution provided by student and compare it with 
instructor/expert solutions. Then SG provides constructive 
feedback and result to student. The programming exercise do 
not have a unique strategy to solve it, but it can be solved in 
many ways. Therefore, in evaluation phase matching a 
program line by line is not effective method of analyzing it. 
The evaluation process of programming exercise questions 
requires the instructor to define all possible strategies of 
solution to compare them with student solution. Therefore, 
evaluation of problem solving question is complex process 
and it requires special intelligent handling. 

Problem solving is seen as a series of steps that can be 
used to reach a goal (answer). In each step, multiple actions 
are possible leading to other step. Therefore, in answering 
problem-solving questions, the student follows an action plan 
strategy. To assess these exercises effectively, it is necessary 
for instructor/expert to define plan that contains all possible 
strategies of answer. Then, SG detects the solution strategy 
that the student follows by analyzing his/her action plans in 
answering the question. As shown in Fig. 5, when student 
submits his/her solution, SG must first analyze student 
solution and recognize action plan behind it. Then, SG 
compares student action plan with instructor/expert action 
plan of solution. After that, SG provides constructive feedback 
and result to student. 
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Fig. 5. Evaluation process of problem solving question. 

The instructor/expert action plan of possible programming 
exercise solutions specifies using grammar and production 
rule and represents using tree where root is goal and internal 
nodes is non-terminals and leaf represent terminals. The 
production rules to the goal (answer) is useful to specify 
instructor/expert action plan of solutions. The first rule starts 
with goal as following: 

Start  Goal (answer) 

The goal can be reach using multiple strategy, therefore 
second rule will be as following: 

Goal  Startgy1 | Strategy2 | …. |Strategyn 

These strategies can also be divided into other sub-
strategies. Each strategy has series of steps that can be used to 
reach a goal (answer). In each step, multiple actions are 
possible leading to other step. An action can be decomposed 
into more actions at a later stage. When student submits 
his/her answer, SG recognizes action plan that followed by 
student which is a set of one or more rules that satisfy the 
goal. If the student action does not match a production rule 
action, the SG provides immediate feedback to student. 

Suppose we have problem P and set of problem solving 
strategies of the form: 

S1 or S2 …or Sn. 

 The solving problem space represent by using and-or tree. 
The associated and-or tree is a set of labelled nodes such that: 

 The root of the tree is a node labelled by P. 

 The alternative sets of children corresponding to 
alternative strategies (S1 or S2 … Sn) of solving are 
grouped together by an “or”. 

 For every node Si may have a set of children nodes (Si,1 
… Si,n) corresponding to alternative sub-strategies of 
solving and they are grouped together by an “or”. 

 For every node (Si or Si,j) there exists a set of children 
nodes N1, …, Nn. Each node represents one strategy 
step of the problem solution. The nodes are conjoined 
by an arc, to differentiate them from other nodes that 

might be related with other strategies. Also, these nodes 
are arranged in order to reflect step order in solution. 

 The terminal leaves are the actions. 

Suppose we have problem P that can be solved by two 
strategies (S1 or S2). There are three steps (a, b and c) in S1 
and two steps in S2 (a and b).  The solving problem space of P 
represent by and-or tree as shown in Fig. 6. 

 
Fig. 6. Tree of solving problem space. 

IV. PROTOTYPE IMPLEMENTATION 

We implement ASSA prototype using PHP and oracle 
Database. ASSA allows producing and delivering adaptive 
and smart test through web interfaces. It works inside web-
based adaptive e-learning systems as a diagnosis tool. It based 
on a 2-tier client/server platform for adaptive student 
assessment. Fig. 7, explains the 4-layer architecture of ASSA 
platform. Four subsystems have been developed, which 
accessed by four types of users: admin, experts, instructors 
and students. Through Web browser (Presentation layer), 
users communicate with the corresponding Web application 
on the Application Server where dynamic Web content is 
created using PHP (Application layer). The system Database 
is located on the Oracle Database Server (Data layer). 

 

Fig. 7. ASSA prototype architecture. 
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A. The Admin Sub-System 

This sub-system provides the admin with web-based 
services to add (update or delete) the basic data needed for the 
other sub-systems (as shown in Fig. 8). 

 
Fig. 8. Admin sub-system. 

B. The Expert Sub-System 

This sub-system provides the expert with web-based 
services to build Ontology Model (OM) by adding 
concepts/topics and specifying hierarchy and relations 
connecting them with other. As shown in Fig. 9, the expert can 
add new concept to the course and store the following data for 
each concept: name, description, complexity level and he/she 
can determine and specify relation that connects this concept 
with other concepts. 

 
Fig. 9. Add concept interface. 

Also, this sub-system provides expert web-based services 
to builds the Question Bank (QB) based on the Question 
Model. QB contains collections of SLQ. Adding SLQ requires 
several steps from expert. SLQ specified through a set of 
metadata attributes to facilitate questions selection and 
manipulation. The first important step is to create SLQ 
requires expert to specify this metadata attributes of smart 
questions (as shown in in Fig.10). 

 

Fig. 10. SLQ metadata attributes interface. 

As shown in Fig. 11, creating question constituent's 
objects is the second step to create SLQ. As mentioned 
before, the question object is an abstract framework that 
specifies and integrates the question constituent’s objects.  

 

Fig. 11. Question constituent's objects. 

The last step to build SLQ requires expert to add details 
and answers of questions. Our model covers many types of 
questions as mentioned before, such as: T/F, MCQ, fill-in the 
spaces, matching two groups and problem solving. Each of 
these components has a different structure for the different 
question types. Fig.12 displays structure of MCQ. 
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Fig. 12. Structure of MCQ. 

Fig. 13 displays structure of fill-in the spaces questions 
while Fig. 14 presents matching two groups questions 
structure. 

 
Fig. 13. Structure of fill-in the spaces question. 

 
Fig. 14. Structure of matching two groups question. 

As shown in Fig. 15, the problem-solving type of 
questions is more complex and requires special intelligent. 

 
Fig. 15. Structure of problem solving question. 

C. The Instructor Sub-System 

This sub-system provides the instructor with web-based 
services to create two types of assessments Quiz and Exams 
with different types of questions from. As shown in Fig. 16, in 
“Assessment” menu item instructor can find the following 
options: 

 Add Assessment. 

 View Course Assessment. 

 Add view questions. 

 Link questions to Assessment. 

 
Fig. 16. Assessment menu. 

 
Fig. 17. View students in course interface. 
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From Course Registration instructor can view students 
registered in this course as shown in Fig. 17. 

D. The Student Sub-System 

Student can open the Moodle application (in browser) and 
Login with student username and password then select the 
course as shown in Fig. 18. This sub-system allows student to 
take quiz that contains different types of questions with 
different difficulty levels. These questions are presented to the 
student in a sequential manner commensurate with his abilities 
and level of knowledge. Also, these questions are presented in 
a way that suits the student's preferred learning style. 

 

Fig. 18. Students interface. 

V. DISCUSSION AND CONCLUSION 

In adaptive e-learning system the assessment is very 
important, it is used to measure students’ knowledge level to 
adapt course material’s according it. Therefore, this type of e-
learning requires smart assessment model that determines 
student knowledge level with more accuracy. This paper 
presented Adaptive Smart Students Assessment model, named 
ASSM that works inside web-based adaptive e-learning 
systems as assessment tool. ASSA can be used in two 
different ways: as a test editor, so instructors can define their 
tests in an easy way, and as an assessment tool, so students 
can take the tests online. This model simplifies the assessment 
process and measures the students’ knowledge level with more 
accuracy and then stores it in the student’s profile for later use 
in the learning process to adapt course material content 
appropriately according to individual student abilities. 

The adaptation in this model includes sequences of 
questions to avoid questions that are much easy or much 
difficult to student. Also, adaptation include presentation of 
questions to match student learning style. ASSA determines 
the students’ abilities, skills and preferable learning style with 
more accuracy and then generates the appropriate questions in 
an adaptive way, then presents them in a preferable learning 
style of student. 

ASSA differs from other adaptive models in several issues. 
In this model, the idea for providing adaptive presentation of 
question statement was developed. Also, in ASSA three 
dimensions of the FSLSM are considered rather than using 

only one of them. This allows providing more accurate 
adaptivity by incorporating different aspects of learning styles 
as proposed by the learning style model. Also, this model 
differs from other adaptive models because it contains all 
types of questions. Simple grader developed to assess simple 
type of questions, while smart grader developed to assess 
complex type of questions (such as programing exercises). 
The smart grader has ability to define many solutions for 
single programing exercise. 

We implement ASSA prototype using PHP and oracle 
Database. ASSA allows producing and delivering adaptive 
and smart test through web interfaces. It is based on a 2-tier 
client/server platform for adaptive student assessment. 

The future work includes incorporating other types of 
questions (such as: comparing, critiquing, discuss, describe 
etc.) which require language processing researches. 
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Abstract—The Digital image processing is one of the most 

widely implemented fields worldwide. The most applied 

applications of digital image processing are facial recognition, 

finger print recognition, medical imaging, law enforcement, 

cyber-crime investigation, identification of various diseases and 

criminals, etc. The subject to be discussed in this article is skin 

detection. Skin detection has solved many serious problems 

related to digital image process. It is one of the main features in 

making an intelligent image processing system. The proposed 

methodology conducts an improved and well enhanced skin 

detection, the skin and non-skin parts are divided from an input 

image or video, noise is removed, HSV is applied which also acts 

as a color model that generates more better results in accordance 

to RGB or YCbCr for skin and face identification. The 

algorithms, NOGIE (Noise Object Global Image Enhancement) 

and NOWGIE (Noise Object with Global Image Enhancement) 

are applied separately on the input and the results can be 

compared for better perception and understanding of the applied 

skin detection techniques, the skin parts are highlighted as 

“White” while the Non-skin parts are highlighted as “Black”. 

The results are different NOWGIE gives better results than the 

NOGIE due to the image enhancement technique. This 

methodology is subjected to be implemented in special security 

drones for the identification of suspects, terrorists and spy’s the 

algorithms provides the ability to detect humans from a non-skin 

background making an autonomous and excellent security 

system. 

Keywords—Skin detection; Digital Image Processing (DIP); 

Noise Object Global Image Enhancement (NOGIE); Noise Object 

with Global Image Enhancement (NOWGIE); Hue Saturation and 

Value (HSV); RGB 

I. INTRODUCTION 

The digital image processing is one of the most widely 
implemented fields throughout and is a big step towards 
autonomy. The world is comprising of a tremendous number 
of applications working on the very foundation of digital 
image processing that one is surrounded by that cannot be 
neglected. The skin detection is a branch of digital image 
processing that have gained quite much importance and is 
continued to do so. The rapid technological growth causing 
the implementation of skin detection widely so much making 
it a complete domain inherited with numerous contraptions, 
like fingerprint recognition, face detection and recognition, lip 
reading, pattern recognition, artificial intelligence and much 
more [1]. Currently it is also subjected to be playing a vital 
role in various security systems for the reduction in criminal 

activities, better law enforcement like intelligent traffic video 
surveillance that uses the skin detection techniques for human 
facial recognition to identify criminals etc. [2]. The question is 
how does it work? An intelligent skin detection system should 
be able to detect human skin when it is provided with some 
input image or video. If it is accompanied by an image 
comprising a human, some animals and trees etc. the system 
must identify the human it detects the human skin by 
stratification of human skin color and texture as the human 
skin is not specifically geometric, skin detection leads to facial 
recognition [3]. The system works by categorizing via color 
segmentation of the skin and non-skin parts ignoring the non-
skin part. On the skin part it is able to identify the human skin 
as it is provided by the (Hue Saturation and value) HSV as an 
input. The HSV acts as a color model that is more efficient 
than the RGB, the procedure requires background knowledge 
about the objects regarding within the image [4]. The color 
segmentation helps to skim and identify the skin from which 
can recognize the faces, finger prints and other human body 
parts. 

In this article the proposed methodology is actually an 
upgraded version of the previous work done that was the 
application of GIE and without GIE techniques for skin 
detection [5]. This enhanced version is the application of the 
NOGIE and NOWGIE algorithms to detect human skin from 
an image or video. Both of the methodologies basically work 
on the same principle of human skin detection. In this 
methodology, These algorithms are very different from the 
previous and other various skin detection techniques as it 
promotes autonomy and more improved results. NOGIE 
stands for (Noise Object Global Image Enhancement) and 
NOWGIE stands for (Noise Object With Global Image 
Enhancement). Both of the algorithms are quite related to the 
GIE and without GIE terms, but these algorithms are applied 
step wise and gives a more enhanced output for the detection 
of human skin providing better results. On the input image or 
video first the NOGIE algorithm is applied after that the 
NOWGIE algorithm is applied and their results are compared 
at the end. The application of this methodology is via 
MATLAB, an image or video is read and then the noise is 
removed after that object is detected the HSV value is inserted 
in the algorithm here the HSV acts as a membership function 
that varies and continue to change it until the value is set for 
the desired results. After the skin is detected, same procedure 
is repeated on the input, but equalization is implemented after 
the object detection. This methodology is subjected to be 
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deployed in special security drones for the identification of 
criminal suspects, terrorists or spy’s. For example, if a spy or 
terrorist of an enemy have crossed the border or is in a 
sensitive area these special drones will be released to search 
the targeted area where the spy, terrorist is expected to hide. 
The drones will start to look up and will be able to detect the 
suspect from a non-skin background with ease. Further the 
drones can be programmed to perform some action after the 
identification of a spy like to turn on the alarms, call the 
security teams, etc. making a highly intelligent autonomous 
fool-proof security system. 

II. LITERATURE REVIEW 

After studying and reviewing a lot of research papers 
relative to skin detection there are various techniques being 
applied in accordance to detect human skin.The HSV is far 
better than the regular RGB. First is to acquire the optimum 
results the RGB space is converted into the HSV space, HSV 
color space is independent of the three-color components of 
the RGB color space. Then calculate the differences in the 
Histograms of successive video frames on each color 
component respectively the calculated Histogram difference is 
the base for the feature detection, this fuzzy logic based 
human skin detection technique is proved to be very 
satisfactory, but the Interpolation methodology have proven to 
be far better [6], [7]. Applying the skin segmentation along 
with the fuzzy logic is another technique where the whole 
frame comprising skin pixels is divided into two parts one is 
the fuzzy part [6] and the other is skin segmentation, training 
the system requires images with face and non-face here the 
image pixels are read in row segments to form the column 
segments the images consisting of face the system takes then 
as 1 while the comprising of no face the system takes it as a T-
S model based fuzzy training is implemented and the fuzzy 
function comprising weights are learnt via algorithm training 
the system requires multiple images of different pixel values, 
distances and sizes, 69 face and 56 faceless images were 
provided for system training for accurate results in detecting 
faces at instant speed [8]. A simple method is applied for the 
acquisition of skin pixels from RGB images consisting of 
facial constraints, such RGB image is taken as an input then 
techniques are applied for the detection of nose, the color 
pixels of nose’s skin tone is extracted the nose is considered as 
a main region for the identification of the same skin pixels 
from the facial regions after that skin segmentation is 
performed and histogram model is constructed by applying 
fusion strategy via Gaussian Model, the results are obtained 
and compared both Gaussian model and fusion strategy gives 
good results but the Fusion strategy provides the best output 
[9]. The methodology works for the acquisition of facial 
features from images with faces within automatically by the 
selection of convolutional neural network (CNN) that is 
already trained the CNN is one of the most used type of 
artificial neural network for digital image processing 
comprising of multi-layer architecture, the trained CNN when 
provided with an image it divides the pixels and tend to 
identify the skin toned pixels that leads to the identification of 
facial structure, this methodology is capable of matching a 
face when young and when old as the skin tend to get older 
with time but this technique not only recognize the human 

face but also identifies a face when young and when it gets 
older by memorizing the facial constraints of a younger face 
and calculates the age distance with the same older face of 
singleton and image data set efficiently [10]. 

III. PROBLEM STATEMENT 

The problem that arises in the lack of accuracy for skin 
detection and also the mistakes, bugs in the algorithms that 
affect the output and can also alter the results. If the skin 
detection is accurate the output displayed is often not very 
clear or enhanced. In the proposed method the algorithm does 
an accurate skin detection along with enhancement of the 
output image that makes it more visible and clearer to 
understand. Apart from the facial or finger print recognition 
the skin detection is also applied in medical sciences for the 
identification of various skin diseases, infections etc. This 
makes it more complicated for the exact identification of any 
skin disease. Because if not can cause problems and lead to 
false treatment and medication as the system is unable to get a 
proper input so how it will be able to generate an accurate 
output. 

IV. PROPOSED METHOD 

In this paper the proposed methodology is a complete and 
improved skin detection technique, the algorithms are self-
sufficient to detect human skin from an image and video. 
Fig. 1 shows a complete diagrammatic depiction of the 
proposed methodology. When a video is provided as the input 
the algorithms work by first reading the video and then the 
framing is done, still frames are selected and the methodology 
is implemented the procedure is same for an image, images 
are already static. The detection of a certain object is via 
cascade object detector, It divides the input into two parts skin 
and non-skin parts, the skin parts are highlighted as “White” 
while the non-skin parts as “Black”. If a video is provided as 
input it reads the video frame by frame it selects a static frame 
apply the skin detection because during a video a change in 
body posture or face angle it will not work. Fig. 2 shows a 
noisy image, the algorithm implements a few steps in the 
noise removal from the input image or the static frame from 
the video. Fig. 3 shows an image after the noise removal while 
the Fig. 4 represents the steps done for the removal of noise 
from the input image. Fig. 5 shows the next step that the face 
from the input image or video is searched via a function 
known as the [vision Histogram Based Tracker] the function 
acts as an object for the skin detection after that it detect the 
facial constraints like the eyes, nose, skin tone, skin texture 
this allows it to uniquely identify a human with respect to the 
non-skin background, but if talk about the nose, it initiates 
with more precise skin detection as the nose is a skin part with  
respective skin pixels in background leads to increase in the 
accuracy of face detection. Fig. 6 briefs about the application 
of equalization for the NOWGIE algorithm this procedure is 
also followed by the histogram plotting that is shown in the 
Fig. 7 that a histogram will be plotted with respect to the input 
image and the resultant image of skin detection. Fig. 8 shows 
the original image. Fig. 9 explains the acquisition of skin tone 
by the HSV that acts as a membership function for the input 
video and image, the algorithm detects the skin and the HSV 
values of the input image.  Further the next step is the light 
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compensation of the image shown in Fig. 10. Fig. 11 depicts 
the skin detection via NOGIE, the skin-parts in the input are 
represented as “White” while the non-skin parts are 
represented as “Black” while Fig. 12 depicts the skin detection 
via NOWGIE. 

A. Algorithms 

The algorithms of proposed methods are as following: 

1) NOGIE 

a) Image/ Video acquisition 

b) Noise removal 

c) Object detection. 

d) HSV 

e) Skin detection 

2) NOWGIE 

a) Image/ Video acquisition 

b) Noise removal 

c) Object detection. 

d) Enhancement  

e) HSV 

f) Skin detection Selection. 

B. Flow Chart 

 
Fig. 1. Flow chart of proposed methodology. 

V. SIMULATION AND RESULTS 

For simulation and results MATLAB R2017a is used. The 
simulation results are as following: 

 
Fig. 2. Noisy image. 

 
Fig. 3. Image after noise removal. 

 
Fig. 4. Steps of noise removal. 

 
Fig. 5. Face detection. 
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Fig. 6. Original image vs Equalized image. 

 
Fig. 7. Histogram plotting on original image vs Equalized image. 

 
Fig. 8. Original image. 

 
Fig. 9. Hue saturation value (HSV) of original image. 

 
Fig. 10. Light compensation from original image. 

 
Fig. 11. Skin detection with NOGIE. 

 
Fig. 12. Skin detection with NOWGIE. 

VI. CONCLUSION 

In the digital image processing field, facial recognition or 
finger print recognition are a part of the skin detection topic. 
Although there are multiple skin detection techniques applied 
but the proposed methodology in this article have provided 
very satisfying results, the methodology implies on the HSV 
that gives more better output in than RGB or YCbCr. The 
proposed methodology comprises of the object detection 
technique which enables it to only detect human skin from the 
input comprising of the existence of any material. The 
mentioned algorithms NOGIE and NOWGIE, both of these 
algorithms are applied on the same input providing different 
results but they are compared for the better understanding of 
the methodology. NOWGIE provides more better results in 
comparison to NOGIE. Due to special image enhancement by 
the equalization technique is applied on the input in NOWGIE 
that is not applied in NOGIE but in both algorithms noise is 
removed that gives improved skin detection this enhanced 
version of the previous methodology gives far more better and 
improved results as this methodology comprises of the object 
detection techniques by which it first detects the human skin 
that acts as an object apart from any other skin. The skin pixel 
ratio of this proposed method and previously proposed method 
are mentioned in Table I. In the with GIE and without GIE 
techniques the skin pixel values are different for old and new 
algorithms but when compared the skin pixel percentage in 
with GIE method is less than the without GIE due to the 
accuracy of detecting only skin pixels while without GIE is 
less accurate as it is detecting a bit of the non-skin pixels as 
well. 
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TABLE I. ASPECT OF SKIN PIXEL RATIO IN NEW AND OLD 

METHODOLOGY 

S

r 

n

o 

Algorit

hm 

With GIE Without GIE 

Total 

pixels 

Skin 

pixels 

Skin 

pixel 

percent

age  

Total 

pixels 

Skin 

pixels 

Skin 

pixel 

percent

age 

1 old 
60057

60 

12236

28 
20.37% 

60057

60 

17142

42 
28.54% 

2 new 
60057

60 

85842

1 
14.29% 

60057

60 

99444

5 
16.55% 

VII. DISCUSSION AND FUTURE WORK 

Skin detection is a difficult task to perform in the area of 
digital image processing due to the difference in the skin tone 
of humans from different regions around the world. Although 
the human skin tone can also resemble to other things too. 
With the successful and satisfying results of the with GIE 
technique presented in this methodology. In future this method 
can be established for the identification of various skin 
diseases mainly skin cancer. 
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Abstract—The trend of communication is changing from
mobile messages to the online social networks, for example, Face-
book. The social networking applications and websites provide
many of the characteristics, such as personal photo sharing.
On the positive side by that many individuals form the social
relationships. However, the online social networks may lead to
the misuse of personal information and its disclosure. The social
networks are static and assume equal values for the individuals
who are directly connected. On the other hand, in real life the
social relationships are dynamic and they are based on different
attributes such as location, family background, neighborhood
and many more. In order to be secure from the undesirable
consequences due to personal information leakage, the effective
mechanisms are required. In this paper, a model is proposed
for the privacy in online social networks. The proposed model
restricts the disclosure of personal information to the individuals.
The information of one individual may be disclosed based on
the relationship strength and the context. The implementation
of this model on the social networks reduces the percentage of
information disclosure to the less known individuals.

Keywords—Online social networks; privacy; social relationships

I. INTRODUCTION

Day by day increasing availability of the Internet also
increase number of devices that are used for communication,
such as mobile phones. These devices help in arranging the
online streaming and conferencing. One of the main usages of
these devices is the communication through the online social
networks (OSNs). The users of phone spent unprecedented
time while using the OSN websites. Many of the individuals
also use OSNs for the business purpose to advertise the
products. However, the in- formation sharing such as loca-
tion sharing on the social networks may lead to information
disclosure. Many of the user leave the privacy settings on of
the social networks on default. As the meeting online is very
different when compared with the meeting in real life. So, it is
very important to protect your data and personal information.
Due to which, the security and privacy concerns are getting
attention of many networking communities [1]. With features
available for the privacy settings, it is mentally fine to put the
information on private. However, the social friendship with
individuals may leak the information the attackers [2], Liu et
al. [3]. Unlike social networks the relationships in real life
evolve with time. So it also raises many questions regarding
the maintenance of social relationships. In OSNs there is a
need for a proper mechanism to manage social relationships of
individuals in a dynamic environment with diverse audiences.

The main motivation for this research is to develop a model to
represent user’s diverse social relationships on the basis of rela-
tional strength and social context. In everyday life relationship
strength and social context are crucial factors to decide what to
reveal and whom to reveal. Whereas, current OSNs offer friend
as the only possible bidirectional relationship, which lack
diversity in the type of social relationships which users form in
everyday life. The objective of this research to design a model
for social relationships in online social networks which mimic
real life relationship forming pattern. More specifically, this
paper provides the details of modeling dynamism, asymmetry,
relational strength, and contextual integrity in user relationship
in OSNs. The following questions are addressed:

• How to model user’s relationship in online social
networks?

• How to model user’s relationship strength in online
social networks?

• How to model user’s contextual role in online social
networks?

• How to model user’s interactions in online social
networks?

The study on audience segregation was conducted by
Leenes et al. [4], where the authors develop an experimental
online social network prototype known as the Clique. The
Clique is inspired from Goffmans theory of self-presentation
and offers the mechanism for audience segregation. The Clique
required the users to invest energy and time to perform
audience segregation. The study [5] based on the partitioning a
users friends has also improved the privacy concerns. Authors
in [6], [7] proposed the model for grouping social friends with
matching characteristics in order to improve the privacy (see
also [8]). The evaluation of privacy on social websites is also
in consideration of many researchers [9]-[11].

II. PRIVACY: THEORETICAL FRAMEWORK

One of the simplest definitions of privacy is the individual’s
claim and rights to control personal information from being
access by the unauthorized or public. The information privacy
on the social network is control by the individual and it is
expected to remain safe from the disclosure [12]. Some of the
well-know sources of online data such as:

• Location based applications

• Research and collaboration tools
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• Online hospitals

• Online photo sharing

• Open access User profiles

One of the famous frameworks proposed for privacy of
information is proposed in [13]. Where the focus was on the
elements such as data integrity and privacy. The paper extends
the idea over the social websites. Many of the researchers
suggest that the information privacy and contextual integrity
are related with each other [14], [15]. The authors in [16],
[17] suggest the quality of relationship over the social networks
plays a vital role in the minimization of information disclosure.
In this paper, the proposed theoretical framework merges these
social theories to address the multidimensional issue of privacy
in social web. In following subsections, we illustrate the
deficiency of existing privacy controls with help of problem
scenarios that can be motivating factor to adapt our theoretical
framework.

A. Contextual Integrity

Lets consider a simple example to understand the con-
textual integrity. Bob has several friends from his social life
and he is also connected with his employer. Bob attain a
social gathering near his city. Bob wishes to share the photos
of party with his friends but not his office colleagues and
employer. Currently all profile information of Bob is available
to all his friends equally (by default). Among his friends,
Bob also wishes to disclose photos to a limited number of
friends depending on relationship context to avoid any embar-
rassing situation caused by revealing personal information to
unintended audiences. One can argue that Bob can manage
relationship context by creating lists and circles, whereas
managing the appropriateness of these lists and circles is sole
responsibility of the user. We know that social relationships
are dynamic so maintaining the appropriateness of these static
lists and circles is quite difficult and nearly impossible.

B. Disclosure Minimization

In reality social relationships are dynamic, and asymmetric
in nature. Let us discuss a scenario to understand relationship
dynamism. Alice started friendship with Bob almost five year
ago. Alice has a new friend Eve on Facebook. With the passage
of time Alice and Bob became the best friends. From the story
is it observed that Alices relationship strength with Bob is
strong, whereas relationship strength between Alice and Eve
is weak. In future it is possible that Alice and Eve become the
best friends. Moreover, it is also possible that the friendship
between and Alice and Bob may break. Due to which, Alices
relationship strength with Bob changes from strong to weak,
and with Eve weak to strong. Consider another scenario to
illustrate asymmetry in relationships. Bob is friend of his Boss
on social networking site. Bob likes and comments positively
on each post of his Boss. His Boss never commented or liked
his status updates. It might be a mistake to consider Bob as
close friend to his Boss. As interaction involve time and effort
from participants. Bob has invested a lot of time, whereas,
his Boss has invested no time. Boss has high influence on
Bob, but Bob has no influence on his Boss. Influence is often
asymmetric.

C. User Control

There are several occasions where the privacy of one
individual be affected by the others, for example liking a post
on Facebook. Photo Tagging is very common example of this
phenomenon. The user controls are helpful in the situation. For
example, on Facebook there is a control, which prevents others
to tag you in a post or photo. The more advanced feature seeks
permission from the tagged person before the use of tag. More
examples of user controls are the setting of who can see the
information you post.

III. PRIVACY PRESERVING RELATIONSHIP MODELING

Our model addresses the issues of context collapse, max-
imum personal information disclosure, and lack of user con-
trol from sociological perspective. The proposed model is a
modified version tie strength, contextual integrity, interpersonal
boundary management and presentation of self. Such theories
contains guidelines for individuals to control their personal
information disclosure in face-to-face conservations. The do-
main of online social networks can also benefits from these
foundational concepts of sociology. In following sections, we
discuss building block of the model along with its formalism.
The detailed description of social theories and their relation-
ship with our model is avoided due to space limitations.

A. Preliminaries of the Model

OSNs are expressed by the number of users, relationship
network, data collection and the user activity stream. Multiple
criteria for classification of these OSNs entities is used. We
benefit from research literature in privacy domain to identify
these criteria [18]-[20]. Some of the factors used for clas-
sification are tie strength, information sensitivity, interaction
intensity and user attitude towards privacy in online social
networks.

1) Types of OSN Users: The users can be categorized
depending on their behaviour and attitude towards privacy
in online social networks. The attitude and the behavior are
the key elements towards the information privacy. The privacy
risks of each user can be determined by his usual behaviour
and attitudes on OSNs. Following are the different types of
OSN users [19]:

1. Socializers: The users join OSNs in order to make new
friends just for the sake of entertainment. These users have
large friend network but most of them are casual friends. The
privacy policy suggested for these users is soft privacy.

2. Attention-Seeker: The users join OSNs to present them-
selves to the world. The users have extensive friend network,
but they keep in active conversation with a limited number of
friends. Generally, the privacy for these users is soft privacy.

3. Followers: The users join OSNs to keep up with what
their peers are doing. The users have medium friend network.
The privacy policy suggested for these users is hard privacy.

4. Faithful: The users join OSNs to rekindle old friendships.
The users have medium friend network, most of their friends
are from school or university. The privacy policy suggested for
them is soft privacy.
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5. Functionals: The users join OSNs for doing political
campaigning, or charity work. The users have large friend
network, most of their friends are of casual nature. The privacy
policy suggested for them is hard privacy.

2) Types of social contexts: The relationship network of
OSNs users is diverse in nature and users play several roles
across different social contexts. Ozenc et al. [21] identified that
three social contexts are very common among all OSNs users
and needed management of intimacy levels within these social
context for better social experience in online social networks.

1. Family: This context refers to relatives and can be
inferred by analyzing profile attributes such as relationship
status.

2. Work: This context refers to professional circle and can
be inferred by analyzing profile attributes such as present and
past work affiliations.

3. Social: This context refer to friends and can be inferred
by analyzing profile attributes such as educational background,
interests etc.

3) Types of social interactions: Online social networks
provide rich set of user interaction for communication and
information sharing and interaction pattern plays vital role to
determine the quality of relationships among user in various
social contexts.

1. Messaging: This refers to one to one communication
method. Each message has sender, receiver, and content.

2. Posting: This refers to one to many communication
method. Each post is created by certain user on specific user’s
wall with specific content, and certain set of audience.

3. Commenting: This is kind of post which is contribution
in response to existing topic of discussion.

4. Tagging: This refers to sharing content with stakeholders.

5. Liking: This refers to contribution to existing post.

6. Chatting: This is kind of messaging which include
session.

7. Wishing: This is kind of post that may include: creator,
wall, data, and audience.

4) Grouping of user data: Since OSNs user share vast vari-
ety of multimedia content in their profile pages. Different data
items may have different level of information sensitivity. Ho
et al. [18] group user data into following categories depending
on the sensitivity of information. This categorization can be
useful in deciding privacy policy for OSN users.

1. Healthy: These users share data that is not harmful to
anyone in terms of privacy.

2. Harmless: It is also like healthy data, which is used by
marketing companies for business purpose.

3. Harmful: The disclosure of harmful data to inappropriate
audience can create security and privacy risk.

4. Poisonous: The disclosure of poisonous data to audience
other than strong ties can create security and privacy risk. This
data contains information that can be help to track user or
extract his financial information.

Ho et al. [18] also categorize shared data of OSNs users
into five groups. All the data shared on OSNs falls into one of
these groups. This grouping deals with nature of information
contained in the data.

1. Identity: The data such as name or phone number, which
is enough to identify a person.

2. Demographic: The data that contains the details such as
gender, age, height, etc.

3. Relationships: The data refers to the relationship infor-
mation of OSN users such as added friends, etc.

4. Activity: The data that shows the activities of a user.

5. Multimedia-content: The data refers multimedia, for
example videos shared by the user.

Hu et al. [8] identified four different types of user privileges
over data that can be important while assigning privacy policy:

i) Owner: The user is called owner of the data if it is
contained in space of the user.

ii) Contributor: The user is called contributor of the data
if it is commented or liked by the user.

iii) Stakeholder: The user is called stakeholder of the data
if it tags the user.

iv) Disseminator: The user is called disseminator of the
data if it is shared by the user.

5) Social relationship based privacy levels: The four pri-
vacy levels are suggested on the basis of relationships strength,
social context and type of the users:

1. No-Privacy: This privacy policy is very liberal in nature.
It allows everyone to access all type of user data.

2. Soft-Privacy: This privacy policy restricts access to poi-
sonous data only to audience with strong ties, whereas healthy
and harmless data is accessible to everyone. This policy is
suitable for socializers, attention seekers, and faithfuls.

3. Hard-Privacy: This privacy policy allows everyone to
access healthy data, whereas access to other types of data is
restricted. This policy is suitable for followers and faithful
users.

4. Full-Privacy: This privacy policy is very conservative in
nature.

Table I represents various entities described in this section
and highlights the their influence on each other. We describe
privacy preserving social relationship model in next section
using these building blocks.

B. Formalization of the Model

An OSN denoted by S is a 5-tuple and it is defined as:
Users, Data, Relationships, Interactions, Policy. The descrip-
tion of each is given below.
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TABLE I. PRIVACY POLICY FOR OSN USERS

Attributes Socializer Attention Seeker Faithful Follower Functional

Friend Network Large Large Small Medium Medium

Interaction Type Photo Posting Photo Posting Messege Commenting Wall Posting

Photo Tagging Commenting Chatting Liking Liking

Commenting Liking Wall Posting Wall Posting Commenting

Liking Wishing – – –

Relationship Strength Weak Tie Weak Tie Strong Tie Strong Tie Weak Tie

Contextual Role Social & Work Social Family & Social Family & Social Work & Social

Context Type Harmful Harmful Poisonous Harmless Harmless Harmless

Privacy Policy Soft Privacy Soft Privacy Hard Privacy Hard Privacy Soft Privacy

1) Users is the tuple: (U, Type, userType, Profile, userPro-
file, Policy, userPolicy, such as: U{u 1,· · · ,u n} a finite set of
OSN users identifiers. Type={Socializers, Attention-Seekers,
Followers, Faithfuls, Functionals} userType= U = 2Type this
is the case of assigns for each user at least one social category.

Profile = {p1, , pm} is a finite set of profiles such that:
m ≤ n.

userProfile: U − −2Profile is a function that assigns for
each user at least one profile.

Policy={No-Privacy, Soft-Privacy, Hard-Privacy, Full-
privacy}

userPolicy : Profile− > Policy is a function that
assigns a privacy policy to each profile.

2) Data is the tuple: (D, Type, dataType, Sensitivity,
dataSensitivit) D = {d1, , dm} a finite set of data items
represented by data identifier.

Type={Identity, Demographic, Relationship, Ativity,
Multimedia-Content}

dataType = D− > Type is a function that assigns for
each data item a type.

Sensitivity={Healthy, Harmless, Harmful, Poisonous}
dataSensitivity = D− > Sensitivity is a function that

assigns sensitivity level to each data item.

3) Relationship is the tuple:
(U,D,C,S,P,relU2U,relU2D,relD2D), where:

C={Social, Family, Work} is a set representing the rela-
tionship context.

S = attr 1: val 1,, attr n:val n this set represents relation-
ship strength.

P = Owner, Stakeholder, Contributor, Disseminator repre-
sents users privilege over data items.

relU2U = U × U− > C × S is a function to determine
relationships among users.

ErelU2D = UD− > 2P is a function to determine
relationship among user and data.

relD2D = D− > 2D is a function to determine relation-
ship among different data resources.

4) Interactions is tuple (U, D, R, , Weight,
History): = {Messaging,Posting,Commenting,
Tagging,Liking,Chatting,Wishing} is set of actions

Weight : − > [0, 1]

History : U− > 2

5) Policy: It is an propositional logic formula over the set
of parameterized actions.

An OSN is formalized using above mathematical repre-
sentation that facilitates the system component description
and manipulation. We describe formally all what is earlier
mentioned in the previous section. The users are described as
entities with type, profiles and their associated policies. In our
formalism we represent all kind of relationship between the
OSN entities and we annotate them with a weight value that
characterize the strength of the relationship. The data items are
considered as objects with the sensitivity dimension. We also
take into consideration all kind of actions that are needed in
the interactions between users themselves as well within the
existing objects. Finally we describe a policy as a constraint
taking the form of a propositional logic formula where the
atomic propositions are the OSN entities values.

IV. CONCLUSION AND FUTURE WORK

With the growing number o smart phones as well as
the Internet access. Moreover, the trend of using the social
networking websites is also increasing. Due to the many social
networking websites the data of users is available to the
audience. This leads to the privacy concerns and disclosure of
personal information. This paper presented a model based on
the social relationships on OSNs. The model adopts the well
know theories and decides the privacy concerns by defining
weak and strong ties. The proposed model proved to minimize
the disclosure of personal information. In future, the same
work could be performed by using the ontological models for
high performance.
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Abstract—In nowadays, wireless sensor network (WSN) has 

been established as a leading emerging technology in the field of 

remote area distributed sensing due to its diverse application 

areas. Key pre-distribution is an important task in WSN because 

after the deployment of sensor nodes, their neighbors become 

strange to each other. To secure the communication, neighbor 

nodes have to generate a secret shared key, or a key-path must 

exist between these nodes. In this paper, we have discussed and 

presented various key pre-distribution protocols, namely, the 

polynomial pool-based key pre-distribution which is a scheme for 

creating pairwise keys between sensors on the foundation of a 

polynomial-based key pre-distribution protocol, introducing two 

effective instantiations: a random subset assignment key pre-

distribution scheme and a grid-based key pre-distribution 

scheme. Other studied key pre-distribution schemes (KPDS) are 

Peer Intermediaries Key for Establishment (PIKE) and Group-

based key pre-distribution scheme. The performances of these 

schemes have been assessed through the simulation of different 

grids under the TinyOS environment. 

Keywords—Key management; wireless sensor network (WSN); 

key pre-distribution schemes; polynomial pool-based KPDS; PIKE; 

group-based KPDS 

I. INTRODUCTION 

Wireless Sensor Network is a group of several resource-
constrained sensor nodes that can be accessed via a wireless 
medium. These sensor nodes are favored because they are 
low-priced, self-organized and simple to deploy. WSNs are 
used in military applications, such as military surveillance and 
battlefield supervision, and civilian ones such as medical 
monitoring, smart agriculture, etc. [1]. The security of WSNs 
is a very important aspect which has been actively studied by 
researchers. Different applications need WSNs to exchange 
delicate information that necessitate a high level of security to 
succeed. Yet, strong security is difficult to achieve with 
limited resources of sensor nodes. 

Key management is the element key for security in WSNs 
because it is the foundation of various security services, like 
encryption and authentication. The principal goal of key 
management scheme is to provide secure communication 
between sensors in the network [2]. But, the critical 
assignment of key management is the establishment of a 
pairwise key between two nodes in the network. Different 
researchers proposed many protocols, such as Polynomial 
Pool-Based Key Pre-Distribution scheme which has two 

efficient instantiations: a Random Subset Assignment KPDS 
and a Grid-based KPDS, Peer Intermediaries Key for 
Establishment, Group-based KPDS, etc. 

In these schemes, the sensors’ deployment, which can be 
randomly or uniformly, can improve the key pre-distribution 
[3], [4]. So, this paper presents and compares the 
performances of these different schemes in terms of packet 
loss rate and energy consumption. 

The rest of this article is arranged into six sections. 
Section 2 presents an overview of the different polynomial-
based key pre-distribution techniques and Section 3 introduces 
the general framework of the polynomial pool-based key pre-
distribution and a description of the two instantiations. In 
Section 4, other key pre-distribution techniques are reviewed. 
The simulation results are introduced in Section 5. Finally, 
Section 6 concludes this paper. 

II. POLYNOMIAL-BASED KEY PRE-DISTRIBUTION SCHEMES 

Polynomial-based key pre-distribution protocol [5] is the 
basis of new techniques such as Polynomial pool-based key 
pre-distribution. This protocol was created for group key pre-
distribution. 

The security tolerance of the scheme is decided by the size 
of security threshold to a great extent [6]. However, once the 
number of compromised nodes is bigger than the security 
threshold, the network security performance would be rapidly 
declined. Besides, to improve the resilience against node 
capture, the scheme is implemented at the expense of network 
connectivity [7], [8]. 

III. POLYNOMIAL POOL-BASED KEY PRE-DISTRIBUTION 

A general framework for key pre-distribution based on the 
scheme was developed to secure the key establishment 
techniques. It is called polynomial pool-based key pre-
distribution [11] due to the use of a pool of many random 
bivariate polynomials. 

The main concept of the polynomial pool-based key pre-
distribution can be considered as the combination of the 
polynomial-based KPDS and the key pool idea consumed in 
[9] and [10]. 

Liu and Ning [11] created a general framework for 
polynomial pool-based pairwise key pre-distribution in 
wireless sensor networks and two possible instantiations for 
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key pre-distribution schemes, namely Random Subset 
Assignment KPDS and Grid-based KPDS [12]. 

A. Random Subset Assignment KPDS 

We introduce in this section, the first possible instantiation 
of the common framework by employing a random plan for 
the subset assignment in the set-up phase. 

This scheme can be taken as a prolongation to the 
fundamental probabilistic scheme introduced in [10]. The 
primary distinctness of this scheme from the basic 
probabilistic scheme is that it randomly picks polynomials and 
attributes their polynomial shares to each sensor instead of 
randomly choosing keys from a big key pool and attributing 
them to sensors. For that reason, a random subset can be 
designed as an extension to the fundamental probabilistic 
scheme [13]. This scheme also differs in the sense that it uses 
a distinct key for each link [14]. 

B. Grid-Based KPDS 

Another instantiation of the general framework introduced 
in this section is called grid-based KPDS [15]. This scheme 
has many interesting properties. First of all, it ensures that 
even when there are no compromised nodes, any two sensors 
can create a pairwise key between them and the sensor nodes 
can report to each other. Second, grid-based KPDS is resilient 
to node compromise. Even if some sensors are captured, there 
is still a great chance for the key establishment between the 
uncompromised nodes using this approach. Third, with grid-
based KPDS, a sensor node can define whether or not it can 
create a pairwise key with another node, and if so, which 
polynomial should be utilized. As a result, there isn’t a 
communication overhead over the polynomial share discovery. 

IV. OTHER KEY PRE-DISTIBUTION TECHNIQUES 

Besides the polynomial pool-based key pre-distribution 
scheme, various key distribution techniques are implemented, 
such as Peer Intermediaries Key for Establishment and Group-
based key pre-distribution scheme. In this section, we present 
these schemes so that we can compare them with the 
Polynomial pool-based KPDS. 

A. PIKE 

Chan and Perrig [13] proposed a method called Peer 
Intermediaries Key for Establishment (PIKE) and dedicated to 
the key establishment. The basic idea behind this scheme is 
employing peer sensor nodes like trusted intermediaries. PIKE 
was created to overcome the absence of scalability of the 
existing symmetric key distribution schemes. Each node 
shares another (unique) pairwise key with each of the other 

nodes (O √  )  in the network. 

Each node in Fig. 1 will be loaded with 18 keys (9 keys for 
the nodes belonging to its line and 9 keys for the nodes 
belonging to its column). In general, each node stores 

2( √  1) keys and the whole number of unique keys 

generated is n (√  1). 

 
Fig. 1. Virtual space of node identifiers of a network of 100 nodes [16]. 

B. Group-Based KPDS 

In Group-based KPDS, sensors are distributed and 
organized only in groups [17]. The deployment knowledge 
utilized to increase the performance of key pre-distribution 
revolves around the observation that the sensor nodes in the 
same group are distributed close to each other. This 
assumption is usually true since the sensor nodes in the same 
group are assumed to be displayed at the same time from the 
same point. Once the sensor nodes are displayed in the field, 
they become static. 

Based on this deployment model, the sensor nodes in the 
same deployment group have an important probability of 
being neighbors. Group-based KPDS uses two methods, in-
group key pre-distribution and cross-group key pre-
distribution. 

A sensor node can, without difficulty, assess which 
displayed group or cross-group other sensor nodes appertain to 
based on their ID as showed in Fig. 2. 

 
Fig. 2. An example of group construction [17]. 

V. SIMULATION AND RESULTS 

In this section, we assess the performances of Random 
Subset Assignment KPDS, Grid-based KPDS, PIKE and 
Group-based KPDS using the TinyOS simulator. 
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For this purpose, we have simulated random and grid 
WSNs with 9, 25, 49, 81 and 100 nodes distributed over the 
field and certain metrics, such as the time of communication 
between nodes, Packet loss and energy consumption have 
been measured and compared. The goal behind simulations is 
to find out the perfect scheme which minimizes the packet loss 
and energy consumption for each network, and which scheme 
provides the best probability of establishing a direct and 
indirect key. 

C. Time for Communication between Nodes 

Random Subset Assignment KPDS has a random topology 
which generates a direct communication between two nodes 
and consequently a direct pairwise key establishment without 
using an intermediary node. And for Grid-based KPDS, any 
sensor node can create a direct pairwise key among two nodes. 

So in this section, we have studied the time for 
communication between any two nodes in the network to find 
which node (sender, intermediary or receiver) and scheme 
consumes more time in the communication in only PIKE and 
Group-based KPDS. 

Random Subset Assignment KPDS has a random topology 
which generates a direct communication between two nodes 
and consequently a direct pairwise key establishment without 
using an intermediary node. And for Grid-basedKPDS, any 
sensor node can create a direct pairwise key between two 
nodes. 

So in this section, we have studied the time for 
communication between any two nodes in the network to find 
which node (sender, intermediary or receiver) and scheme 
consumes more time in the communication in only PIKE and 
Group-based KPDS. 

After several simulations of PIKE and Group-based KPDS, 
it was noted from Fig. 3 that the time to establish a session for 
the intermediate node is superior to the Sender and Receiver 
nodes because it needs more time to communicate with them. 

 
(a) 

 
(b) 

Fig. 3. Time for establishing a session between different nodes for (a) PIKE, 

(b) Group-based KPDS. 

Because once intermediary node is chosen, sender node 
encrypts the new key to be shared with the receiver node using 
the key it shares with the intermediary and then sends it to 
intermediary node. Intermediary node decrypts the key and re-
encrypts it using the key it shares with the receiver node, and 
sends it to receiver node. 

After several simulations of the different techniques from 
9 to 81 nodes during a fixed-time simulation and in the same 
area, it was noted from Fig. 4 that the time required for 
establishing a session is the highest for a network with 9 nodes 
compared to bigger larger networks because the nodes in each 
scheme are deployed in the same area, so when the network 
size increases, the time for establishing a session decreases 
since the distance between the nodes also decreases. 

 
(a) 

 
(b) 

Fig. 4. Time for establishing a session for (a) Random subset assignment 

KPDS, (b) Grid-based KPDS, PIKE and group-based KPDS. 

Among the different schemes, the Random Subset 
Assignment one consumes more time than others. In this 
scheme, the sender node requires an intermediate node to send 
its message to the receiver node, hence going through several 
intermediate nodes to find the suitable one to share a key with. 
So, this scheme requires more time than Grid, PIKE and 
Group-based ones. 

D. Packet Loss 

We have studied the packet loss caused by the different 
type of nodes (sender, intermediate and receivers nodes) for 
the four schemes. 

Fig. 5 shows the average packet loss rates for the three 
groups of nodes for Random Subset Assignment KPDS, Grid-
based KPDS, PIKE and Group-based KPDS. We have noticed 
that the average packet loss reaches the highest level in 
Random Subset Assignment and the lowest level in Group-
based. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5. Average packet loss rate for the ―Sender‖, ―Intermediate‖ and 

―RECEIVER‖ NODes for (a) Random subset assignment KPDS, (b) Grid-
based KPDS, (c) PIKE and (d) Group-based KPDS. 

We have also noticed that when the size of the network 
increases, the average packet loss rate increases as well. 

In Random Subset Assignment KPDS, the overhead 
storage is low. In addition, sensors can be added without 
communicating with nodes already deployed in the network. 
Given some storage constraints and the necessary probability 

of sharing the direct keys between sensor nodes, the Random 
Subset Assignment KPDS can allow a limited number of 
compromised sensor nodes while polynomials pre-distribution 
scheme can allow a big fraction of compromised nodes. 
However, due to the affectation of the nodes in a specific 
order, Grid-based KPDS allows a perfect distribution of nodes 
so that the sensor nodes can create direct keys which are 
adjacent to each other. Thus, it can considerably reduce the 
overhead communication of the key path establishment, which 
leads to a better packet loss than that of the Random Subset 
Assignment KPDS. On the other hand, PIKE is a key-
establishment protocol that implicates employing one or many 
sensor nodes as a trusted intermediary to expedite key 
establishment. Unlike the other protocols, memory overheads 
and the communication of this protocol help to achieve a 
higher security against the compromised node and a restricted 
probability of packet loss compared to other protocols. As for 
Group-based KPDS, the deployment model is more realistic 
than the other models, such as Random Subset Assignment 
KPDS and Grid-based KPDS, because it requires less effort in 
the deployment of sensor nodes, while providing an 
opportunity to improve key pre-distribution and a better 
probability of packet loss. 

From Fig. 5 we can note that the intermediate nodes 
exhibit the highest packet loss rate compared to the sender and 
receiver nodes for the 4 studied schemes (Random Subset 
Assignment, Grid-based KPDS, PIKE and Group-based 
KPDS). 

E. Energy Consumption 

Fig. 6 reveals that when the size of the network increases, 
the average energy consumption increases as well. However, 
the average energy consumption in Random Subset 
Assignment KPDS is superior to that of the other schemes. 
For Grid-based KPDS, PIKE and Group-based KPDS, there is 
no big difference in the average energy consumption, but 
Group-based KPDS achieves the lowest values. 

 
(a) 

 
(b) 

Fig. 6. Average energy consumed by the nodes of the four schemes for (a) 

Random subset assignment KPDS, (b) Grid-based KPDS, PIKE and group-

based KPDS. 
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Although Grid-based KPDS can guarantee the highest 
security level, it has certain constraints in terms of the 
maximum network. Compared to other methods, PIKE 
minimizes the storage key in the memory nodes before 
deployment. However, the exchanges of key establishment 
messages consume time and energy. In PIKE, network nodes 
are proposed to be used as trusted intermediaries instead of the 
base station in order to relax nodes close to the base station. 
However, this solution could be a disadvantage, i.e. if the 
trusted intermediary nodes A and B are captured, A will no 
longer share a key with B. PIKE has a lower level of memory 
storage than Random Subset Assignment KPDS, while 
requiring a communication overhead. This scheme presents 
many interesting trade-offs in terms of memory and energy 
overhead compared with the trade-offs available by the other 
schemes. However, even though the probability of a secure 
communication between the neighbor "cross-group" is low, 
Group-based scheme presents a high connectivity and the 
deployment of sensor nodes is easy and effortless. This 
scheme presents a strong resilience against attacking nodes, 
helps to improve key pre-distribution and introduces better 
energy consumption than the other protocols. 

F. Probability of Establishing a Direct and Indirect Key 

between two Nodes 

Fig. 7 shows the results of comparing the four protocols in 
terms of the direct key establishment. It is noted that when the 
network size increases, the probability of establishing a direct 
key between two nodes decreases. 

 
(a) 

 
(b) 

Fig. 7. Probability of establishing a direct key between two nodes for 

(a) Random subset assignment KPDS, (b) Group-based KPDS, PIKE and 

grid-based KPDS. 

 
(a) 

 
(b) 

Fig. 8. Probability of establishing an indirect key between two nodes for 

(a) Random subset assignment KPDS, (b) Grid-based KPDS, PIKE and 

group-based KPDS. 

We can see that Group-based KPDS has certainly a greater 
probability of establishing a direct key between two sensors 
than Random Subset Assignment KPDS, PIKE and Grid-
based KPDS. This displays that Group-based KPDS can 
handle an important number of sensor networks with the same 
network settings. 

Although Random Subset Assignment KPDS can be 
configured to obtain a perfect security, it can support only a 
restricted number of sensor nodes to guarantee a certain 
probability of having direct keys between sensor nodes. But, 
Group-based KPDS can reach a much higher probability to 
establish direct keys between neighboring nodes than Grid-
based KPDS [18]. So, the performance of this scheme is better 
than that of Grid-based KPDS. 

Fig. 8 compares the probability of creating an indirect key 
between the sensor nodes between the different protocols. 

In this part, we consider the probability of an indirect key 
between two sensor nodes when they cannot create a direct 
key. We can clearly see from Fig. 8 that the probability of the 
Group-based KPDS outperforms all other protocols. In other 
words, as long as the sensor nodes are deployed in groups, 
Group-based KPDS can be used to obtain high-performance 
key pre-distribution schemes for sensor networks. 

Grid-based KPDS has unique properties which the other 
schemes do not have. First of all, it is ensured that any two 
nodes could create a pairwise key either direct or indirect 
communication and without using an intermediate node when 
the sensor nodes can be transmitted to each other and in the 
absence of compromised sensor nodes in the network. In 
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addition to the efficiency in the determination of the key path, 
the transmission cost is inferior to that of other systems. In the 
second place, even if there are compromised nodes in the 
network, there is an important probability that two non-
compromised nodes can restore a pairwise key. For PIKE, this 
protocol has a uniform communication model for the key 
establishment, which is difficult to be disturbed by an attacker. 
Contrary to the current popular mechanisms such as random-
key pre-distribution, PIKE has the benefit of a non-
probabilistic key establishment, thus whatever two nodes are 
ensured to establish a key. Also, the probability of having a 
direct key between two adjacent sensor nodes in the Group-
based KPDS is much bigger than that in the Random Subset 
Assignment KPDS and Grid-based KPDS. 

Group-based KPDS has a better security performance than 
Random subset assignment KPDS at the level of both 
compromised direct key and compromised indirect key 
between nodes deployed in the same group of the network. 

A comparative study of the various key pre-distribution 
schemes presented in Table I [19], this comparative study 
considering the type, scalability, computational overhead, 
communication overhead, storage load, resilience to node 
capture and security as the parameters. 

TABLE I.  COMPARASON BETWEEN THE FOUR SCHEMES 

 

Random 

Subset 

Assignment 

KPDS 

Grid-

Based 

KPDS 

PIKE 

 

Group-

based 

KPDS 

Type Prob. Prob. Det. Prob. 

Scalability Good Good 
Not 
Scalable 

Good 

Computational 

overhead 
Low Low Low Low 

Communication 

overhead 
Low Low Low Low 

Storage load Low Low Low Good 

Network 

Resiliency 
Maximal Maximal Maximal Maximal 

Nodes 

Compromised 
Yes Yes Yes Yes 

Security Normal Good Normal High 

VI. CONCLUSION 

In this paper, we presented the polynomial pool-based 
pairwise key pre-distribution in sensor networks, which is 
based on the basic polynomial-based key pre-distribution and 
its two instantiations (key pre distribution scheme based on 
Random Subset Assignment KPDS and the grid-based KPDS). 
We have also introduced Peer Intermediaries Key for 
Establishment and Group-based key pre-distribution scheme.  

By simulating these schemes using TinyOS simulator for 
random and grid networks, we showed that Group-based 
KPDS is more efficient than the other schemes because it has 
achieved the lowest values in terms of energy consumption, 
packet loss rate and time for communication between nodes. 

Also, Group-based KPDS provides a much higher probability 
in terms of establishing direct and indirect keys. 

Future work introduces the new version of Group-based 
KPDS, which will be evaluated and compared to PIKE and the 
standard Group-based KPDS. 

REFERENCES 

[1] S. Muhammad K. Raazi and S. Lee, ―A Survey on Key Management 
Strategies for Different Applications of Wireless Sensor Networks‖, 
Journal of Computing Science and Engineering, Vol. 4, No. 1, Pages 23-
51,  March 2010. 

[2] S. Akhbarfar and A.M. Rahmani, ―A Survey on key pre distribution 
Schemes for security in Wireless Sensor Networks‖, International 
Journal of Computer Networks and Communications Security, Vol. 2, 
No. 12, 423–442, December 2014. 

[3] S. Sibi and A. R Thamizarasi ―Key Pre-Distribution Methods of 
Wireless Sensor Networks‖ International journal of Scientific & 
Engineering Research, Vol 4 ,2013. 

[4] M. Javanbakht, H. Erfani, H.H. S.Javadi and P.Daneshjoo, ―Key 
Predistribution Scheme for Clustered Hierarchical Wireless Sensor 
Networks based on Combinatorial Design‖, Published online in Wiley 
Online Library, Vol. 7, No 11, pp 2003–2014, 2014. 

[5] C. Blundo, A.  Santis, A. Herzberg, S. Kuten, U. Vaccaro and M. Yung, 
―Perfectly secure key distribution for dynamic conference‖. Advances in 
Cryptology - CRYPTO’92, Lecture notes in Computer Science, Vol. 740, 
471-486, Springer-Verlog, New York, 1992. 

[6] S. Akhbarifar and A. M. Rahmani, ―A Survey on key pre-distribution 
Schemes for security in Wireless Sensor Networks‖. International 
Journal of Computer Networks and Communications Security, Vol. 2, 
No. 12, 423–442, Decembre 2014. 

[7] A. A. Magar, ―A Survey about Key Pre-distribution Scheme in Wireless 
Sensor Networks‖, International Journal of Engineering Research and 
General Science, Vol. 2, Issue 6, October-November 2014. 

[8] S. A. Zade and D. G. Harkut, ―Key PreDistribution Model for Wireless 
Sensor Network‖, International Journal of Application or Innovation in 
Engineering & Management (IJAIEM), Vol 4, Issue 5, May 2015. 

[9] H. Chan, A. Perig and D. Song, ―Random key pre distribution scheme 
for sensor networks‖, IEEE Symposium Research in Security and 
Privacy, 2003. 

[10] L. Zhu, Z. Zhang, J. Li and R. Zhou, ―An Improved Random Key 
Predistribution Scheme for Wireless Sensor Networks Using 
Deployment Knowledge‖. International Journal of Security and Its 
Applications Vol. 10, No. 5, pp.225-234, 2016. 

[11] L.Mathew, J. K. John, T. Thomas, M. Karthik, ―Three Tier Security 
Scheme in Wireless Sensors Networks with Mobile Sinks Using Grid‖, 
International Journals of Advanced Research in Computers and 
Communication Engineering. Vol. 2, Issue 10, October 2013. 

[12] Y. Xiao, V. Krishna Rayi, B. Sun, X. Du, F. Hu and M. Galloway, ―A 
survey of key management schemes in wireless sensor networks‖, 
Computer Communications 30, Elsevier, 2007. 

[13] H. Chan and A. Perrig ―PIKE: peer intermediaries for key establishment 
in sensor networks‖, Proceedings of the 24th annual joint conference of 
the IEEE computer and communications societies (INFOCOM ’05), 
Miami, FL, USA, March 2005. 

[14] D. Liu, P. Ning and W. Du, ―Group-Based Key Predistribution for 
Wireless Sensor Networks‖, ACM Transactions on Sensor Networks, 
Vol. 4, No. 2, Article 11, March 2008. 

[15] A. Nisha and N. D. Kale, ―A Survey on key Generation and Pre 
distribution Technique in wireless Sensors Networks‖, International 
Journal of Advanced Research in Computer Science and Software 
Engineering, Vol. 4, Issue 2, February 2014. 

[16] S. Bala, G. Sharma and A. K. Verma, ―Classification of Symmetric Key 
Management Schemes for Wireless Sensor Networks‖ International 
Journal of Security and Its Applications Vol. 7, No. 2, March 2013. 

    



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

 
   153 | P a g e  

www.ijacsa.thesai.org 

Applications of Data Envelopment Analysis in 

Development and Assessment of Sustainability 

Across Economic, Environmental and Social 

Dimensions

Hamid Hosseini 

Department of Mathematics 

Kerman Branch, Islamic Azad 

University 

Kerman, Iran 

Abbas Ali Noura 

Department of Mathematics 

University of Sistan & Baluchestan 

Iran 

Sara Fanati Rashidi* 

Department of Mathematics 

Shiraz Branch, Islamic Azad 

University 

Shiraz, Iran

 

 
Abstract—Recently, senior managers are paying much more 

attention to the environmental aspects of decision-making units. 

Technically, global economy is inextricably connected to the 

environment, as it is heavily dependent on extraction and 

exploitation of natural resources. In this article, we try to 

propose a number of models for efficiency evaluation that 

combine the growing concepts in environmental areas along with 

social and economic subjects. Generally speaking, if economic 

growth is to be continuous and effective in the long term, it must 

be based on a combination of economic, environmental and social 

components. The existing literature on data envelopment analysis 

(DEA) is often based on economic efficiency. However, due to the 

environmental pollution at a global level, there have been recent 

studies in relation to sustainability efficiency with focus on 

environmental and social aspects; although, these studies were 

limited and left much room for further research. The present 

study evaluates the efficiency of decision-making units using 

social, economic and environmental indicators, and tries to 

minimize the flaws of DEA in the proposed models by making 

relative comparisons to previous models. 

Keywords—Data envelopment analysis; desirable and 

undesirable outputs; strong and weak disposability; sustainability 

efficiency 

I. INTRODUCTION 

Data envelopment analysis (DEA) is a linear programming-
based method initially proposed by [1]. This method [1] 
presented a linear programming model (CCR) for efficiency 
evaluation of decision-making units (DMUs) with multiple 
inputs and outputs. 

Technically, aside from measuring economic efficiency and 
ranking the units, DEA provides the managers and planners in 
a given organization with methods for improvement of 
strategies and all-round growth and development of the 
organization under study. 

Nowadays, a widespread viewpoint is formed suggesting 
that without consideration to the waste and pollution resulting 
from industrial activities and production and consumption 

processes, which would endanger both the environment and the 
humans, we will not achieve sustainable economic growth. 

Therefore, economic, environmental and social policies 
need to be designed in a way that would effectively improve 
the efficiency of decision-making units. 

So far, a significant amount of research has been dedicated 
to the applications of DEA; these efforts, however, have been 
mainly focused on evaluation of DMUs in areas of science and 
engineering irrelevant to the environment [2] and [3]. 

In recent years, a number of studies have combined DEA 
with the life cycle of DMUs in order to evaluate the 
environmental efficiency of various systems [4]-[8]. 
Nonetheless, these studies only cover the environmental and 
economic aspects of sustainability and ignore the social 
dimension altogether. Some other researchers have used DEA 
to assess all three of the environmental, social and economic 
indicators, but they still faced certain challenges combining 
these three indicators [9]-[12]. 

Despite its advantages, data envelopment analysis has two 
major limitations that play a fundamental role during 
evaluation of sustainability efficiency: 

DEA tells us if a unit is efficient or inefficient, but does not 
discriminate between efficient units (i.e., it does not rank the 
efficient units). Now, since all efficient units are assigned an 
efficiency score of one, it would be difficult to choose an 
alternative in absence of a ranking scheme [13]. 

When we are faced with large input and output sets based 
on the number of units, a flaw occurs in the efficiency 
evaluation and a large number of units are deemed efficient 
[14]. 

In this article, we try to eliminate these two flaws through 
our proposed models. The rest of the article is structured as 
follows: 

In Section 3, we discuss the axioms holding for undesirable 
outputs (wastes). In Section 4, we engage in efficiency 
evaluation based on economic, environmental and social 
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indicators. In Section 5, we present and solve a numerical 
example using our suggested models, and make a comparison 
of results in the end. Our research results will be described in 
the sixth section. 

Technically, the pollution and waste harming the 
environment are called undesirable outputs. 

Undesirable outputs are outputs produced along with the 
main outputs [15]; due to the nature of undesirable outputs, it is 
often difficult to determine their prices in the market, 
something that is usually done by experienced experts using 
shadow prices. 

For instance, paper is produced using the four inputs of 
pulp, capital, workforce and energy; however, alongside the 
produced paper, outputs such as biochemical oxygen, 
suspended solids, sulfur oxides and particles are produced as 
well, which are impossible to put a market price on [15]. Note 
that by undesirable output prices, we refer to the costs imposed 
on us for production of such outputs. Some other examples of 
such costs would be environmental contamination, disease 
prevalence and the expenses related to waste management. 

II. AXIOMS HOLDING FOR UNDESIRABLE OUTPUTS 

A. Null-Joint 

Undesirable outputs are null-joint when 

                                       

This shows that when the desirable output has a positive 
value, the undesirable outputs will definitely have positive 
values as well. 

For instance, it would be impossible to produce paper 
without production of biochemical oxygen, sulfur and so on. 

B. Weak Disposability 

In most processes, undesirable outputs are produced 
alongside desirable outputs. 

This axiom states that along with the reduction of desirable 
outputs, undesirable outputs will decrease as well [15]. In other 
words, a relative reduction in desirable outputs would require 
the reduction of undesirable outputs to the same proportion. 

Therefore, considering the weak disposability axiom and 
the standard production set, our new production possibility set 
(PPS), denoted by        , will be as follows: 

        {                         
              

   } 

Model (1) presents the linear programming form of the 

PPS. Note that j=1,2,…,n represents the number of decision-

making units that use the input vector      to produce the 
desirable output vector      and the undesirable output 
vector        

                

s.t 

∑   
 
                                          j=1,2,…,n 

∑          
 
                        j=1,2,…,n            (1)  

∑   
 
                                 j=1,2,…,n 

                                          j=1,2,…,n 

C. Strong Disposability 

Similar to the previous topic, this axiom puts certain 
constraints on the model and states that it is possible to 
increase the desirable outputs, while preventing undesirable 
outputs from increasing to the same degree; in some cases, we 
could even bring the production of undesirable outputs close to 
zero. 

From a profitability perspective, this axiom only cares 
about increasing desirable outputs and doesn’t take a serious 
look at the production rate of undesirable outputs. 

According to the strong disposability axiom and the 
standard conditions of production possibility set, 

PPS ={        ∑      
 
      ∑                

   

     } 

        denotes the new production possibility set as 
presented in the following: 

PPS =        {                               
      

 } 

Model (2) provides the nonlinear programming problem for 
this PPS. In this model, we have n DMUs that use the input 
vector      to produce the desirable output vector      
and the undesirable output vector      . 

Max       

s.t  

∑   
 
                           j=1,2,…,n 

∑       
 
                     j=1,2,…,n             (2) 

∑             
 
      

 

  
          j=1,2,…,n 

                                 j=1,2,…,n            

III. EFFICIENCY CALCULATION BASED ON ECONOMIC, 

ENVIRONMENTAL AND SOCIAL INDICATORS 

The existing literature on data envelopment analysis is 
mostly based on economic efficiency. Now, since global 
economy and efficiency evaluation are both influenced by 
ecological, social and economic components, environmental 
pollution has influenced the sustainability of efficiency 
measurement [4]. 

Since our objective in this research is to measure efficiency 
in several different dimensions and then combine them 
together, we can use the following linear programming 
problem to obtain the sustainability efficiency. 

Considering the presence of both desirable and undesirable 
outputs in real-world situations [15], we propose the following 
model for assessment of efficiency through economic, 
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environmental and social indicators, which are denoted by d = 
1,2,3, respectively. 

Model (3) is used for calculation of efficiency in the 
mentioned dimensions. In this regard, consider n decision-
making units that use the input vector      to produce the 
desirable output vector      and the undesirable output 
vector      : 

Min          
  

s.t 

∑   
 
        

                        j=1,2,…,n 

∑        
 
                              j=1,2,…,n             (3) 

∑        
 
                              j=1,2,…,n 

                                             j=1,2,…,n 

  
  measures the efficiency of       in dimension d. Note 

that units with   
  = 1 are efficient and the ones with   

  < 1 are 
considered inefficient. 

The difference between model (3) and models (1) and (2) is 
that in model (3), we evaluate the DMUs based on their inputs. 
This is due to the fact that in many situations, like the example 
used in this study, certain indicators such as economic and 
social indicators don’t have any undesirable outputs, in which 
case the constraints related to undesirable outputs are removed. 
Furthermore, the environmental indicator doesn’t have any 
desirable outputs and thus, we can remove the respective 
constraints; in this case, we can fixate the undesirable outputs 
and evaluate our DMUs based on their input levels. 

In today’s world, where most countries, especially 
industrial countries, put a strong emphasis on the environment 

and pollution prevention, environmental efficiency is an 
emerging subject of interest. 

Technically speaking, any decision-making unit can affect 
the whole society in one way or another. For instance, imagine 
a factory that causes a great amount of environmental pollution 
despite being economically efficient; undoubtedly, although 
economic efficiency is an important factor, environmental 
efficiency is as important to say the least. Another example 
would be a factory producing socially undesirable products 
such as tobacco or alcoholic drinks. 

In this study, in addition to economic efficiency, we try to 
consider the social and environmental aspects as well and 
consider each of them as an indicator or dimension of 
efficiency. 

Technically, the    
  value obtained from model (3) is the 

efficiency of      in dimension d. [16] proposed the 
following formula for measurement of mean efficiency:  

j=1,2,…,n               (4) 

  
     

∑    
 

   

   
 

We must note that the CCR model introduced by [1] was 
used for efficiency calculation, as presented in [16]’s study; 
due to the previously mentioned reasons, model (3) was used in 
the prior sections. 

IV. NUMERICAL EXAMPLE 

In the current example, 21 Iranian industries are evaluated, 
where the total capital employed in the industry is considered 
as the input, value added is the desirable economic output, job 
creation level is the desirable social output and airborne 
contaminant levels represent the undesirable environmental 
output [17]. 

TABLE I. INPUTS AND DESIRABLE AND UNDESIRABLE OUTPUTS FOR THE 21 IRANIAN INDUSTRIES UNDER STUDY 

Code Industry 

Capital 

Employed 

(input) 
 

Value Added 

(desirable 

economic 

output) 

Number of 

Workers 

(desirable 

social output) 

    (tons) 

(undesirable 

environmental 

output) 

    (tons) 

(undesirable 

environmental 

output) 

SPM (tons) 

(undesirable 

environmental 

output) 

1 Food 10.05 8.34 15.41 37.75 11.47 16 

2 Textile 4.53 3.24 9.32 7.94 2.44 3.8 

3 Garment 0.07 0.61 0.61 0.13 0.07 0.08 

4 Leather 0.16 0.32 0.85 0.53 0.13 0.26 

5 Wood 0.36 0.36 0.67 1.27 0.39 0.62 

6 Paper 0.88 0.83 1.63 0.22 1.1 1.3 
7 Publishing 0.37 0.47 1.19 0.1 0.01 0.09 

8 Coke 4.01 11.19 1.46 13.79 13.2 10.25 

9 Material 33.56 14.85 7.13 7.54 11.9 8.89 

10 Rubber Products 3.15 2.7 4.71 1.93 0.93 1.15 

11 Non-metallic Mineral Products 10.51 8.63 14.37 13.22 39.6 49.94 
12 Basic Metals 16.54 17 6.44 7.79 15.1 1.07 

13 Fabricated Metal Products 1.92 3.27 6.5 0.27 1.15 1.63 

14 Machinery 3.4 4.34 7.52 2.53 0.14 1.71 

15 Office Machinery 0.22 0.12 0.23 0.02 0.01 0.01 

16 Power Generating Machinery 1.59 2.78 4.82 1.06 0.57 0.7 

17 Broadcasting 0.35 0.51 0.81 0.01 0.05 0.05 
18 Medical Instruments 0.26 0.45 1.04 0.3 0.11 0.17 

19 Vehicles 5.82 17.54 11.09 2.49 1.18 1.62 

20 Transport Vehicles 1.24 1.84 2.56 0.47 0.2 0.3 

21 Furniture 1.01 0.61 1.64 0.64 0.25 0.36 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

 
   156 | P a g e  

www.ijacsa.thesai.org 

TABLE II. COMPARISON OF MEAN   
    

 EFFICIENCY AND    EFFICIENCY 

   efficiency via 

the nonlinear 

model (2) 

   efficiency via 

model (1) 

Mean   
     

efficiency via 

formula (4) 

Environmental efficiency 

via model (3) 

Social efficiency via 

model (3) 

Economic efficiency 

via model (3) 
DMU 

1 1.00 0.42 1 0.18 0.10 1 

1.342 1.00 0.26 0.47 0.24 0.08 2 

1 1.00 0.84 0.52 1 1 3 

2.414 1.00 0.58 0.90 0.61 0.23 4 

3.749 1.0525 0.42 0.96 0.21 0.11 5 

3.291 1.0545 0.21 0.33 0.21 0.11 6 

2.821 1.00 0.20 0.09 0.37 0.15 7 

1 1.00 0.45 1 0.04 0.32 8 

1.074 1.00 0.05 0.10 0.02 0.05 9 

2.389 1.3631 0.14 0.17 0.17 0.10 10 

1 1.00 0.41 1 0.16 0.09 11 

1 1.00 0.13 0.25 0.04 0.12 12 

1.635 1.2960 0.25 0.18 0.39 0.20 13 

1.515 1.5400 0.20 0.21 0.25 0.15 14 

8.137 1.00 0.06 0.02 0.12 0.06 15 

1.698 1.2049 0.24 0.19 0.35 0.20 16 

2.658 1.00 0.16 0.04 0.27 0.17 17 

1 1.00 0.32 0.32 0.46 0.20 18 

1 1.00 0.23 0.12 0.22 0.35 19 

2.095 1.4510 0.17 0.11 0.24 0.17 20 

4.837 1.00 0.14 0.18 0.19 0.07 21 

Note that by airborne contaminants, we mean the     
(carbon dioxide), SPM (suspended particulate matter) and     
(sulfur dioxide) resulted by the use of fossil fuels, as first 
investigated from an environmental aspect in [17] in Iranian 
production industries. In this article, their combined efficiency 
is investigated via the mentioned models based on economic, 
environmental and social indicators. Data are presented in 
Table I. 

After solving model (1) for the 21 DMUs using MATLAB 
software and solving model (2) via GAMS, we proceed to 
solve model (3); Table II provides the results, i.e. mean 
efficiency scores per economic, social and environmental 
indicators 

V. CONCLUSION 

In this paper, we made an evaluation of two efficiency 
calculation methods for decision-making units with undesirable 
outputs. The first approach involved the models presented by 
[15], and the second approach employed a modified version of 
[16] method. Results produced by the two methods were 
compared within the framework of a numerical example. 

According to the results, our proposed approach was able to 
provide a better ranking among efficient decision-making 
units. 

Our suggested method has improved the discriminatory 
power of standard DEA by categorizing the inputs through 
economic, environmental and social indicators. The 
capabilities of the approach and its applications were 

demonstrated in a real-world case study, and relative 
comparisons were made to previous methods. 

As can be observed in Table II, 14 DMUs were introduced 
as efficient based on the weak disposability axiom [15] and 7 
units were found efficient under assumption of strong 
disposability. Meanwhile, using the combined method, only 
one unit was considered efficient in the economic and social 
dimensions and three units were deemed efficient based on the 
environmental indicator; the units were also uniquely ranked 
using (4). As previously mentioned, this demonstrates the high 
discriminatory power of our proposed models in respect to 
efficient units. 
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Abstract—Bat algorithm (BA) is a nature-inspired 

metaheuristic algorithm which is widely used to solve the real 

world global optimization problem. BA is a population-based 

intelligent stochastic search technique that emerged from the 

echolocation features of bats and created from the mimics of bats 

foraging behavior. One of the major issue faced by the BA is 

frequently captured in local optima while handling the complex 

real-world problems.  In this study, a new variant of BA named 

as improved bat algorithm (I-BAT) is proposed. Improved bat 

algorithm modifies the standard BA by enhancing its exploitation 

capabilities, and secondly for initialization of swarm, a quasi-

random sequence Torus has been applied to overcome the issue 

of convergence and diversity. Population initialization is a vital 

factor in BA, which considerably influences the diversity and 

convergence of swarm. In order to improve the diversity and 

convergence, quasi-random sequences are more useful to 

initialize the population rather than the random distribution. 

The proposed strategy is applied to standard benchmark 

functions that are extensively used in the literature. The 

experimental results illustrate the superiority of the proposed 

technique. The simulation results verify the efficiency of 

proposed technique for swarm over the benchmark algorithm 

that is implemented for the function optimization. 

Keywords—Bat algorithm; local optima; exploration and 

exploitation; quasi-random sequence 

I. INTRODUCTION 

Optimization of the process that involves searching a vector 
from a function creates an optimum solution. All possible 
values are considered as available solutions, while the 
exceptional value referred as the optimum solution. Generally, 
optimization algorithms are used to resolve the local and global 
search optimization issues. Optimization algorithms have two 
categories: stochastic algorithms and deterministic algorithm 
[1]. Deterministic algorithms use gradient and generate same 
solutions for all iterations, which are initiated with the same 
starting point. Thus, stochastic algorithms generate distinct 
solutions even if the starting points are same and never uses 

gradient. Although, the final values which are slightly different 
are supposed to give the same optimum solutions within a 
given precision [2]. Stochastic and population-based 
algorithms have two further parts: Heuristics and Meta-
Heuristics [3]. Swarm Intelligence (SI) is one of the nature-
inspired meta-heuristic algorithm that is frequently used solve 
the complex optimization problems. Some traditional neural 
networks and evolutionary algorithms [4] also use for data 
classification and optimization. 

To handle complex real-world optimization problems, SI 
nature stimulated technique has been used for many years. 
Beni [5] was the first who introduced SI, which is inspired with 
the behavior of birds, fishes, and insects, and their exclusive 
capability to handle a complex nature of problems in the 
fashion of swarms. Thus, the same condition would seem 
complicated if they work individually instead of swarms. 
Individual bees, ants [6], fishes and birds have limited 
intelligence, however, when they cooperate with each other for 
social interaction and interact with the environment, they are 
capable to accomplish tough tasks, e.g. to get a food source 
from shortest path and organization of their nests [7]. 

BA is one of the most famous SI based algorithm was 
introduced by Xin-She Yang [8], which is inspired by 
echolocation of micro-bats. Bats produce some echo in the 
environment, during hunting or flying. By producing an echo, 
they get an accurate image of the environment and exact 
location of their prey, due to this reason bats can find their prey 
in complete darkness [9]. There is a wide range enhanced and 
improved versions of BA that have been introduced recently. 
In addition to this, BAT algorithm diversely implemented in 
various applications of different fields like image processing, 
engineering design, feature selection and many more [10]. 

Choosing an initial configuration to initialize the population 
is one of the primary tasks in evolutionary computing. The 
performance of evolutionary algorithm may vary due to the 
different fashion of firing the individuals into the search space 
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[11]. The swarm covers the more search space; the more there 
is the fair chance of reaching an optimal solution, Random 
Initialization of population is usually employed when there is 
no candidate solution available. The final solution can be 
improved by selecting the most suitable distribution for 
population initialization. 

Swarm convergence has been considered as the dominant 
issue for the researchers. So far many researchers have focused 
to determine whether bat concentrates to the same curve or not. 
They are assumed to point out the feature that performs the 
significant role in swarm convergence. Performance of BAT 
algorithm is intensely concerned by the premature convergence 
of bats [12]. BA may stuck in local minima due to premature 
convergence before a global optimum found. To overcome 
local optima problem, many researchers have proposed various 
improve methods [13] in which disparate mutations are 
performed on relevant parameters such as velocity, pulse rate, 
frequency, loudness and swarm size [14], that help bats to 
move into a new area of search space. Mutation in BA helps 
the bats to avoid premature convergence around local optimal 
[15]. 

Premature convergence is the main problem with BAT 
algorithm and other optimization techniques including 
Evolutionary Algorithms (EAs) such as Gene expression 
programming (GEP), Genetic Algorithm (GA), Differential 
Evolution (DE) and Genetic Programming (GP) [16]. 
Diversification (exploration) and intensification (exploitation) 
plays an important role in heuristics. Exploitation referred to 
the local search ability while exploration represents the global 
search ability of any population-based algorithm [17]. The 
performance of swarm-based algorithms is highly dependent 
on the balance between exploitation and exploration. 
Premature convergence is caused by excessive exploitation and 
less exploration, while greater exploration and less exploitation 
may provoke difficulties to reach the optimal solution [18]. 

The local search ability (exploration) of standard BA is 
better than the global search ability (exploration). Therefore, to 
improve exploration capability, we have carried out an 
improved version of BA called improved bat algorithm (I-
BAT). For ensuring the integrity of proposed technique I-BAT 
is compared with the original BAT on nine well-known 
benchmark test functions. Experimental result shows that 
proposed variant has performed well as compared to original 
BA on specific test functions. 

The rest of the paper is structured as: Section 2 presents 
related work, while working of original Bat algorithm is 
described in Section 3. Methodology is presented in Section 4 
and Section 5 contains discussion and final results for the 
proposed method. Section 6 presents the conclusion and future 
work. 

II. RELATED WORK 

In the field of medical science, P. Kora et al. [19] 
implemented a new modified BA to extract main features of 
each cardiac beat. After the extraction of these best features, 
they are embedded as an input in neural architecture classifier. 
According to the exhaustive analysis results, it is illustrated 
that by using optimization on main features, the execution of 

classifier is significantly improved. Moreover, a novel method 
of BA described by authors in [20], for parameter estimation in 
the nonlinear dynamic biological system. The authors included 
the impact of both Levy Fight and Chaotic dynamics. The 
optimization is performed on the parameters of secondary 
system with the use of introduced Chaotic Levy Fight BA to 
follow the dynamics related to the primary system. Statistical 
results illustrate the efficiency and stability of proposed 
algorithm in biological systems. On the other hand, for image 
recognition J. Zhang in [21] tried to solve image recognition 
problem that is the reason he proposed a new method Bat 
Algorithm with Mutation (BAM). In BAM, a modification was 
embedded during the process of updating the BAs in which BA 
mutate for the optimal solution. 

Paiva et al. [22] proposed a new version of BA algorithm 
with name Modified Bat having the Cauchy mutation and elite 
opposition Based learning. The objective of this proposed 
version is to expand convergence velocity and produce the 
diversity of algorithm. A comparison is conducted with all 
recent research of BA, and four standard benchmark functions 
are implemented in the proposed version for the sake of 
comparison. After the exhaustive analysis, the excellence of 
proposed version is proved. An Accelerated Bat Algorithm 
(ABATA) proposed by the authors in [23], where the author 
used Nelder-Mead approach for local search, to refine optimal 
best solution in all iterations. Nelder-Mead approach performs 
a well-defined local search, and able to improve the 
exploitation abilities in ABATA. The working of ABATA is 
verified through seven integer programming problems, as well 
as, compared with four standard algorithms. The results 
illustrated that ABATA could obtain the optimal global 
solution in less computational time. 

Enhanced method of BAT introduced by authors in [20], 
for parameter estimation in the nonlinear dynamic biological 
system. The authors included the impact of both Levy Fight 
and Chaotic dynamics. The optimization is performed on the 
parameters of secondary system with the use of introduced 
Chaotic Levy Fight BAT, to follow the dynamics related to the 
primary system. Statistical results illustrate the efficiency and 
stability of introduced algorithm in biological systems. 

To sort out the global numerical optimization problem, a 
robust hybrid metaheuristic optimization method (HS/BA) 
provided by the authors in [24] that is considered as an 
improved version of the traditional BA. In the proposed 
method, a mutation operator was adjusted for maximizing 
convergence speed. The defined method was verified through 
fourteen test functions, which described that proposed method 
outperforms. In [25], authors proposed a new approach of BAT 
Algorithm with named Hybrid BA Algorithm (HBA). In this 
approach, the authors merged traditional BAT with Differential 
Evolution (DE). Standard functions are used for 
implementation. According to the experimental results, HBA 
provides improved results than a traditional BAT. 

An advanced version of Bat Algorithm called Modified Bat 
Algorithm (MBA) was proposed in [26]. They introduced 
modified Bat with enhancement of exploration methodology, 
in which loudness and pulse emission rate of BATs were 
changed. Experimental analysis was performed on 15 standard 
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functions, which showed that MBA gives a quality solution 
related to optimization problems. The authors in [27] 
introduced a new approach Hybrid Self-Adaptive Bat 
Algorithm (HSABA). The new approach was carried out by 
combining Self-Adaptive Bat Algorithm (SABA) and various 
Differential Evolution (DE) strategies. This new approach was 
implemented as a heuristic for local search (a modified 
operator). A comparison was performed with well-defined 
comparative studies as well as with other standard algorithms. 
The comparison results certified that HSABA works 
adequately for enhancing the impact of Population-Based 
Algorithms. 

In [28], authors proposed a new method in the 
computational intelligence field, which was an improved 
version of BAT named as IBACH, and used to solve the 
problems of integer programming. The introduced algorithm 
implements chaotic behavior to produce BAT solution 
behavior like the acoustic monopoly. A numerical analysis was 
conducted with the comparison of other algorithms: PSO, 
traditional BA, and various harmony search algorithm. 
Although, the ability of this introduced algorithm was obtained 
when it computes optimal solution in fewer computations. To 
avoid from pre mature convergence, directional echolocation 
was proposed with respect to traditional BAT in [29], which 
improves the exploitation and exploration abilities of the 
traditional BA. For improving the performance of BAT, three 
other enhancements have been included in the BAT. The 
proposed approach Directional BA Algorithm (dBA), has been 
verified through various functions belongs to a CEC’2005 
standard suite. Similarly, the algorithm was compared with 
various BAT versions and additional ten algorithms. The 
results concluded that dBA is better than others. 

III. BAT ALGORITHM 

BAT algorithm is a nature-inspired algorithm belongs to SI 
family, proposed by Xin-She Yang [8]. Bat algorithm works on 
the echolocation of micro bats and used echo of bats for 
seeking of food. Yang focused on three rules for the 
implementation of the bat: Firstly, to measure the distance to 
the specific point, all bats use echolocation. Secondly, bats fly 
randomly with fixed frequency towards specified location with 
specific velocity, however, the loudness and wavelength can 
vary. Thus, bats automatically adjust their wavelengths 
according to their target. Thirdly, the author considered that 
loudness is varied from maximum to minimum rather than any 
other way. 

In bat algorithm each bat of population reveals a candidate 
solution. Each candidate solution is illustrated with the help of 
vector                

 with real value elements    ,for 

          and the interval for each element is taken from  

              . While,     and     determines the upper 

and lower bounds, however,   represents the size of 

population [27]. The major components of algorithms are 
initialization, variation operation, local search, evaluation of a 
solution, and replacement. 

Step 1: In initialization, the parameters of an algorithm are 
initialized, after that it generates an initial population using 

random distribution, and at last, the best solution is illustrated 
from that initial population. 

Step 2: By using natural rules of bat echolocation, the 
variation operator is used to move and represent virtual bats in 
search space and generate new solutions by following 
equation: 

  
   

                                                                  (1) 

The value of      and     depends upon the problem 
nature, where         is uniform random number generator. 

Where the updated velocity of particles can be represented 
by the following equation: 

  
     

   
     

         
                                                       (2) 

     is the current globally best location and   
  represents 

current bat position at iteration   . 

Bats are moved towards the bats new position in 
Dimension   with the following equation: 

  
     

   
    

                                                                            

Step 3: In local search, current best solution is modified by 
using random walk with direct exploitation, where following 
equation is used: 

             
               (4) 

 
Fig. 1. Changing loudness with respect to iterations. 

 

Fig. 2. Changing loudness with respect to iterations. 
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Here,  
   

 is used for loudness and    is a random number 

between        used for scaling factor. 

Step 4: Probability of pulse rate    is carried out to launch 
pulse rate. To accept a new best solution, the probability 

depends upon the loudness   
 . Basically, the loudness     

   and 
the pulse rate    two parameters are used to control the standard 
BAT algorithm. Normally, when the population reaches closer 

the local optimum, then the loudness    
 reduces (decrease) and 

pulse rate   enlarge (increase) (Fig. 1 and 2). When the bat 
finds its prey, and the loudness increases and pulse rate 
decreases these both features simulate the natural bats. The 
equations for decreasing loudness and increasing pulse rate are 
as follows: 

 
     

    
   

 (5) 

  
   

   
               (6) 

In above equations,    and    are constants where   is that 
parameter which handles the convergence, it is same as 
simulated annealing algorithm’s cooling factor. Algorithm 1 
presents the pseudo code for the original Bat algorithm (Fig. 3). 

_Algorithm_1:Standard_Bat_Algorithm________________ 

Input:               
  Bat population 

Output:       &    (    ) optimal solution and 

minimal objective function value 
(1)    Rand_Bat_Init(  ); population initialization 
(2) Evaluate(  ) ;evaluate newly generated population 

(3)                find current global best 

(4) While (t ≤      ) do 

(5)  for             do 

(6)  Update  frequency using eq.1 
(7)  Update velocity  using eq.2 
(8)   Update  position using q.3 

(9)    if rand(0,1) >   
   

 then 

(10)    
   improve solution using eq.4 

(11)      end 

(12)    if       Compute   
 ; generate new solution 

(13)    evaluate = evaluate +1; 

(14)    if     
          and Rand(0,1) <   

   
 then  

(15)          
               

    

(16)    end if  
(17)                       ); 
(18)   end for 
(19) end while 
____________________________________________ 

IV. METHODOLOGY

As it has been mentioned above, we have made two major 
contributions to this study. First, we have introduced one novel 
methods of initialization of population using low discrepancies 
sequence that uses the torus quasi-random sequence to create 
the initialization of the swarm rather random distribution. 
Second, we have proposed a new strategy of searching for 
standard bat algorithm by improving the exploitation and 
convergence capability with controlled parameters. 

Fig. 3. Flow chart for standard bat algorithm. 

A. Random Number Generator 

The function,                   of the built in library 

is used to generate uniform numbers at random points [30]. 
Influence of regularity on any sequence is recognized by the 
probability density function of a constant uniform distribution. 
Given below is the equation of probability density function: 

     {

 

   
           

                    
                                                (7) 

Where   and    denotes the features of maximum 
likelihood. The importance of      is worthless at the edge of 
  and  , because of 0 impact at the integrals of        across 
any interval. Fig. 4  contains the graphical representation of 
random number generation following uniform distribution. 
The probability function of evaluation estimates the evaluation 
of the parameter of maximum likelihood using the equation 
below: 

     |              (8) 

(3) 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

162 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 4. Random Data Generation using Uniform Distribution [30]. 

B. The Torus Sequence 

The authors in [31] first time, introduced the geometric 
term Torus for generating a torus mesh that is needed for the 
geometric correlative system. Torus mesh is generally utilized 
in the game development community and can be produced 
using the left-hand or right-hand correlative system. The torus 
can be represented at 1d, 2d, and 3d by the circle, donut, and 
2d quadrilateral sequentially. The equations for torus 3d 
representation are given below: 

                                                                      (9) 

                                                                     (10) 

                                                                                 (11) 

    are their angles of circles and   representing the 
distance to torus center from tube center, r_c indicates to the 
circle radius. The author used, R studio has been carried out 
with the latest version of 3.4.3 using the package “Rand 
toolbox” to produce torus distribution based random data 
series. The mathematical representation of torus distribution is 
as follows: 

   ( ( √  )    ( √  ))                                             (12) 

  is a fraction computed by              where    
indicates the sequences of i

th 
prime number. Prime parameters 

allow only 100,000 dimensions, for more than 100,000 
dimensions a manual configuration will be needed. Fig. 5 
contains the graphical representation of random number 
generation following uniform distribution. 

 
Fig. 5. Random data generation using torus distribution [31]. 

C. Improved Bat Algorithm 

To enhance the local search capability and to sustain the 
divergence of population so that the algorithm will avoid to 
trap in local optima, there is no bound to variate the BA 
through mutation adoption, parameter selection or hybridized 
the bat algorithm with other algorithms. Although, the process 
of modification in BA remained with the same issue as it never 
ensures a modified BA each time achieves a global optimum 
solution. To reduce this issue, in this paper, proposed improved 
bat algorithm (I-BA), which enhance the exploitation ability of 
bats and sustain the divergence of population to acquire 
consistent results. In this study is presented two modifications 
with objective to improve the exploration and exploitation 
abilities of bat algorithm for the improvement of its 
performance. 

 Novel Initialization Approach Torus 

In this study, we have proposed following one novel 
method of population initialization approach using low 
discrepancies sequence Torus named as (TO-BA) that uses the 
torus quasi-random sequence to create the initialization of the 
swarm. It can be seen that selection of robust distribution for 
population initialization may enhance the convergence rate. 
For population creation, random uniform distribution usually 
used to initialize the swarm. Generating Torus random 
population at random location as             . 

Where          population size and population are 
dimension respectively. The addition in the standard bat 
version is as: 

   Torus_Bat_Init (  );           (13) 

 Enhanced Local Search Method 

We introduced next modification by focusing on local 
search method. In conventional BA, swarm’s bats are granted 
to travel from their present position to new random position by 
applying local random walk. Local search pattern plays an 
important role to determine the local optimum. In (4), the local 
search will only focus on the neighbors of best position 
obtained by the entire swarm. However, if this position is far 
from the global optimal solution, then some local search 
capabilities will be useless due to the inefficient exploitation.  
To overcome this, we modify random walk by the following 
equation: 

             
                 

                            (14) 

Where   
  representing average loudness and   is random 

number over the interval of [-1, 1], 0.1 is controlled factor of 
exploitation.        represents random number generated by 
Gaussian distribution over the interval of      .       is 
described as current iteration in     dimension and      is 
global best position of bat. 

Our enhanced local search approach is proposed for 
overcoming this exploitation problem, i.e., improves 
exploitation ability around the best solution of bats and 
preserves population diversity and obtains a steady result. The 
algorithm for I-BAT can be found in Algorithm 2. 
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Algorithm_2:Improved_Bat_Algorithm 

Input:               
  Bat population 

Output:       &    (    ) optimal solution and 

minimal objective function value 
(1)    Torus_Bat_Init(  ); population initialization 
(2) Evaluate(  ) ;evaluate newly generated population 

(3)                find current global best 

(4) While (t ≤      ) do 

(5)         for             do  

(6)           Update  frequency using eq.1 
(7)           Update velocity  using eq.2 
(8)            Update  position using q.3 

(9)          if rand(0,1) >   
   

 then  

(10)        
   im 

(11) prove solution using eq.14 

(12)      end   
(13)    if       Compute   

 ; generate new solution 

(14)    evaluate = evaluate +1; 

(15)    if     
          and Rand(0,1) <   

   
 then  

(16)          
               

     

(17)    end if  
(18)                       ); 
(19)   end for 
(20) end while 

V. RESULTS AND DISCUSSION 

The proposed improved Bat algorithm (I-BAT) is 
implemented on the machine with the specification of 2.3 GHz 
Core (M) 2 Duo CPU processor. To assure the robustness and 

integrity of proposed algorithms, a collection of nine 
benchmark test functions has been employed to perform the 
comparison of proposed I-BAT with Standard Bat algorithm. 
These are the standard nonlinear benchmark functions usually 
carried out to investigate the performance of any population-
based algorithm in terms of convergence speed, exploitation, 
and exploration capability. Table I represents the definition of 
benchmark test function and the properties of these functions. 
In Table I,    shows global minimum of the objective 
functions , where      represents the possible minimum values. 
The experimental results for proposed techniques are presented 
in Table II. 

A. Parameter Setting 

Simulation parameters are fixed as: Population size is 40 
where the dimensions for all functions are set to 10, 20 and 30. 
A number of iterations for 10, 20 and 30 dim are 1000, 2000 
and 3000 respectively. For relatively fair and effective results, 
all techniques have been implemented to similar parameters. 
All techniques were examined for 30 runs to compare the 
performances. 

B. Analysis 

The objective of this research work is to improve the 
collective performance of bat algorithm by applying two basic 
modifications in standard bat algorithm. We have modified the 
method of population initialization and also improved the 
exploration capability of bat algorithm. The goal of the 
research is to find how the nature of simulation results relies on 
dimensions of the benchmark functions for the optimization. 
For this, dimensions taken for different functions presented in 
Table I are D=10, D=20, and D=30. 

TABLE I.  DEFINITIONS OF BENCH MARK TEST FUNCTIONS AND PROPERTIES OF BENCH-MARK FUNCTIONS 

  Function name Definition       Domain 

   Sphere          ∑  
 

 

   

 0.00 (0,0,0…,0) 
        

      

   
Axis parallel 

hyper-Ellipsoid 
         ∑    

 

 

   

 0.00 (0,0,0…,0) 
        

      

   
Schumer 

Steiglitz 
         ∑  

 

 

   

 0.00 (0,0,0…,0) 
        

      

   
Schwefel 1.2 

 
         ∑(∑  

 

   

)

 
 

 

 0.00 (0,0,0…,0)             

   

Rotated hyper-

Ellipsoid 

 

         ∑(∑  

 

   

)

 
 

 

 0.00 (0,0,0…,0) 
          

        

   

Moved axis 

parallel hyper-

Ellipsoid 

 

         ∑     
 

 

   

 0.00 (5*i) 
        

      

   

Sum of different 
power 

 

         ∑|  |
   

 

   

 0.00 (0,0,0…,0)         

   
Sum Squares 

Function 
         ∑    

 

 

   

 0.00 (0,0,0…,0)           

   
Zakharov 
Function 

         ∑   
  

   +    ∑     
 
     +   

 ∑     
 
      

0.00 (0,0,0…,0)          
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TABLE II.  COMPERISON OF STANDARD BAT AND IMPROVED BAT 

   Standard-BAT I-BAT 

Function

s 

Iteration

s 

DI

M 
Best Worst Mean Median Std. Dev. Best Worst Mean Median Std. Dev. 

 

F1 

1000 10 7.70E-08 2.16E-07 1.52E-07 1.49E-07 4.08E-08 3.26E-11 8.46E-11 5.76E-11 5.47E-11 1.56E-11 

2000 20 8.22E-08 2.40E-07 1.38E-07 1.29E-07 4.22E-08 8.30E-10 3.14E-09 2.19E-09 2.28E-09 5.85E-10 

3000 30 1.29E-07 2.37E-07 1.60E-07 3.25E-08 1.49E-07 3.33E-09 6.77E-09 5.34E-09 5.38E-09 8.78E-10 

 

F2 

1000 10 8.22E-08 1.18E-06 5.93E-07 4.65E-07 2.52E-07 1.64E-09 4.79E-09 3.03E-09 2.78E-09 9.44E-10 

2000 20 9.14E-07 2.78E-06 1.57E-06 1.41E-06 2.56E-07 8.74E-09 2.74E-08 1.37E-08 9.96E-09 5.61E-09 

3000 30 2.25E-06 3.23E-06 3.53E-06 5.26E-06 1.18E-06 6.56E-08 4.26E-05 8.75E-06 9.49E-08 1.62E-05 

 

F3 

1000 10 2.84E-15 1.25E-14 7.84E-15 6.97E-15 3.43E-15 1.99E-20 1.11E-18 3.68E-19 3.71E-19 3.03E-19 

2000 20 1.47E-15 4.51E-15 2.68E-15 2.48E-15 7.72E-16 2.49E-19 1.22E-18 6.53E-19 5.12E-19 2.88E-19 

3000 30 1.35E-15 3.54E-15 2.31E-15 1.99E-15 7.38E-16 1.85E-18 9.07E-18 4.41E-18 3.10E-18 2.38E-18 

 

F4 

1000 10 
1.34E+0

3 

7.31E+0

3 

3.57E+0

3 

2.49E+0

3 

2.06E+0

3 
1.31E-02 9.37E-02 6.00E-02 6.62E-02 2.46E-02 

2000 20 
1.13E+0

4 

2.37E+0

5 

8.69E+0

4 

4.53E+0

4 

7.99E+0

4 

7.28E+0

2 

1.75E+0

3 
1.38E+0

3 

1.39E+0

3 
2.89E+0

2 

3000 30 
4.50E+0

4 

5.43E+0

5 

2.48E+0

5 

1.45E+0

5 

1.80E+0

5 

4.42E+0

3 

9.64E+0

3 

7.32E+0

3 

7.58E+0

3 

1.53E+0

3 

 

F5 

1000 10 
3.49E+0

3 

7.30E+0

6 

1.49E+0

6 

1.90E+0

5 

2.32E+0

6 
8.59E-19 8.89E-08 2.37E-08 5.70E-18 3.66E-08 

2000 20 
3.94E+0

7 

2.43E+0

8 

1.44E+0

8 

1.43E+0

8 

5.67E+0

7 
5.81E-17 2.51E-07 8.17E-08 5.94E-08 7.79E-08 

3000 30 
3.00E+0

8 

1.06E+0

9 

7.18E+0

8 

7.04E+0

8 

2.06E+0

8 
7.91E-07 1.56E-06 1.27E-06 1.26E-06 2.21E-07 

 

F6 

1000 10 4.11E-07 5.90E-06 3.21E-06 2.32E-06 1.88E-06 8.21E-09 2.39E-08 1.52E-08 1.39E-08 4.72E-09 

2000 20 4.57E-06 1.39E-05 7.94E-06 7.06E-06 2.67E-06 4.37E-08 1.37E-07 6.83E-08 4.98E-08 2.80E-08 

3000 30 1.13E-05 2.63E-05 1.72E-05 1.62E-05 4.69E-06 7.05E-07 1.92E-06 1.22E-06 9.46E-07 4.27E-07 

 

F7 

1000 10 1.93E-04 7.91E-04 5.00E-04 4.77E-04 1.70E-04 4.77E-07 3.54E-06 1.47E-06 1.06E-06 1.07E-06 

2000 20 5.68E-04 1.32E-03 9.24E-04 8.23E-04 2.05E-04 1.57E-07 2.65E-06 1.36E-06 1.36E-06 7.13E-07 

3000 30 7.14E-04 1.81E-03 1.24E-03 1.11E-03 3.52E-04 4.33E-07 2.86E-06 1.59E-06 1.31E-06 7.53E-07 

 

F8 

1000 10 8.99E-08 1.02E-06 6.77E-07 6.10E-07 2.73E-07 1.64E-09 6.19E-09 4.01E-09 4.09E-09 1.58E-09 

2000 20 7.98E-07 1.75E-06 1.44E-06 1.43E-06 2.81E-07 2.57E-08 1.03E-07 5.28E-08 4.63E-08 2.10E-08 

3000 30 2.17E-06 5.87E-06 3.85E-06 3.39E-06 1.05E-06 6.84E-07 1.29E-06 9.39E-07 9.27E-07 1.58E-07 

 

F9 

1000 10 1.11E-07 4.36E-07 3.27E-07 3.35E-07 1.06E-07 3.57E-09 9.61E-09 5.31E-09 4.98E-09 1.56E-09 

2000 20 1.91E-07 2.62E-02 2.62E-03 3.06E-07 7.87E-03 9.34E-06 1.34E-05 1.22E-05 1.21E-05 1.14E-06 

3000 30 
1.51E+0

0 

1.86E+0

2 

3.46E+0

1 

1.23E+0

1 

5.14E+0

1 
2.08E-05 1.05E-04 5.89E-05 5.31E-05 2.61E-05 

To compare an algorithm with other algorithm for the same 
nature of problem, its true value will be seen. Hence, I-BAT is 
compared with standard BA. Both algorithms were used to 
solve same standard test functions presented for Table I and 
utilized the same parameter settings explained in Section V. 
The best simulation results are highlighted as bold. For the fair 
comparison, the proposed technique improved BA (I-BAT), 
compared with the standard bat algorithm on nine well-known 
benchmark test functions. The comparative results are given in 
Table II. From Table II, we can see that the performance of I-
BAT is better as compared to standard Bat algorithm in terms 
of exploration capability of bats. After a brief analysis on the 
basis of results, we can conclude that the proposed methods are 
enough robust in nature to be used for the purpose of numerical 
optimization problems. The experimental results show that I-
BAT outperforms over standard BA in all nine bench mark test 
functions. Below is the graphical representation of proposed 
methods on all benchmark test functions. From Fig. 6 to 14 the 
graphical representation of detailed comparison for   to    has 
been shown. 

 

Fig. 6. I-BAT Curve on   . 
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Fig. 7. I- BAT Curve on   . 

 

Fig. 8. I- BAT Curve on   . 

 

Fig. 9. I- BAT Curve on   . 

 

Fig. 10. I- BAT Curve on   . 

 

Fig. 11. I- BAT Curve on   . 

 

Fig. 12. I- BAT Curve on   . 

 

Fig. 13. I- BAT Curve on   . 

 

Fig. 14. I- BAT Curve on   . 
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VI. CONCLUSION 

To overcome the issues of exploitation and exploration 
capabilities of conventional BA, a novel variant of Bat 
algorithm I-BAT is proposed that would also enhance the 
searching ability to avoid the local optimum.  The novel variant 
comprises standard BA with strong searching capability joined 
with novel quasi-random sequence Torus for initialization of 
swarm and employed on function optimization problems. The 
proposed strategy maintains the diversity of the swarm and 
improves the local searching capability. The simulation result 
shows that the proposed technique has better convergence 
accuracy and can escape from premature convergence 
successfully. It also depicts that our designed technique is 
much better, when it is compared with the standard BA. For 
future consideration it is appealing to check the performance of 
new initialization proposed approaches for higher dimensional 
problems. 
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Abstract—This manuscript presents the effects of changing 

modulation indices on current and voltage harmonics of 

universal motor when it is supplied by single phase PWM (SP-

PWM) inverter, the effect has been analyzed with simulation and 

experimental setup. For variable speed applications universal 

motor can be controlled either by phase angle control drive or by 

SP-PWM inverter drive. SP-PWM inverter-fed drive is common 

technique that is used to adjust the voltage applied to motor, so 

that variable speed can be obtained. With the application of SP-

PWM inverter-fed drive, harmonics are generated because of 

power electronic devices. According to the IEEE standard 519, 

the total harmonic distortion (THD) must be within 5%. In this 

paper, the effect of modulation index (MI) is used to analyze 

THD content, and its variation alters the harmonic content.  

However, the effects are also analyzed through experimental 

setup in order to validate the system performance. In future 

work, keeping modulation index constant, different PWM 

strategies can be employed in order to decrease harmonics. 

Keywords—Harmonics; modulation index; SP-PWM inverter; 

universal motor 

I. INTRODUCTION 

In recent years speed control of universal motor by using 
SP-PWM inverter fed drive is widely used because of its 
efficient control [1], [22]. In operation, universal motor is very 
similar to series dc motor, but unlike dc series it can be 
operated on ac voltage also. Universal motor is designed to 
operate on either dc or ac. Universal motor is different from dc 
series motor construction wise. Direction of torque is same for 
any current polarity as well as ac current. Universal motor 
have some good features due to its more power related to its 
size and weight. As compared to induction motor universal 
motor is popular because of its high speed ranging from (1500 
to 2000 RPM). Universal motor is suitable for washing 
machines, drills and dust extractors. Universal motor have also 
some drawbacks because of sparking produced by commutator 
segments. And also lower life time and loud noise as 
compared to induction motor. Due to advancement in power 
electronics technology, power inverters are widely used in 
power systems, household appliances, transportation, 

specifically in variable frequency drives [2]. Speed of 
universal motor can be controlled by using two types of 
controllers i.e. phase angle control (using TRIAC or Thyristor) 
or by with PWM converters (Using IGBT) [3]. Using such 
type of convertors speed of universal motor can be controlled 
by adjusting output voltage of converter. As universal motor is 
widely used in home appliances so the controllers are 
designed to operate on ac voltage [4]. SP-PWM inverter -fed 
drive is common technique that is used to adjust the voltage 
applied to motor [5]. With PWM inverter-fed drive harmonics 
are generated because of application of power electronic 
devices used in the circuitry. The harmonics produced must be 
within allowable limit of 5% as recommended by IEEE 
standard 519, so that other loads may not be affected by 
harmonics produced.  Different methods are proposed to 
decrease THD content generated by SP-PWM inverter-fed 
drive supplying universal motor. Voltage source inverters are 
implied in Sinusoidal pulse width modulation techniques, VSI 
are remained area of interest for researchers. In SP-PWM 
inverter -fed drive, some parameters effect the production of 
harmonic content, out of these parameters modulation index 
should be changed to control amplitude and speed. So 
variation of modulation index is analyzed [6]. With the 
application of single phase PWM inverter-fed drive the iron 
loss in electric sheets of stator and rotor can be reduced 
significantly [5]. The increased awareness of harmonics in 
recent years is the result of concerns that harmonic distortion 
levels are increasing on many electrical power systems [7], 
however, this is the hot research direction now-a-days, the 
emphasis is on the cost effective exploitation regarding power 
quality and reliability [8]. Today’s one of the most serious 
issue due to which industrial consumers are suffering financial 
losses enforced by utility regulations  is power quality. Out of 
several PQ disturbances THD is most common type of 
disturbance, thus it’s necessary to analyze THD content due to 
usage of power electronic components used in household 
appliances to guarantee the more pure form of power to 
customers [9]. Due to these harmonics, problems are created 
which include interference with communication lines, 
degradation of insulation levels of equipments, heating of 
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winding, excessive currents, increased power losses which 
ultimately reduce life of equipment. Harmonics affect power 
quality and increase system losses up to 20% out of which 
27% may be attributed to harmonics [10-11]. Recent studies 
reveal that the additional power losses in distribution networks 
may be in range of 4–8.5% for various harmonic levels [12]. 
Power electronic converters are used in VFDs and ultimately 
causes elevated harmonics into the system. Design engineers 
and semiconductors suppliers are interested in energy efficient 
and low cost variable frequency drives. PWM based variable 
switching frequency technique is proposed to reduce total 
harmonic distortions [13], in addition, the use of very high 
range of switching frequency is not suitable for semiconductor 
switches of real grid-connected inverters [14]. As per the 
IEEE standards 519, current and voltage total harmonic 
distortion must be restricted lower than 5%. PWM controllers 
operating at elevated index of modulation causes decline in 
THD. In universal motor, steady speed control system is 
supplied by pulse width modulation controlled through ac 
chopper, additionally providing enhanced range of speed and 
ultimately reacting even healthier under abrupt alterations in 
load [15]. In this research work development of simulation 
models of universal motor and PWM controlled single phase 
inverter-fed drive is presented by using 
Matlab/Simulink/Simscape software. A simulation model is 
developed for harmonic analysis of universal motor when it's 
fed by SP-PWM controlled single phase inverter-drive. Same 
work is done experimentally, by using a reference variable 
generator, PWM controller, single phase IGBT driver set. 
Harmonic analysis is done with different modulation indices. 
Experimental and simulation results are observed nearly equal.  
Harmonic contents are lower at higher modulation indices. 
Section III contains equations related to voltage and current 
for universal motor. Different speed control techniques are 
also discussed in this section. Simulation model for Universal 
motor supplied by single phase inverter is described in 
Section IV. Detail of experimental setup for harmonic analysis 
of the system is also given in this section. Results are 
compared and discussed. Finally paper is concluded in 
Section V. 

 

Fig. 1. Sinusoidal pulse width modulation. 

II. SINUSOIDAL PULSE WIDTH MODULATION 

Many industrial applications use variable speed drives, and 
PWM is mostly common technique used in these variable 
speed drives. Among different PWM techniques sinusoidal 
pulse width modulation is widely used. In sinusoidal pulse 
width modulation width of gating pulse is changed in 
accordance with the width of reference signal. The control 
signals are generated by comparing sinusoidal wave with 
triangular or squire wave as shown in Fig. 1, the frequency of 
reference signal determines the inverter output frequency, in 
result it controls the modulation index whereas number of 
pulses per half cycle depends upon the frequency of carrier 
signal. DC input voltage is fed to SP-PWM for producing 
sinusoidal wave at prescribed frequency. There are two SP-
PWM techniques for H-bridge inverter which are unipolar and 
bipolar switching [16] SPWM technique has reduced power 
loss, because of its switching devices remain almost off (Low 
current means low power) and remain hardly on (Low voltage, 
low power) PWM signals can easily be generated by using 
modern microcontrollers [17]. 

III. SPEED CONTROL OF UNIVERSAL MOTOR 

Universal motor is mostly supplied by single phase ac 
voltages [18], [21]. Fig. 2 shows schematic diagram for 
universal motor. System of equations for field voltages and 
voltage of armature are shown in (1). 
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Fig. 2. Schematic diagram of universal motor. 
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Fig. 3. Speed control of motor using TRIAC. 
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MRotor220 V 

50 Hz

 
Fig. 4. Speed control of motor using chopper. 

Where, the field and armature currents are related by (2). 
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By using (2) and (3), the voltage equation can be rewritten 
as 

 ( ) ( )v t R LP M i t              (4) 

Where 

a fR R R                 (5) 

a fL L L                 (6) 

Speed of universal motor is mostly controlled by using ac 
chopper and phase angle control method. TRIAC is used in 
phase angle control technique to control the amount of voltage 
supplied to the universal motor as shown in Fig. 3. In the 
chopper control application, voltage applied to the motor is 
adjusted by using PWM technique. Amount of voltage 
supplied to motor is changed by variations in duty cycle of 
PWM signal [19]. Carrier frequency also affects the THD 
[20]. AC power chopper needed one more stage and it consists 
of power switch rectifier and fast switching power diode. 
Simplified chopper control technique using IGBT is shown in 
Fig. 4. Industrial applications requiring superior performance 
are using PWM based VFDs. Improvement in power 
electronics control circuits is caused by recent developments 
in power semiconductor industry. Hence, different circuit 
configurations, namely, PWM inverters have become popular. 
A number of PWM schemes are used to obtain variable 
voltage and frequency supply. The most widely used PWM 
scheme for voltage source inverters is sinusoidal PWM [16]. 
In accordance with the sine function, the inverter output 
voltage and frequency can be controlled by using SPWM 
technique. In this scheme the width of each pulse is varied in 
proportion to the amplitude of a sine wave evaluated at the 

center of same pulse. The gating signals are generated by 
comparing a sinusoidal reference signal with a triangular 
carrier wave of frequency fc. The frequency of reference signal 
fr determines the inverter output frequency fo; and its peak 
amplitude Ar controls the modulation index M, and then in turn 
the RMS. The output voltage Vo if δm is the width of m the 
pulse the output RMS voltage can be determined by 

2

1

p

o

m

m
V





 
  
 
                 (7) 

IV. SIMULATION AND EXPERIMENTAL DETAILS 

Fig. 5 shows the simulation model of single phase pulse 
width modulator inverter fed supplying universal motor. A 
physical system in Simulink environment is introduced by the 
model consisting of Simscape. Simscape is used to make 
control block diagrams of universal motor, while single phase 
pulse width modulator is built in Simulink. Pulse width 
modulator generator helps in altering index of modulation and 
switching frequency. The fast fourier transform is presented as 
a tool for analysis for various indices of modulation and 
frequency of switching. Ideal block of rotational motion 
sensor represents ideal mechanical rotational sensor. Ideal 
block of rotational motion sensor helps in conversion of 
variable (across) between 2 nodes of mechanical rotation into 
angular velocity in proportion to signal of control. The block 
of ideal torque source denotes ideal mechanical source. The 
simulation parameters to model universal motor are J=2e-4; 

B=1e-6, Ra+Rs=90; La+Ls=181 mH 

Experimental setup of harmonic analysis of universal 
motor when it's fed by SPWM controlled single phase 
inverter-fed drive is shown in Fig. 6. Starting from the left dc 
Power supply module that is required to provide dc power 
supply is to reference variable generator for single phase 
PWM controller. The output voltage of reference variable 
generator is used as command input voltage of the SP-PWM 
controller. SP-PWM controller module is used to generate 
gating signals of IGBT driver set module. IGBT driver set 
produces dc at its output terminals from dc voltage at its input. 
Frequency of output voltage depends upon the frequency of 
command voltage and the peak value of reference signal 
controls the average output voltage. Power quality analyzer is 
used to measure THD for current and voltages, it also display 
harmonic orders with respect to fundamental frequency. 
Harmonic spectrum response is taken at different M.I. Fig. 7 
shows FFT analysis for current of system under discussion for 
carrier frequencies of 1 kHz with modulation index of 0.6. It 
shows a THDi of 50.10%. Both even and odd harmonics are 
present in harmonic spectrum. As shown in Fig. 8 waveform is 
not pure sinusoidal because it’s obtained at lower modulation 
index. 

Fig. 9 shows experimental results for harmonic spectrum 
of system with 1 kHz carrier frequency with modulation index 
of 0.6. It shows THDi of 56.1% which is nearly equal to 
simulation results, quite acceptable considering system 
parameter variations with temperature, parasitic effects in 
motor as well as single phase PWM inverter circuit, wiring 
and supply voltage. 
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Fig. 5. Matlab based simulation model of universal motor fed by single phase PWM inverter. 

 

Fig. 6. Experimental setup for universal motor fed by SP-PWM inverter. 

 
Fig. 7. Simulation based current harmonic spectrum response at 1 KHz 

frequency with M.I of 0.6. 

 

Fig. 8. Output current waveform using simulation at modulation index of 0.6 

with 1 kHz carrier frequency. 

 

Fig. 9. Experimental based current harmonic spectrum response at 1 Khz 

frequency with M.I of 0.6. 
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Fig. 10. Output current waveform using experimental setup at modulation 

index of 0.6 with 1 KHz carrier frequency. 

 
Fig. 11. Simulation based current harmonic spectrum response at 1 kHz 

frequency with M.I of 0.9. 

 

Fig. 12. Experimental based current harmonic spectrum response at 1 kHz 

frequency with M.I of 0.9. 

Fig. 10 shows output current wave form with experimental 
setup at modulation index of 0.6 with distorted waveform by 
further increasing modulation index at value of 0.9, and 
simulation results for current harmonics are obtained, Fig. 11 
and 12, respectively show simulation and experimental 
harmonic analysis for current of system under discussion with 
modulation index of 0.9 and it is observed that harmonics are 
reduced considerably with increasing modulation index when 
its compared with FFT analysis of current at modulation index 
of 0.6. Increased modulation index i.e. 0.9 affects the output 
waveform current; it is shown in Fig. 13, that simulation based 
output current waveform is more sinusoidal then current 
waveform observed at modulation index of 0.6. Experimental 
output waveform form for current is shown in Fig. 14. 

Fig. 16 and 17, respectively show simulation and 
experimental harmonic analysis for current of system under 
discussion with modulation index of 1. 

 

Fig. 13. Output current waveform using simulation at modulation index of 0.9 

with 1 kHz carrier frequency. 

 
Fig. 14. Output current waveform using experimental setup at modulation 

index of 0.9 with 1 kHz carrier frequency. 

 
Fig. 15. Simulation based current harmonic spectrum response at 1 kHz 

frequency with M.I of 1. 

 

Fig. 16. Experimental based current harmonic spectrum response at 1 kHz 

frequency with M.I of 1. 
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Fig. 17. Output current waveform using simulation at modulation index of 1 

with 1 kHz carrier frequency. 

 
Fig. 18. Simulation based output current wave form at three different 

modulation indices. 

 
Fig. 19. THDi at different modulation indices at constant carrier frequency of 

1 kHz. 

At modulation index of 1, output current waveform is pure 
sinusoidal as shown in Fig. 15. Comparison of output current 
waveforms with different modulation indices is shown in 
Fig. 18 and it’s observed that when M.I is fixed at 1, then 
output current waveform is more sinusoidal. Results of THDi 
for different modulation indices are shown in. Carrier 
frequency is fixed at 1 KHz. It is clear that increasing 
modulation index current harmonics are decreasing; it’s also 

observed that best output signal is produced by increasing the 
modulation index graphically it’s shown in Fig. 19. Current 
harmonics will cause harmonics in voltage. These voltage 
harmonics will affect operation of other appliances connected 
to the supply network. THDv for three modulation indices 
were also observed using simulation and experimental 
arrangements. Fig. 20 shows FFT spectrum of voltage 
harmonics at modulation index of 0.6 with keeping the carrier 
frequency constant at 1 kHz and modulation index of 0.6, 
experimental results of voltage harmonics are shown in 
Fig. 21. 

 
Fig. 20. Simulation based voltage harmonic spectrum response at 1 kHz 

frequency with M.I of 0.6. 

 

Fig. 21. Experimental based voltage harmonic spectrum response at 1 kHz 

carrier frequency with M.I of 0.6. 

 

Fig. 22. Experimental based voltage harmonic spectrum response at 1 kHz 

frequency with M.I of 0.9. 
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Fig. 23. Simulation based voltage harmonic spectrum response at 1 kHz 

frequency with M.I of 0.9. 

 
Fig. 24. Experimental based voltage harmonic spectrum of PWM based 

inverter fed universal motor with 1 kHz carrier frequency with modulation 

index of 1. 

 

Fig. 25. Simulation based voltage harmonic spectrum response at 1 kHz 

frequency with M.I of 1. 

 
Fig. 26. THDv at different modulation indices at constant carrier frequency of 

1 kHz. 

With further increasing modulation index it can be 
observed that harmonic contents are reducing significantly 
Fig. 22 and 23 shows the harmonic content using simulation 
and experimental setup at modulation index of 0.9 but with 
same carrier frequency with further increase of modulation 
index, the voltage harmonic content are reducing which can be 
observed from Fig. 24 and 25 for both simulation and 
experimental setup at modulation index of 1. Comparison of 
THDv for different modulation indices are graphically shown 
in Fig. 26. 

V. CONCLUSION 

Most of household appliances use universal motor in their 
operation and some of applications in industries. Its output 
torque is controlled through variations in supply voltage. 
When universal motor is operated for variable speed or high 
torque applications by incorporating power electronic 
converters in result harmonics are generated. Nature of 
harmonics generated imparts adverse effects on performance 
of universal motor and also other connected equipment. In this 
research work, harmonic analysis of single phase pulse width 
modulator inverter with various indices of modulation 
supplying universal motor is the focus of study. However at 
very higher switching frequencies losses will be more, this 
limits the work.  A single phase pulse width modulation 
inverter supplying universal motor is modeled in MATLAB. 
In order to validate simulated results experimental 
arrangement is also established. Results show that content of 
voltage and current harmonics are more than standard limit of 
5% as set by IEEE Standard 519. It is also concluded that 
THD decreases with increasing modulation index. In future 
work, keeping modulation index constant, different PWM 
strategies can be employed in order to decrease harmonics. 
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Abstract—Modern industrial systems are growing day by day 

and unlikely their complexity is also increasing. On the other 

hand, the design and operations have become a key focus of the 

researchers in order to improve the production system. To cope 

up with these chellenges, the data-driven technique like principal 

component analysis (PCA) is famous to assist the working 

systems. A data in bulk quanitity from the sensor measurements 

are often available in such industrial systems. Considering the 

modern industrial systems and their economic benifits, the fault 

diagnostic techniqes have been deeply studied. For example,  the 

techniques that consider the process data as the key element. In 

this paper, the faults have been detected with the data-driven 

approach using PCA. In particular, the faults have been detected 

by using    and   statistics. In this process, PCA projects large 

data into smaller dimensions. Additionally it also preserves all 

the important information of process. In order to understand the 

impact of the technique, Tennessee Eastman chemical plant is 

considerd for the performance evaluation. 

Keywords—Fault Diagnosis; Principal Component Analysis; 

Multivariate Statistical Approach; Tennessee Eastman Chemical 

Plant Introduction 

I. INTRODUCTION 

Industrial process managemen is one the key and emering 
issue in the small as well large industrial systems. Modern 
industrial services are in large-scale and they are extremely 
complex. In addition, the control of process management is 
carried out with a great number of parameters under the 
system. In the industries like manufacturing, there is a 
pressure to produce excellence in end-products, which is in 
bulk quantit. In parallel, it is also important to minimize the 
losses of rejection rates and to satisfy the ecological rules. To 
fulfill the demands, up-to-date industrial systems cover a huge 
number of parameters working under closed-loop controllers. 
For that, a data-driven design of system is one of the great 
interest both in research and academia. Engineering systems 
such as aircraft controllers, industrial processes, 
manufacturing systems, transportation systems, electric and 
electronic system are becoming more complicated to lead the 
failure. It will directly related to the system reliability, 
availability, safety and maintainability. One the other hand, 
such factor are very important for a good industrial system. 
Many of such systems rely on human efforts and the 
availablity. In order to improve the performance and industrial 

systems it is necessary to work on the automation. It reduces 
the human efforts and the cost so it effects the economic 
conditions. Nowadays, the demand for the automated systems 
is also increasing in the market. In this research area, there is 
need to study different operating constraint and applications of 
industrial automation that explore and elaborate the process of 
automation. In automated systems in it necesssary to 
implement techniques and policies for the fault diagnosis and 
repair. The fault diagnosis system tries to assure that the plant 
is safe by identifying unwanted events. It highlights the key 
issue that may degrade the overall performacne of the system. 
This information is necessary for plant engineer so that a 
quick action may be performed. So that an immidieate rescue 
could be performed for the safety of the industrial system. 
There are many techniques are available for the performance 
monitoring and control. PCA is one of the basic technique in 
the pool of famous techniques. 

In Section II related work is discussed. Methology has 
been discussed in Section III in which implementation of 
techniques is done stepwise. In Section IV, PCA technique is 
applied in the industrial benchmark process. In Section V 
results have been discussed. Section VI concludes the work 
and provides the guidelines for the future. 

II. RELATED WORK 

Multivariate statistical methods largely depend upon the 
huge quantity of past data to define the fluctuations in the 
process. Multivariate statistical process monitoring has the 
advantage of easy to design and make the analysis of process 
industries entire simple, due to this property it is most popular 
in industrial fault diagnosis systems while in detecting the 
abnormal operation from the process. The technique which 
has the capability to retain the major information and 
significant knowledge in a unique dataset that generates from 
the industrial process is PCA. There are many approaches are 
available for the fault diagnosis. These apporoaches use 
different parameters in order to detect the faults in the control 
systems. For example, the study in [1] highlited the fault 
diagnosis based on the neural netowrks. They combined such 
neural networks by an observer technique. Also, multivariate 
statistical approaches have been researched to deal with 
process monitoring [2]. PCA is first appeared in 1889 until 
now research is ongoing and applications are still in study. 
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These methods have been successfully implemented in many 
industrial processes. MacGregor implemented PCA based 
process monitoring both in continuous and batch process and 
conclude PCA methods are capable of treating processes with 
a large correlated process data and can handle easily missing 
data [1]. Raich and Cinar [3] proposed a diagnosis method 
based on angle discriminant using PCA. Due to some 
difficulties, its applicability is not so large instead of that it fits 
in so many fields and successfully implemented. Though PCA 
could affect if it is applied in nonlinear problems because real 
systems are mostly nonlinear in nature, and this technique 
takes account linear combination due to its linear method. 
Kramer [4] has generalized PCA to the nonlinear case by 
using a neural network. These chemical engineering 
applications, are mostly nonlinear but the method is linear. 
Application of PCA in the real system have been applied at 
Dupont and other companies, published in many conferences 
and journals several types of researches have performed 
similar case work on data collected simulator of process 
[5][6]. For sake of easiness many dimensions of dataset 
proposed to get more from data in different views and plot in 
single dimension [7], on taking this step that will helps the 
operator to get information from more than multidimensional 
data [8]. In some cases multidimensional data acquire is quite 
difficult due to nonlinearities so an automation process 
proposed for process monitoring in [9]. The application of 
PCA in these type of problems motivated by three features. 
Number 1, PCA can develop a method which takes all the data 
in low dimension which helps out to get meaning from entire 
data from the training set by use of all dimensional data. 
Number 2 the data in structured format with help of PCA help 
to identifying the affected variables. Number 3, PCA can 
isolated the space which the variables contain useful 
information that variables have process information and rest in 
another subspace which contain noise. In this fault could occur 
in any subspace primarily [10], this step can increases the 
sensitivity of process monitoring to detect faults. As an 
effective data-driven process monitoring technique PCA can 
adapt complicated conditions according to rules of statistics. It 
is classical projection methods of multivariate statistical 
process monitoring which is then applied to train model 
beneath nominal conditions. Thus it detects online faults [11]. 
These techniques are highly demanded based on 
measurements [12]. In practical industrial outliers that is 
difficult to handle in spite of so many advantages and easy to 
design model [13]. Sensor failure, network transmission error, 
machine malfunction, database software, and data recording 
errors are mainly cause for irregularities produce data with 
noise [14]. Such cases outliers smoothed by mean and 
averaging [10]. 

III. METHODOLOGY 

PCA is one of the famous and widely used technique. It 
has been effectively used in various areas including image 
processing, signal analysis, pattern recognition, data 
compression and process monitoring. This techniques is 
simple and efficient and have capability to process industrial 

data. It is familiar as influential tool for process monitoring. 
For this purpose, it is used in the process industry for process 
monitoring. PCA algorithm is a founding technique of 
automated process monitoring. These advanced PCA methods 
for example recursive, adaptive and kernel. These techniques 
extract the useful information from data in keeping view this it 
is a widely used area in fault diagnosis. It extracts orthogonal 
vectors in sets, known as loading vectors. It tells the amount 
of variance known to orthogonal vectors. Consider a process 
measurement matrix       , where   is variables and   is 
observations in measurement matrix. 

A. PCA based Fault Detection 

Step 1: Pretreatment of data is done in this step. Normalize 
columns of   

Step 2: Obtain the Covariance of measurement matrix by 

1

1

TC X X
n


                        

(1) 

Step 3: In this step, the loading vector is extracted by 
obtaining the Singular Value Decomposition (SVD) from the 
above equation: 

1

1
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n

  


                                 (2) 

Where                   

Step 4: To calculate PCs (principal component)    divide 

  into the score and residual matrices. 
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The value of L can be taken from Vpc: 

pcL V                       (3) 

In the above equation Vres is the residual space. 

Step 5: To obtain the matrix  , the following equation is 
used: 

T XL                    (1-4) 

B. PCA and the Faults 

In the process, T
2
 can be obtained bu the following 

equation: 

2 1T T

pcT x L L x                (4) 
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Fig. 1. Tennessee Eastman Process. 

 
  represent the set of loading vectors for large singular 

variance. The simplified equation will be: 
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Where           is the f-distribution. If the threshold 
value from equation no 1-5 exceeds the test statistics in 
equation no: 1-6 fault occurs. As   statistics is demonstrated 
on the basis of loading vectors singular values, so it does have 
a problem to some inaccuracies [15] in the residual part 
values. The square prediction error is then used which utilizes 
the residual space [16]. 
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Where    represents  the standard deviation of the 
distribution parallel to the       percentile. Hence, the 
confidence level for the   may be determined with the help of 
equation (7) in order to cope with abnormalities. 

IV. THE BENCHMARK PROCESS 

In this part to verify the algorithm like PCA, simulation is 

carried out in order to diagnosis the faults. It is computer-

oriented simulator many types of research used it for 

comparison of different data-driven algorithms as well as 

model-based. It is like realistic simulator which mimic the 

original behavior of the typical chemical plant. TEP served as 

the desired benchmark to assessment algorithms for many 

techniques such as process observing control and fault 

diagnosis. TEP utilized to examine multivariate statistical 

process monitoring (MSPM) methods. It facilitates with 

different operating regimes. Figure 1 presents the flow of the 

process. A number of connected modules are present. These 

include a condenser, reactor, separator, stripper, and 

compressor. It consists with four in number of reactants or 

input and two products or output, along with by-product, and 

an inert by symbolically represented as A to H.  There are 52 

measurements by each process. Among them, 41 are the 

output variables and the rest are input variables. The output 

and input variables are depicted in Table 1[8]. Further, the 

process variables (from XMV(1) to XMV(11)) are used with 

the standard values (as in accordance with [8]). The 

researchers in [17] performed the simulation of TE process. 

There has been successfully worked done in these techniques 
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reported in. Training data set produced for working on this 

which includes both faulty and normal data set. The work in 

[18] proposed a control scheme which is thus applied in TEP. 

Flowchart of an industrial plant is demonstrated in figure 1. 

The gaseous components are presented as A, C, E, D and the 

inert B. It first feeds to the reactor. Formation of G and H 

component as a product from these inputs feed into a reactor.  

A simulator has been developed details can be found in [19]. 

Following equations are input-output relations of the process. 

A k( )+C k( )+D k( )®G liq( )
       A k C k D k H liq                            (8) 

       A k C k D k H liq    

 ( )D k F liq  

TABLE 1. LIST OF PROCESS VARIABLES AND MEASURED 

VARIABLES [8] 

Tag Description 

XMV(1) D feed flow 

XMV(2) E feed flow 

XMV(3) A feed flow 

XMV(4) A and C feed flow 

XMV(6) Purge Valve 

XMV(7) Separator pot liquid flow 

XMV(8) Stripper liquid product flow 

XMV(10) Reactor Cooling water flow 

XMV(11) Condenser Cooling water flow 

XMEASV(1) A feed (Stream 1) 

XMEASV(2) D feed (Stream 2) 

XMEASV(3) E feed (Stream 3) 

XMEASV(4) A and C feed 

XMEASV(5) Recycle flow 

XMEASV(6) Reactor feed rate 

XMEASV(7) Reactor Pressure 

XMEASV(8) Reactor level 

XMEASV(9) Reactor temperature 

XMEASV(10) Purge rate 

XMEASV(11) Separator temperature 

XMEASV(12) Separator level 

XMEASV(13) Separator pressure 

XMEASV(14) Separator underflow 

XMEASV(15) Stripper level 

XMEASV(16) Stripper pressure 

XMEASV(17) Stripper underflow 

XMEASV(18) Stripper temperature 

XMEASV(19) Stripper steam flow 

XMEASV(20) Compressor work 

XMEASV(21) Reactor water temperature 

XMEASV(22) Separator water temperature 

In this equation the Component F is a by-product, that 
process is exothermic and cannot reversible. They are in first-
order with concentrations higher temperature happened due to 
fastest reaction of component G over reaction of H 
component. Separator has vapors from reaction which is 
recycled again and again that is input to the compressor. The 
stream generated from the process keep for the use of by 
product and inert. Stripper “stream 10” is driven by a 
separator which is condensed. 

C. Main Process Variables 

The process has 41 calculated variables and 11 input 

variables. They are listed in Table 1. Out of which 22 

variables which sample every three minutes. There are 21 

process faults as described in the work [17].  

D. Simulated Faults in TEP 

There are 21 faults in TEP process listed in Table 1. These 
faults affect mostly in chemical process parameters like 
process variables, kinetics, feed concentration and different 
types of actuators in the chemical process like pump valves. 
Data-driven approaches require online and offline training 
data, in this simulator there are 22 online test data sets, their 
duration for 48 hours plant operation and 960 samples of data 
are generated during simulations in [5], where faults are added 
after 160 data sample. 

V. RESULTS AND DISCUSSION 

There are a number of faults as depicted in the Table 2. All 
the values of Table 1 and 2 are directly taken from [8]. One of 
the first steps is to implement the PCA in order to detect such 
configured faults. The default dataset from the TE simulator is 
used for the experimentation and evaluation. The input and 
output variables are configured. Such as, XMEAS(1-22) and 
XMV(1-11). In real life the reason for the faults is unknown, 
similarly the TE also introduce faults at different subspaces. 

According to Table 2, the fault in the condenser cooling 
water inlet temperature is represented by IDV2. It occurs after 
160 data samples. In figure 2 PCA of IDV 2 is shown. IDV (6) 
involves in step type of fault, it is simulated by a sudden 
change in the reactor cooling water inlet temperature. The 
results of PCA diagnosis the affected variable from “A” feed 
loss in TE process are shown in figure 3. The algorithm for 
process monitoring is developed with the help of 960 samples 
taken from the ordinary process operations. Similarly, IDV 
(18) is unknown type of fault listed in Table 2, affect the 
process variable, it influence on the unknown variable. PCA-
based statistics identifying the unknown variable shown in 
figure 4. 
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Fig. 2. Detection Result for Fault Scenario 2 PCA. 

 
Fig. 3. Detection Result for Fault Scenario 6 PCA. 

 
Fig. 4. Detection Result for Fault Scenario 18 PCA. 
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TABLE 2. DEFINITION OF FAULTS [8] 

Fault number Process Variable Type 

IDV(1) 
A/C  feed ratio, B composition 
constant 

Step 

IDV(2) B composition, A/C ration constant Step 

IDV(3) D feed temperature Step 

IDV(4) 
Reactor cooling water inlet 
temperature 

Step 

IDV(5) 
Condenser cooling water inlet 
temperature 

Step 

IDV(6) A feed loss Step 

IDV(7) 
C header pressure loss-reduced 
availability 

Step 

IDV(8) A, B C feed composition 
Random 

variation 

IDV(9) D feed temperature 
Random 
variation 

IDV(10) C feed temperature 
Random 
variation 

IDV(11) 
Reactor cooling water inlet 
temperature 

Random 
variation 

IDV(12) Condenser cooling water valve 
Random 
variation 

IDV(13) Reaction Kinetics Slow Drift 

IDV(14) Reactor cooling water valve Sticking 

IDV(15) Condenser cooling water valve Sticking 

IDV(16) -- -- 

IDV(17) -- -- 

IDV(18) -- -- 

IDV(19) -- -- 

IDV(20) -- -- 

IDV(21) Steady state position Fixed 

VI. CONCLUSION 

The fault diagnosis is very important for the optimized 
systems. Specifically, the data-driven techniques are getting 
famous. This work presents a detailed study on the data-driven 
technique. The design of a data-driven technique using the 
PCA is proposed. PCA is simple efficient and easy to design 
due to these properties it is frequently used in fault diagnosis 
techniques. The industrial benchmark, Tennessee Eastman 
process is used for the simulation and analysis of the data-
driven technique, which successfully detects the faults. 

The major objective of further investigation is to analysis 
of non-Gaussian process data, since in industries mostly 
system are non-linear in nature. In this work it is assumed that 
data which are under consideration is Gaussian. A framework 
should be established that will directly constructed from 
process data for construction of fault tolerant architecture. 
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Abstract—There has been an enormous increase in globaliza-
tion that has led to more cooperation and competition across
boundaries. Software engineering, particularly distributed soft-
ware development (DSD) and global software development (GSD),
is evolving rapidly and presents several challenges, such as ge-
ographical separations, temporal differences, cultural variations,
and management strategies. As a result, a variety of situational
factors (SFs) arise that causes challenging problems in software
development. Both literature and real world software industry
study revealed that the extent of the effect of SFs may vary subject
to a certain software project. Project executives should need to
concentrate on the right SFs for the successful development of a
specific project. This work first examines the optimal and most
well-balanced GSD-related SFs and then presents a mechanism
for prioritizing the SFs to better understand the extent to which
an SF generally affects the GSD. A set of 56 SFs in 11 categories
is identified and analyzed in this research. A fuzzy set theory
based, multi criteria decision making (MCDM) technique, fuzzy
analytical hierarchy process (FAHP) was proposed to extract
the SFs that have the strongest effects on GSD. The proposed
technique is intelligent and automated and can be customized to
suit specific conditions and environments. Thus, it can provide
support for a much-needed variation that is the hallmark of
such software development environments. A case study of a global
company working in collaboration on a project JKL was selected
to identify and prioritize the most challenging SFs. A sensitivity
analysis is carried out to evaluate the extent of the impact for
highly ranked SFs related to JKL project.

Keywords—Global software development (GSD); Situational
Factors (SFs); Fuzzy Analytic Hierarchy Process (FAHP); Multi
criteria decision-making (MCDM); fuzzy set theory; sensitivity
analysis

I. INTRODUCTION

Software development has become one of the main busi-
nesses due to the growing demand for high-quality software
and the huge investments in software projects. This trend has
led to distributed and globally disseminated software develop-
ment companies, making the development process even more

complex. Distributed software development (DSD) and global
software development (GSD) appear to be more plentiful due
to the shorter time span and lower costs, and benefit from
the most competent programmers and developers from around
the world [1], [2]. Both DSD and GSD consist of companies
and staffs from different geographic sites working together
to achieve the stated mission [3]. Although GSD strategies
are very advantageous in providing quality software products,
there are many difficulties [4], [5] in managing software
development activities.

Requirement engineering (RE) is the first stage in software
development, and it plays a critical role in the development of
a successful software project [6]. The vital objective of RE is
to recognize and realize the stakeholder’s concerns and develop
high-quality software projects. In a rapidly changing business
environment, requirements change continuously to fulfil a
user’s demand, depending on their location. An organization
must have RE that addresses the organization’s business policy
and manages the requirements according to that policy [7].
Basically, the most commonly followed policy in the software
development process is that it should fit the needs of the project
[8]. In practice, the generation of concrete requirements for a
software project is not separate from the development process.
However, the developers (team) with certain technical skills
(knowledge) are capable of authenticating the definition of the
specified requirements. In turn, the requirements are dependent
on the project’s nature, the project’s content and the prevailing
organizational structure. A variety of external circumstances,
such as statutory requirements and technical limitations, are
enforced by superficial authorities (stakeholders) [9]-[11].
These factors are observed to have a strong influence on the
software development and may be linked to the organization,
management, human capital, techniques/tools, and social and
economic aspects. In the literature, these factors are termed
“situational factors” (SFs).

Every project has different working environment and sur-
roundings, so there are different SFs that influence the develop-
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ment of the project. A rich body of literature has been observed
in different areas of requirement engineering, and there are
many SFs that influence the software development process
as a whole [12]. SFs must be evaluated before making any
decision about the best process to use for software development
[13]. Commonly observed results from the previous literature
indicate that situational factors have a strong impact on GSD.
It is possible that different projects have the same influencing
SFs, but the extent to which a factor can affect a project
may vary. To date, the research works have merely listed
SFs based on the literature without depicting the extent of
their importance, and they lack industrial evidence (refer to
Section 2). These factors captivate many of the developmental
efforts and create many disputes, such as those in project
planning, management, and implementation issues. Therefore,
identifying these factors’ importance (i.e., the extent to which
a particular factor is important) at a low level and making
them visible are necessary to enhance their manageability
and measurability. It results in a detailed, up-to-date and
contextually sound software development activity management
that supports for the fruitful development of software projects
at a global level.

The aims of this paper are to provide a framework by
employing Fuzzy Analytic Hierarchy Process (FAHP) that
determines the relative importance of each situational factor
for better decision making and to strengthen the findings of the
existing research. Analytic Hierarchy Process (AHP) is used
to compute the relative importance of the SFs and an in-depth
evidence is produced in an organized way. Although AHP has
been extensively employed to solve multi criteria decision-
making (MCDM) problems, it has some limitations. Therefore,
fuzzy logic is introduced into the pairwise comparison to
compensate for the discrepancies in the conventional AHP.
The significant contribution of the fuzzy modeling is that
it is able to build and formulate to impersonate the real
world comportment even when data provided is ambiguous
and hardly precise. Conversely, for the SFs accompanying
uncertainty with them, rational values can be calculated. The
use of MS Excel eradicates the need for extra software, so the
process is cheaper to implement. Our work reports that the
practical endorsements that arise from it will aid in accessing
the base data required for decision makers to develop policies
to enhance GSD.

The rest of the paper is organized as follows. Section II
gives an overview of the literature on SFs. Section III gives a
comprehensive explanation of the AHP and FAHP approaches.
Section IV elaborates on the research procedure employed.
Section V describes the results inferred by applying FAHP
to a case study to determine the extent of SFs and validates
the results through a sensitivity analysis. Section VI precisely
concludes the paper with future perspectives.

II. LITERATURE REVIEW

Over the last decade, a great change in software devel-
opment has been observed, as has a strong emphasis on the
significance of inconsistent situations for effective SD [14].
Ghosh et al. [15] stated that it is complicated to manage
requirements at a global level. According to Hanisch et al. [16],
considering a virtual domain makes requirement engineering
more complex. Therefore, effective requirement handling and

quality software development must focus on the software
development context. Michael et al. [17] emphasized three
contexts: the organization, the environment and the project. In
their study, they illustrate the need to consider these contexts
in order to have a quality outcome. Their work makes other
researchers think in these terms, Cameron argued that the soft-
ware projects need to organize their developmental processes
by considering various factors that subsidize the variation in
projects and he pinpointed five tailoring factors [18].

In [19], the authors classify the software development
environment factors in four categories: Project, Team, External
Stakeholders, and Organization. They also suggested a model
for tailoring software process that laid the foundation and set
the dimensions for the classification of environmental factors.
Ghosh et al. [20] followed the work done in [19] and examined
the factors that influence the tailoring of the software decision
process. Another study [21] investigated and identified the
SFs within an organization. In another research work [22],
the authors observed the influence of SFs from the aspects
of technology-based self-service and the attitudes toward the
service. Daniela [23] generated a list of problems, challenges
and affected RE phases across multi-sites. Clarke et al. [12]
created a list of SFs that influence software development
through a systematic literature review (SLR) that use the data
coding techniques employed in Grounded Theory [24]. There
is no doubt that their framework is an initial move towards
advanced development in this direction, but it discussed the
facts generally. Since the aspects of the GSD are missing in
this framework, there are many SFs that may be particularly
geographically site dependent and need to be identified, and
assessing their influence on the accomplishment of a software
project is imperative [25], [26].

In a more recent research work on SFs in GSD, Huma
et al. followed the work done by Daniela et al. [23] and
Clarke et al. [12] and performed an SLR to identify situational
factors [9]. They also used data coding techniques based on
Grounded Theory to create a list of 37 SFs that was considered
sufficiently comprehensive to define the RE process in the GSD
environment. However, the limitations of the study were that
the SFs were identified on the basis of the reviewed literature
and that it lacked recommendation from the software industry.
Therefore, many SFs remain to be identified, both within the
organization and globally.

So far, it is obvious from the above literature that many
works (given in the Appendix) have considered the importance
of SFs in software project development. Researchers have
suggested that it is necessary for scholars and experts alike to
focus on improving the understanding of the situational context
while developing software projects [27]. However, not a single
study has comprehensively covered the identification and the
importance of all the SFs in a GSD environment. The scarcity
of such framework is the cause of the limited recognition of
the primary constraints and features of GSD. Thus, in this
work, efforts are made to determine the most important SFs
in a GSD environment that were not found in [28] and [9].
Hence, in view of the importance of SFs in software project
development, we consider both the literature and the industrial
perspective to prioritize them and devise a more comprehensive
framework with the latest technique, which is indeed a need.

The authors of this work have long worked to incorporate
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artificial intelligence into various areas of requirement engi-
neering [29], [30]. Now, they are focusing on implementing
intelligent frameworks for SFs by integrating fuzzy logic with
the AHP. The AHP was first introduced by Saatay [31] and is a
widely accepted MCDM tool for successful weight estimation.
However, traditional AHP restricts to consider rationalism in
human decisions [32]. Therefore, of the important informa-
tion related to vital factors cannot be precisely determined.
However, these values could be measured in a more accurate
way by replacing the crisp numbers with fuzzy numbers.
Zadeh [33] proved logically that fuzzy logic permits us to
transform linguistic measures into crisp measures with the help
of membership functions, and many researchers have shown
that fuzzy logic gives more adequate results. Fuzzy AHP is
the extension of Saaty’s theory and was proposed by Van
Laarhoven and Pedrycz [34]. They employed triangular fuzzy
numbers and the logarithmic least squares method (LLSM) to
calculate the fuzzy weights to determine priority. Buckley [35]
determined the fuzzy comparison ratios by using trapezoidal
fuzzy numbers. Xu [36] proposed a fuzzy least squares priority
method (LSM). Mikhailov [37] introduced a fuzzy preference
programming method (PPM) to calculate the crisp weights
from fuzzy comparison matrices. Wang [38] used FAHP to
select the best maintenance strategies. Whenever there is
uncertainty in prioritizing one factor over another, fuzzy logic
be incorporated with AHP to deal with the complexity. Sun
Chia-Chi integrated the fuzzy AHP with Fuzzy TOPSIS [39].
Many other researchers have shown that the fuzzy AHP gives
more adequate explanations in the decision-making practice
compared to the traditional AHP technique [40]. In the next
section, we concisely discuss the AHP and fuzzy AHP ap-
proaches.

III. AHP APPROACH AND FUZZY AHP APPROACH

A. AHP Approach

AHP is a vigorous decision-making technique for com-
puting the preferences among given criteria by matching the
alternatives for each criterion to calculate an inclusive rank
among the given alternatives. The basic AHP method consists
of the following steps:

• Construct a hierarchical structure that shows the fun-
damental components of the problem and the associ-
ations between them.

• Make a pairwise comparison to determine the relative
weights of the factors of the decision criteria by
eliciting experts’ opinions. The Saaty scale (Table I)
is used for this purpose.

• After finalizing the pairwise comparison, calculate
the local priorities from the judgment matrices; these
judgments are denoted with meaningful numbers.

• Find the Consistency Ratio (CR) that is the measure
of the consistency of judgments made by the experts.

• Finally, obtain the ultimate or global priorities by
incorporating the numbers gained in the preceding step
to calculate the final priorities of the components of
the hierarchy.

TABLE I. SAATY’S SCALE FOR PAIRWISE COMPARISON [31]

Saaty’s scale The Relative Significance of Elements
1 Equally important (both are equal)
3 Moderately important (one over another)
5 Strongly important
7 Very strongly important
9 Extremely important
2;4;6;8 Intermediate values

Because AHP is limited in that it does not appropriately
handle the vagueness associated with the experts’ judgments,
fuzzy logic comes into play.

B. Fuzzy AHP Approach

To address the ambiguity issues, the Fuzzy AHP is a
credible blend of the pairwise comparison matrix of experts’
opinion and fuzzy set theory. Hence, it has become famous
for solving multi-attribute decision making (MADM) problems
and providing a more precise ranking methodology [41]. All
the steps involved in fuzzy AHP are the same as in AHP
except for the fuzzy representation of the pairwise comparison
by triangular fuzzy numbers (TFNs) [42]. To represent TFNs
in the pairwise comparison, three real numbers are stated as
a triple (l,m,u), whereas in the fuzzy AHP method, despite
having distinct numbers, the numbers 1-9 symbolize triangular
fuzzy numbers that handle the vagueness and imprecision in
the pairwise priority values of the criteria involved. The fuzzy
set definition of the five triangular fuzzy numbers described by
the compatible membership function is shown in Fig. 1 and
Table II. In fuzzy set theory, if an entity has a membership,
then it is symbolized by 1, and if it has no membership, then
it is symbolized by 0. Suppose that the universe of discourse
is represented by u and that l(x) is the membership function
that lies in [0, 1]. Mathematically, the membership function
for the triangular type fuzzy numbers is defined as (1).

oµ(x) =


0 x<1
x−1
m−1 l ≤ x≤ m
u−x
u−m m≤ x≤ u
0 x>u

(1)

In (1), u and l stand for the upper and lower limits of the
fuzzy number M, respectively, and m is the medium value of
M. If a TFN can be represented by M = li j, mi j, ui j, we suppose
that li j<mi j<ui j when i 6= j , where i and j = 1,2,3, ,n.
When i = j, then Mi j = Mii = (1 1 1). Therefore, an accurate
priority vector w = (w1,w2, . . . ,wn)

T that is a consequence of
the judgment matrix can essentially satisfy the inequities. The
addition of two fuzzy triangular numbers Mi = (li,mi,ui) and
M j = (l j,m j,u j) is shown below, and other operations are done
in the same way.

Mi⊕M j = (li,mi,ui)⊕ (l j,m j,u j)

= (li + l j,mi +m j,ui +u j)
(2)

Chang proposed extent analysis in [44]. By adapting his
formula, the extent analysis values for each element can be
calculated as follows:

ct
i j = [ct

i j,c
t
i j,c

t
i j], i, j = 1,2, . . . ,nk, t = 1,2 (3)
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Fig. 1. Triangular fuzzy numbers.

TABLE II. DEGREE OF IMPORTANCE AND FUZZY NUMBERS [43]

Intensity of Triangular Intensity of Triangular
Importance Fuzzy Scale Importance Fuzzy scale

1 (1,1,1) 1/1 (1/1,1/1, 1/1)
3 (1,3,5) 1/3 (1/5,1/3, 1/1)
5 (3,5,7) 1/5 (1/7,1/5 1/3)
7 (5,7,9) 1/7 (1/9,1/7, 1/5)
9 (7,9,11) 1/9 (1/11,1/9, 1/7)

‘T ’ is a TFN given by the tth expert and kth formula.

ck
i j =

1
T

⊗
(c1

i j + c2
i j + · · ·+ cT

i j) (4)

By introducing TFNs, we can describe the steps for fuzzy
AHP as follows:

Step I: The value of the fuzzy synthetic extent with respect
to the ith object S is calculated, and the triangular fuzzy
comparison matrix is articulated as

Ã =


(1,1,1) C̃12 · · · C̃1n

C̃21 (1,1,1) · · · C̃2n
...

...
. . .

...
C̃n1 C̃n2 · · · (1,1,1)

 (5)

Then, the value of the fuzzy synthetic extent with respect
to the ith object is given by

Sk
j = ∑

n
j=1Ck

i j

⊗
(∑ nk

i=1 ∑
nk
j=1Ck

i j)
−1,

i = 1,2, . . . ,nk
(6)

Step II: After getting the synthetic extent value, calculate
the degree of possibility of one fuzzy number that is deter-
mined to be greater than the other. It is computed as follows:

V (M1 ≥M2) = supx≥y(min(µM1(x),µM2(y)))
V (M1 ≥M2) = 1 i f m1 ≥ m2

(7)

V (M1 ≥M2) = hgt(M1∩M2) = µM1(d)
V (M1 ≥M2) = hgt(M1∩M2)

=
l1−u2

(m2−u2)− (m1− l1)

(8)

Step III: Determine the minimum degree of possibility [38].

V (M ≥M1,M2, · · · ,Mk) =V (M ≥M1) and (M ≥M2)

and · · ·and(M ≥Mk) = min V (M ≥Mi), i = 1,2, . . . ,k
(9)

i f
d′(Si) = minV (Si ≥ Sk) (10)

then
W ′ = (d′(S1),d′(S2), . . . ,d′(Sn))

T (11)

Where S = (1,2,3, . . . ,n) means a matrix having n ele-
ments.

Step IV: Normalized weight vectors are obtained by divid-
ing the elements in each column by the sum of that column,
adding the elements in each consequent row and dividing this
sum by the number of elements in the row using the formula
given below:

W = (d(S1),d(S2), . . . ,d(Sn))
T , (12)

The ultimate weight of each element is determined by the
multiplication of the criteria, and the matrix is achieved by
computing each alternative with respect to each element.

IV. RESEARCH PROCEDURE

A. Research Strategy

Design research involves analyzing situations and the effect
that they have on the design of system artifacts. This process
can help software engineers and developers discover the fun-
damental restraints and aspects of software development. In
addition to the literature survey, the overall process used here
consisted of two studies that were conducted in two sessions.
The first occurred in Pakistan, and the second was conducted in
China. These included interviews, and the data were gathered
using online surveys on different survey platforms. The final
aim is to incorporate all the research studies and bring an
overall perspective to the following research questions:

RQ1:: What are the SFs involved in GSD?

RQ2:: Determine the extent (relative importance) to
which each SF (depending on their sub-factors) influences
a particular software project development to find the most
important SFs.

The research design series begins with a problem statement.
A research proposal is made to conduct research. In the first
stage, the literature review and online survey are conducted, on
the basis of which the salient SFs are listed and then confirmed
by the opinions of experts from the software industry and the
scientific research community. In the online questionnaire and
interviews, the participants specify the values against each SF
based on their experience in their working environment (co-
located, distributed, and global). Fig. 2 shows the research
procedure.

B. Data collection and Analysis

In this paper, through an in-depth study of the available
literature on SFs and surveys and interviews with managers
and experts from the companies involved in software de-
velopment, we prepared an inventory by collecting experts’
and researchers’ perspectives on the SFs related to GSD.
The research’s statistical sample consisted of 84 total experts,
including middle managers, experts and practitioners who re-
sponded to the questionnaire survey. Among these, 40 experts
from four companies, COEUS and Oveucs in Pakistan and
Premier BPO and Henan 863 Software Incubator in China,
with at least 5-10 years of experience were interviewed. The
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Fig. 2. Research procedure.

demographics of the experts are given in Table III. After
defining the 11 key SFs, we mined 56 sub-factors, which are
presented in Fig. 3 (answer to RQ1) criteria dened in the AHP.
They selected which SF was more important in a pairwise
comparison and rated the degree of significance on a scale of
1 to 9 (answer to RQ2). The SFs discussed are not particularly
associated with a specific development methodology, but they
can generally be applied to any project, regardless of the
projects structure or the developmental practice. In the next
section, a case study is demonstrated, which was conducted
in a multi-site software company in Pakistan for which the
most influencing SFs are determined by applying Fuzzy AHP
methodology.

TABLE III. RESPONDENT’S DEMOGRAPHICS

Linguistic input Number
Gender Male 72

Female 12
Total 84

Designation Project Manager 10
Project Team Leader 09
Software Developer 19
Software Analyst 10
Software Architect 10
System Designer 26

Total 84
Working Experience Project Manager 10

1-5 20
5-10 26
11-15 16
Less than a year 17
More than 15 years 5

Total 84

V. CASE STUDY

The case study is carried out in a global company working
in collaboration with two other global companies to determine
the extent to which an SF can affect the SD (RQ2). The
selected company is amongst the foremost development com-
panies in Pakistan, China and Germany and develops a wide
range of software products for assistance in the real world.
We consider a project say JKL which is a collaboration effort
between three working sites residing in Lahore, Pakistan and
Zhengzhou China, and Berlin Germany. The time and resource
constraints had bound us to visit two countries, Pakistan and

Fig. 3. Situational factors.

China. The project consists of four modules, divided among
three sites for completion, separately and integrated after
finishing.

The motivation of GSD that hiring skilled experts at low
cost, mainstream of development activity, including designs
and codes for three modules is taking place at Lahore site as
wages in Pakistan are less. Some of Pakistani are also working
in Berlin and Zhengzhou due to extraordinary earnings. The
Chinese company involves in the requirements phase and one
module is developed in Berlin that is sent to Lahore after
completion. The development process starts after getting a fi-
nalized requirements specification document from Zhengzhou.
Requirement specification (RS) is analyzed and comprehensive
design is planned in Lahore. For coordination among different
site the way of communication is the only means of email
and Skype and WeChat. After sketching the detailed design
the communication among sites is off and on regarding major
concerns. For integration the server at Zhengzhou and testing
for integration took place in Lahore and Berlin for modules
assigned to them respectively.

A. Results of the Implication of Fuzzy AHP Method to JKL
Project

Initially, we employed the above SF model (Fig. 3) for the
selected case study. The adaptability of the model is confirmed
practically through in-depth conversations with the project
manager and development team. Among the gathered data are
the experts’ perspective about all the activities affected by the
SFs at each site. The SFs are prioritized on the base of the
importance values given by the experts. The Stepwise Fuzzy
AHP procedure to calculate the global weights of SFs for JKL
project in the GSD is described below.

The Stepwise Fuzzy AHP procedure to calculate the global
weights of SFs for a project GSD is described below.

Step 1: For the expert opinions are concerned, the relative
influences are gathered. The first step is to break the problem
down into a hierarchical structure for the prioritization of SFs
(shown in Fig. 4). The expert opinions are accommodated in
a hierarchical structure by employing the following terms for
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given SFs:
ORG = Organization
DIS = Distance
KMS = Knowledge Management and Sharing
TRU = Trust
SH = Stakeholder
CCC = Collaboration, Communication and Coordination
PRO = Project
TNT = Tools and Technology
TM = Team
NCASN = National Culture and Social Norms
PF = Physical Factors

Fig. 4. Analytic hierarchy structure.

The three levels of an AHP model for the prioritization
of SFs affecting the JKL project development are shown in
Fig. 5, which also presents the structural relationship between
the SFs. The first level states the main factors (Table IV) of
this research, which are attained by estimating the impact of
the sub-factors of the second (Table V) or successive levels.
Comparison matrices are created in the same manner for
all other criteria and sub-criteria (factors and sub-factors).
(Matrices are shown only for main criteria and a sub-criteria
under organization due to space limitations.)

TABLE IV. INITIAL COMPARISON MATRIX REPRESENTING THE KEY
FACTORS

ORG DIS KMS TRU SH CCC PRO TNT TM NCASN PF
ORG 1.00 3.00 1.00 1.00 2.00 1.00 1.00 2.00 1.00 1.00 3.00
DIS 0.33 1.00 0.33 0.33 0.50 0.33 0.33 0.50 0.33 0.33 1.00

KMS 1.00 3.00 1.00 1.00 2.00 1.00 1.00 0.50 1.00 1.00 3.00
TRU 1.00 3.00 1.00 1.00 2.00 1.00 1.00 2.00 1.00 1.00 3.00
SH 0.50 2.00 0.50 0.50 1.00 0.50 0.50 1.00 0.50 0.50 2.00

CCC 1.00 3.00 1.00 1.00 2.00 1.00 1.00 2.00 1.00 1.00 3.00
PRO 1.00 3.00 1.00 1.00 2.00 1.00 1.00 2.00 1.00 1.00 3.00
TNT 0.50 2.00 2.00 0.50 1.00 0.50 0.50 1.00 0.50 0.50 2.00
TM 1.00 3.00 1.00 1.00 2.00 1.00 1.00 2.00 1.00 1.00 3.00

NCASN 1.00 3.00 1.00 1.00 2.00 1.00 1.00 2.00 1.00 1.00 3.00
PF 0.33 1.00 0.33 0.33 0.50 0.33 0.33 0.50 0.33 0.33 1.00

Step 2: After making a hierarchical structure, an initial
comparison matrix is generated. The consistency check proves
the validity of the data because the overall consistency is less
than 0.1.

TABLE V. INITIAL COMPARISON MATRIX REPRESENTING THE KEY
FACTORS

ORS OST OSTD OC OP OPR OREG OE OSTR OS
ORS 1.00 3.00 3.00 1.00 3.00 1.00 3.00 1.00 3.00 3.00
OST 0.33 1.00 1.00 0.33 1.00 0.33 1.00 0.33 1.00 1.00

OSTD 0.33 1.00 1.00 0.33 1.00 0.33 1.00 0.33 1.00 1.00
OC 1.00 3.00 3.00 1.00 3.00 1.00 3.00 1.00 3.00 3.00
OP 0.33 1.00 1.00 0.33 1.00 0.33 1.00 0.33 1.00 1.00

OPR 1.00 3.00 3.00 1.00 3.00 1.00 3.00 1.00 3.00 3.00
OREG 0.33 1.00 1.00 0.33 1.00 0.33 1.00 0.33 1.00 1.00

OE 1.00 3.00 3.00 1.00 3.00 1.00 3.00 1.00 3.00 3.00
OSTR 0.33 1.00 1.00 0.33 1.00 0.33 1.00 0.33 1.00 1.00

OS 0.33 1.00 1.00 0.33 1.00 0.33 1.00 0.33 1.00 1.00

Step 3: A fuzzy judgment matrix for every factor at each
level is established. On the basis of the expert opinion, the
linguistic terms (Table I) are assigned to the pairwise compar-
isons using Table II [43]. According to which a scale of fuzzy
numbers representing a membership function by employing
three arguments is described showing the range for which the
function is defined (Tables VI and VII).

Step 4: Calculate the sum of the rows of factors and sub-
factors based on different criteria to give a composed fuzzy
column matrix.

Step 5: Calculate the integrated fuzzy expansion to deter-
mine the synthetic extent by employing (6). The same method
applies to each SF and sub-factor at each level to compute the
fuzzy synthetic extent. The combined output of Steps 4 and 5
are shown in Tables VIII and IX.

Step 6: When the synthetic extent is assessed, the synthetic
value or the degree of possibility that one fuzzy number is
greater than the other can be determined by using (7) to (10).
The resulting Composed Crisp Matrix that screens the degree
of possibility is shown in Tables X and XI.

Step 7: Determine the minimum degree of possibility, and
normalize the values. A comparison of all the synthesized
values under the main criteria is made. The minimum value of
each factor is calculated. The sum of each factor divided by
the sum of the column will determine the preference of that
factor on that level. By applying (12), the normalized values
are calculated, as shown in Tables XII and XIII.

Step 8: According to [12], using the normalization process,
we can get the final weights, as shown in Fig. 5 and 6 for level
1 and level 2, respectively.

Fig. 5. Overall weight score of the key SFs in GSD.

These results are highlighted by identifying the most sig-
nificant SFs. Through a precise assessment of the extent of
the factors, sorted from highest to lowest, on software project
development, we can accelerate the process of improving
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TABLE VI. INTEGRATED FUZZY COMPARISON MATRIX AT LEVEL 1 FOR MAIN CRITERIA

ORG DIS KMS TRU SH CCC PRO TNT TM NCASN PF
ORG 1 1 1 1.1722 1.8503 2.4416 1.0085 1.2279 1.4941 0.4491 0.6261 0.9578 0.7534 0.9941 1.3041 0.6812 0.8531 1.0937 0.6482 0.8240 1.1161 0.7340 1.0000 1.3625 0.7340 0.9659 1.2897 0.5468 0.7030 0.9857 1.1420 1.7052 2.3446
DIS 0.4096 0.5405 0.8531 1 1 1 0.5234 0.6888 1.0059 0.3280 0.4131 0.5530 0.4643 0.5842 0.7887 0.4114 0.5237 0.7131 0.3653 0.4842 0.7383 0.4468 0.5777 0.8007 0.4268 0.5643 0.8123 0.3480 0.4313 0.5876 0.7450 1.0053 1.3501

KMS 0.6693 0.8144 0.9915 0.9941 1.4517 1.9105 1 1 1 0.4307 0.5501 0.7426 0.6335 0.8218 1.0746 0.5394 0.6988 0.9330 0.5728 0.6750 0.8531 0.5683 0.7688 1.0565 0.5758 0.7754 1.0845 0.4794 0.5911 0.7913 1.0032 1.4180 1.8821
TRU 1.0441 1.5971 2.2264 1.8084 2.4208 3.0483 1.3465 1.8180 2.3219 1 1 1 1.1487 1.7017 2.1633 1.0353 1.3741 1.6535 0.9603 1.3741 1.7826 1.0873 1.5878 2.0477 1.1096 1.4517 1.7561 0.8481 1.1487 1.4689 1.7653 2.3365 2.8297
SH 0.7668 1.0059 1.3273 1.2679 1.7118 2.1537 0.9306 1.2168 1.5784 0.4623 0.5876 0.8706 1 1 1 0.6224 0.8123 1.1555 0.6711 0.8240 1.0781 0.7754 0.9659 1.2207 0.6808 0.9521 1.3822 0.5631 0.7277 0.9857 1.1154 1.6141 2.2045

CCC 0.9143 1.1722 1.4680 1.4023 1.9094 2.4307 1.0718 1.4310 1.8541 0.6048 0.7277 0.9659 0.8654 1.2311 1.6066 1 1 1 0.7340 1.0000 1.3625 0.8960 1.1722 1.4603 0.9603 1.1161 1.3153 0.6675 0.8531 1.1161 1.2738 1.8325 2.5405
PRO 0.8960 1.2136 1.5427 1.3545 2.0651 2.7378 1.1722 1.4814 1.7457 0.5610 0.7277 1.0414 0.9276 1.2136 1.4902 0.7340 1.0000 1.3625 1 1 1 0.7754 1.1892 1.6973 0.8311 1.1722 1.5743 0.7277 0.9089 1.1227 1.2772 1.8821 2.5519
TNT 0.7340 1.0000 1.3625 1.2490 1.7310 2.2382 0.9466 1.3007 1.7596 0.4884 0.6298 0.9197 0.8192 1.0353 1.2897 0.6848 0.8531 1.1161 0.5892 0.8409 1.2897 1 1 1 0.7866 0.9521 1.2272 0.5743 0.7071 0.9799 1.2200 1.6180 2.0221
TM 0.7754 1.0353 1.3625 1.2311 1.7721 2.3431 0.9221 1.2897 1.7366 0.5695 0.6888 0.9013 0.7235 1.0503 1.4689 0.7603 0.8960 1.0414 0.6352 0.8531 1.2033 0.8149 1.0503 1.2712 1 1 1 0.5548 0.7174 1.0205 1.2813 1.7063 2.1545

NCASN 1.0145 1.4226 1.8287 1.7017 2.3186 2.8736 1.2638 1.6917 2.0858 0.6808 0.8706 1.1791 1.0145 1.3741 1.7758 0.8960 1.1722 1.4981 0.8907 1.1002 1.3741 1.0205 1.4142 1.7412 0.9799 1.3940 1.8026 1 1 1 1.5225 2.2062 2.7950
PF 0.4265 0.5864 0.8757 0.7407 0.9947 1.3422 0.5313 0.7052 0.9968 0.3534 0.4280 0.5665 0.4536 0.6196 0.8965 0.3936 0.5457 0.7851 0.3919 0.5313 0.7830 0.4945 0.6180 0.8197 0.4641 0.5861 0.7805 0.3578 0.4533 0.6568 1 1 1

TABLE VII. INTEGRATED FUZZY COMPARISON MATRIX AT LEVEL 2 FOR THE SUB CRITERIA ORGANIZATION

ORS OST OSTD OC OP OPR OREG OE OSTR OS
ORS 1 1 1 0.8531 1.0880 1.3660 0.7030 0.9227 1.2136 0.8409 0.9833 1.1487 1.3007 1.6465 2.0224 0.8123 1.0259 1.3007 1.0000 1.1406 1.3083 0.6693 0.8027 0.9857 1.0503 1.3161 1.6013 1.1256 1.4333 1.7978
OST 0.7320 0.9191 1.1722 1 1 1 0.6929 0.8734 1.1096 0.7426 0.8960 1.0937 1.2821 1.5465 1.8503 0.8409 1.0000 1.1892 0.9466 1.2143 1.5157 0.6693 0.7825 0.9330 1.0000 1.1746 1.3741 1.1031 1.3333 1.5878

OSTD 0.8240 1.0838 1.4226 0.9013 1.1450 1.4432 1 1 1 0.8409 1.0565 1.3195 1.5919 1.9509 2.2914 0.9330 1.1450 1.3940 1.1096 1.3110 1.5247 0.7174 0.8960 1.1323 1.1892 1.3730 1.5468 1.1892 1.5069 1.8601
OC 0.8706 1.0170 1.1892 0.9143 1.1161 1.3465 0.7579 0.9466 1.1892 1 1 1 1.4641 1.8609 2.2440 0.9659 1.0838 1.2136 1.0205 1.1945 1.3940 0.7426 0.8481 0.9857 1.1096 1.3501 1.6013 1.1722 1.4450 1.7514
OP 0.4945 0.6074 0.7688 0.5405 0.6466 0.7800 0.4364 0.5126 0.6282 0.4456 0.5374 0.6830 1 1 1 0.4900 0.5920 0.7426 0.5405 0.6525 0.8170 0.3956 0.4913 0.6335 0.5827 0.6694 0.8007 0.6120 0.7467 0.9330

OPR 0.7688 0.9748 1.2311 0.8409 1.0000 1.1892 0.7174 0.8734 1.0718 0.8240 0.9227 1.0353 1.3465 1.6891 2.0410 1 1 1 0.9659 1.1791 1.4142 0.6929 0.7825 0.9013 1.0000 1.2097 1.4432 1.0873 1.4140 1.7768
OREG 0.7643 0.8767 1.0000 0.6598 0.8235 1.0565 0.6559 0.7628 0.9013 0.7174 0.8371 0.9799 1.2239 1.5325 1.8503 0.7071 0.8481 1.0353 1 1 1 0.5359 0.6257 0.7734 0.9276 1.0880 1.2564 0.9659 1.2202 1.5247

OE 1.0145 1.2457 1.4941 1.0718 1.2780 1.4941 0.8832 1.1161 1.3940 1.0145 1.1791 1.3465 1.5784 2.0353 2.5276 1.1096 1.2780 1.4432 1.2930 1.5981 1.8661 1 1 1 1.2311 1.5920 1.9714 1.3660 1.6891 2.0118
OSTR 0.6245 0.7598 0.9521 0.7277 0.8513 1.0000 0.6465 0.7283 0.8409 0.6245 0.7407 0.9013 1.2490 1.4938 1.7162 0.6929 0.8267 1.0000 0.7960 0.9191 1.0781 0.5072 0.6281 0.8123 1 1 1 0.9466 1.1791 1.4432

OS 0.5562 0.6977 0.8884 0.6298 0.7500 0.9066 0.5376 0.6636 0.8409 0.5710 0.6920 0.8531 1.0718 1.3392 1.6341 0.5628 0.7072 0.9197 0.6559 0.8195 1.0353 0.4971 0.5920 0.7320 0.6929 0.8481 1.0565 1 1 1

TABLE VIII. COMPOSED FUZZY COLUMN MATRIX AND INTEGRATED
FUZZY EXPANSION AT LEVEL 1

Sum of Rows Sum of Columns
ORG 8.8694 11.7497 15.3899 0.0524 0.0894 0.1533
DIS 5.4686 6.8131 9.2028 0.0323 0.0518 0.0916

KMS 7.4666 9.5651 12.3198 0.0441 0.0728 0.1227
TRU 13.1536 17.8105 22.2984 0.0777 0.1355 0.2221
SH 8.8557 11.4183 14.9567 0.0523 0.0869 0.1490

CCC 10.3900 13.4453 17.1199 0.0614 0.1023 0.1705
PRO 10.2565 13.8539 17.8666 0.0606 0.1054 0.1779
TNT 9.0919 11.6679 15.2047 0.0537 0.0888 0.1514
TM 9.2680 12.0591 15.5032 0.0547 0.0918 0.1544

NCASN 11.9848 15.9644 19.9541 0.0708 0.1215 0.1987
PF 5.6075 7.0684 9.5027 0.0331 0.0538 0.0946

TABLE IX. COMPOSED FUZZY COLUMN MATRIX AND INTEGRATED
FUZZY EXPANSION AT LEVEL 2

Sum of Rows Sum of Columns
ORS 9.3551 11.3591 13.7446 0.0749 0.1084 0.1566
OST 9.0095 10.7397 12.8256 0.0722 0.1025 0.1461

OSTD 10.2964 12.4681 14.9345 0.0825 0.1190 0.1702
OC 10.0177 11.8621 13.9150 0.0802 0.1132 0.1585
OP 5.5376 6.4560 7.7869 0.0444 0.0616 0.0887

OPR 9.2438 11.0452 13.1038 0.0740 0.1054 0.1493
OREG 8.1577 9.6146 11.3776 0.0653 0.0917 0.1296

OE 11.5621 14.0114 16.5487 0.0926 0.1337 0.1885
OSTR 7.8149 9.1271 10.7441 0.0626 0.0871 0.1224

OS 6.7751 8.1094 9.8665 0.0543 0.0774 0.1124

TABLE X. COMPOSED CRISP MATRIX AT LEVEL 1

ORG DIS KMS TRU SH CCC PRO TNT TM NCASN PF
ORG 1 1 0.621 1 0.877 0.853 1 0.977 0.720 1 1
DIS 0.511 0.694 0.143 0.529 0.375 0.367 0.295 0.480 0.231 0.968 1
KMS 0.809 1 0.418 0.833 0.675 0.656 0.497 0.782 0.516 1 1
TRU 1 1 1 1 1 1 1 1 1 1 1
SH 0.975 1 1 0.594 0.850 0.827 0.631 0.951 0.693 1 1
CCC 1 1 1 0.736 1 0.972 1 1 0.839 1 1
PRO 1 1 1 0.769 1 1 1 1 0.870 1 1
TNT 0.994 1 1 0.612 1 0.869 0.541 0.970 0.712 1 1
TM 1 1 1 0.637 1 0.898 0.558 1 0.738 1 1
NCASN 1 1 1 0.896 1 1 1 1 1 1 1
PF 0.543 1 0.727 0.172 0.561 0.407 0.233 0.539 0.512 0.261 1

TABLE XI. COMPOSED CRISP MATRIX AT LEVEL 2 FOR SUB FACTOR
ORG

ORS OST OSTD OC OP OPR OREG OE OSTR OS
OST 0.923 0.794 0.860 1 0.961 1 0.302 1 1 1
OSTD 1 1 1 1 1 1 0.419 1 1 1
OC 1 1 0.929 1 1 1 0.368 1 1 1
OP 0.228 0.288 0.098 0.141 0.251 0.437 0.000 0.506 0.686 1
OPR 0.961 1 0.831 0.899 1 1 0.319 1 1 1
OREG 0.767 0.843 0.634 0.697 1 0.803 0.216 1 1 1
OE 1 1 1 1 1 1 1 1 1 1
OSTR 0.690 0.766 0.556 0.618 1 0.725 0.449 0.390 1 1
OS 0.547 0.616 0.419 0.473 1 0.578 0.371 0.260 0.837 1

TABLE XII. NORMALIZATION AT LEVEL 1

Minimum Degree Normalization
of Possibility

ORG 0.621 0.0963
DIS 0.143 0.0222
KMS 0.418 0.0648
TRU 1.000 0.1551
SH 0.594 0.0922
CCC 0.736 0.1142
PRO 0.769 0.1193
TNT 0.541 0.0838
TM 0.558 0.0866
NCASN 0.896 0.1390
PF 0.172 0.0266

TABLE XIII. NORMALIZATION AT LEVEL 2 SUB FACTOR ORG

Minimum Degree Normalization
of Possibility

ORS 0.352 0.0970
OST 0.302 0.0832
OSTD 0.419 0.1157
OC 0.368 0.1015
OP 0.000 0.0000
OPR 0.319 0.0880
OREG 0.216 0.0595
OE 1.000 0.2758
OSTR 0.390 0.1076
OS 0.260 0.0717

development, which leads to competitiveness. The proposed
research considers 56 sub-factors that are classified into 11
categories and prioritized by the fuzzy MCDM model. Fig.
6 shows the priority of the main factors and Fig. 5 shows
the results for the sub-factors of the Organization factor .
Trust is graded as the highest priority because it is the most
important factor for improving the yield of the software indus-
try. National Culture and Social Norms is the second highest
ranked factor. Project-related factors are 3rd , communication
and collaboration are 4th, and Organization and Stakeholders
are 5th and 6th, respectively. Previously, geographical distances
were considered very significant, but this factor is suggested to
not be crucial for the growth of the software industry because
the means of communication and collaboration (which is the
4th most important category) have altered the ways of GSD.
Other SFs that are also important are listed in Fig. 6. The
final assignment of the priority order for the SFs rationally
agrees with the experts’ opinion. To prove the consistency of
our research work, we performed a sensitivity analysis in the
next subsection.

B. Comparative and Sensitivity Analysis

In this section, we present a sensitivity analysis of the
strengths of the proposed work. Along with the sensitivity
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Fig. 6. Overall weights of the subfactors with respect to ORG.

analysis a comparison of the two latest research works on SFs
is given in Table XIV. For sensitivity analysis the values of the
criteria are systematically changed to understand that how the
outcome is affected as a result of the change. Decision makers
often have to face uncertain situations, which create hurdles in
making the right decisions and implementing the appropriate
strategies. Prioritizing SFs by FAHP gives an experimental
assessment of the varying situations and their importance for
a particular project in GSD. Numerous aspects of different
SFs’ variations have concerned researchers in general, and to
date, the outcomes in the GSD environment have been either
contradictory or insufficient. For example, some researchers
have considered that cultural differences are important because
they have a strong impact on GSD and others did not consider
culture to be as important (shown in Appendix A). However,
in our case, cultural differences have the second highest rank.
As the effect of the SFs varies from country to country and
organization to organization, so to prove the consistency of
ultimate decision, sensitivity analysis is accompanied with
MCDM [45]. This is to examine the effect of variation on
criteria causing to affect the final outcome.

TABLE XIV. IDENTIFIED SFS BASED ON A REVIEW OF PROMINENT
LITERATURE ON SFS

hhhhhhhhhhhIdentified SFs
Research works

Paul
Clarcke

Huma
Hayat

Our Work Contribution

Organization Identify all the important
Project SFs with respect to liter-
Team ature and industry point
Knowledge sharing of view and devised a pr-
Culture X ecise mechanism to pri-
Stakeholder oritize them.
Tools & Technology X
Communication, collaboration and
coordination X X
Trust X X
Distance X X
Workspace X

Considering the conflicting issues related to two countries’
working atmosphere, the most significant issues with Pak-
istan’s software industry are the lack of Trust and issues related
to language, lunch breaks, and vacation schedules (cultural
aspects). Pakistani staff complained about the bad English-
language skills of Chinese workers, but these workers were
very good in other aspects. The major problems with the
Chinese workers were related to the lack of Trust and Cultural
differences. As discussed above, the language is also a sub-
factor of the SF Culture. Therefore, it received the second

highest rank, following Trust that is graded at 1st position.
Employees at all companies considered project requirement
estimation and evaluation to be critical, thus leading the Project
category to the 3rd highest rank. From above, the Trust,
Culture and Project are the first three to influence the project
development. The results of sensitivity analysis are showing
the influence of the variation in frequency of these three SFs
(Fig. 7) and the results obtained by defining the matrix between
criteria variable (Trust) and effort (Fig. 8), the validity of
proposed work is proved.

Fig. 7. Sensitivity analysis results.

Fig. 8. Sensitivity analysis of trust on total effort.

The main objective of our research is to automate SF
evaluation, and this is the first step towards it. The manual
assessment of SFs with respect to a certain location is a
critical task and should be handled vigorously. An automated
and intelligent technique can help to make correct and pre-
cise estimates. It should be efficient to reduce the time and
human resources compared to human-based techniques. The
recommendations from global industry experts and sensitivity
analysis proved that the proposed method is the best fit in many
cases, as it is infeasible to devote significant efforts to each
SF. Our work is limited to only four multinational software
companies located in Pakistan and China. The strength of
the approach can be tested by conducting numerous case
studies in the software industry and comparing the results with
those obtained in other countries to reach an ultimate strategy
finding.

VI. CONCLUSION

In the global software development environment, due to
the complexity of varying situations, the software industry
must recognize the situational perspective to get a competitive
advantage. From the literature and a software industry survey,
we conclude that SFs are the key concerns in GSD and that
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their proper identification and prioritization can help to reduce
the unnecessary complexity of software projects. However,
manual decision-making is a challenging and time-consuming
process that involves many ambiguous and imprecise factors.
The vital importance of this work is the intelligent prioriti-
zation of SFs, which will enable managers to understand the
relative preference among the factors and design an improved
methodology for the software industry to proceed at the global
level. As this is a part of our continued research work, we are
working to explore the hidden relationships among the SFs and
their associated risks and to present the essential competency
provisions. We also aim to develop an intelligent, automated
and real-time recommender system to keep an up-to-date
precept-ability of the SFs and their associated risks to address
them in a dynamic environment and support practitioners with
the necessary groundwork to realize the booming future of
GSD.

APPENDIX

See extended literature reviewed.
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Abstract—In light of constant developments in the realm of
Information Communication and Technologies, large-scale busi-
nesses and Internet service providers have realized the limitation
of data storage capacity available to them. This led organizations
to cloud computing, a concept of sharing of resources among
different service providers by renting these resources through
service level agreements. Fog computing is an extension to cloud
computing architecture in which resources are brought closer
to the consumers. Fog computing, being a distinct from cloud
computing as it provides storage services along with computing
resources. To use these services, the organizations have to pay
according to their usage. In this paper, two nature-inspired
algorithms, i.e. Pigeon Inspired Optimization (PIO) and Binary
Bat Algorithm (BBA) are compared to regulate the effective
management of resources so that the cost of resources can be
curtailed and billing can be achieved by calculating utilized
resources under the service level agreement. PIO and BBA are
used to evaluate energy utilization by cloudlets or edge nodes that
can be used subsequently for approximating the utilization and
bill through a Time of Use pricing scheme. We appraise above-
mentioned techniques to evaluate their performance concerning
the bill estimation based on the usage of fog servers. With respect
to the utilization of resources and reduction in the bill, simulation
results have revealed that the BBA gives pointedly better results
than PIO.

Keywords—Cloud computing; fog computing; bio-inspired al-
gorithms; pricing; cloudlets

I. INTRODUCTION

In order to enhance the efficiency and performance in
distributed computing, components of a software system are
distributed or shared among multiple systems. Cloud com-
puting is regarded as a type of distributed computing that
comprises the services available to users from distant locations.
It is an evolving computing architecture that counts on shared
computing resources to handle applications in spite of having
local servers. The users can utilize through cloud computing,
several services and resources such as processing and storage
through internet. The on-demand delivery of the Information
Technology (IT) resources is guaranteed by charging the
services through the pay as you go model. The cloud customers
pay to the service providers for providing the services directly
to the end users. One can acquire as many resources as required
by remitting the resources used. In fact, the cloud computing
has either fully removed or has substantially reduced the costs
of developing and maintaining the IT infrastructure for small
and medium sized enterprises (SME’s). Due to some intrinsic
issues, many applications cannot work effectively in the cloud

environment. For example, because of the low bandwidth
the data transmission to the cloud can not be at the same
rate at which it is generated. Therefore, noteworthy delays
can be faced which are unacceptable in certain cases. Fog
computing has established its efficacy to overcome several
issues of distributed computing, including inefficient resource
management, Quality-of-Service (QoS), security, and privacy
issues. The data in the fog computing environment is processed
locally in a virtual platform at a much faster pace as compared
to a centralized cloud server.

The term Fog computing was introduced by Cisco Systems
for the first time, which is also known as edge computing. It
facilitates in wireless data transfer in the Internet of Things
(IoT) model by taking the computing power near to the Edge
of the network so that the devices have an easy and vigorous
access. The key idea of fog computing is to boost the efficiency
and minimize the data transmissions in predominance to cloud
for analysis, storage, and processing purposes. One of the
key benefits is the lesser dormancy for devices and lesser
network load on the internet mainstay. There are numerous
application domains of fog computing, including software-
defined networks, vehicular networks, smart grid, smart cities
and smart buildings [1]. The long-term analytic processing is
carried out in the cloud environment whereas short term data
analysis takes place at the fog servers or edge nodes. It is also
worth mentioning that the fog computing cannot be completely
replaced by the cloud. It only strengthens the cloud computing
by decreasing the data sent to the cloud for processing through
the mainstay Internet.

As stated above, the fog computing lessens the bulk of
data sent to the cloud, subsequently conserving the network
bandwidth. Furthermore, it also advances the system response
time by keeping the data close to the edge of the network
and making the data available promptly. Moreover, the fog
computing supports agility and minimizes the dormancy or
latency.

The organizations rent the services from the fog service
providers. However, it is imperative to efficiently manage and
utilize the available resources to reduce the bills. One way to
reduce the costs is to optimally utilize the resources through the
Time of Use (ToU) pricing model. To illustrate the scenario, an
example of smart homes is considered where smart meters are
placed for measuring the energy consumed that is subsequently
used for bill calculation [2], [3]. Fig. 1 shows general three
layered architecture of edge nodes or cloudlets. In the top-
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Cloud Server

Cloudlets

Clients

Fig. 1. General 3-layered architecture.

most layer, cloud server is placed. The second (middle) layer
is the application layer that comprises of cloudlets while, the
bottom layer which in fact is the third layer contains the clients
or consumers of the resources. The consumers or clients can
manage the cost and energy consumed, by optimal scheduling.
With the increasing demand of cloud services, the necessity to
estimate the cost of the consumed resources has increased to
large extend. Here, our objective is to estimate the bills on
the basis of the energy consumed by the cloudlets by using
the bio-inspired techniques, i.e., Pigeon Inspired Optimization
(PIO) and the Binary Bat Algorithm (BBA). As a result, the
resource utilization can be adjusted in response to the pricing
scheme.

In this paper, we employ two bio-inspired optimization
techniques, namely, PIO and BBA, to determine the optimal
solution for calculating the bills based on the usage of the
cloudlets. Along with bio-inspired techniques, ToU pricing
signal is used that actually favours the efficient utilization of
the system along with the reduction in the overall costs that
will eventually benefit both the customers as well as service
providers. Through ToU rating scheme, one can get to know
when and how much energy is being consumed and likewise
consumers also get benefit as they can save their operational
costs. The echolocative behaviour of bats is used in the BBA
[4]–[6] while homing behaviour of pigeons is considered in
the PIO [7]–[9] to obtain the optimal solution. The reason of
selection of these two techniques is that they perform better
than many other techniques. BBA performed better than PSO
and GA [4], [5] and PIO outpaced EDE in [7], [8]. These
optimization algorithms perform better than other algorithms
in terms of approximating the cost and resource which are
being utilized.

The paper below has been presented as follows. Section II
presents the related work and the proposed model has been
explained in Section III. In Section IV, results and simulations
of the proposed system have been explained and the Section
V settles the paper and highpoints the future work.

II. RELATED WORK

Being a nascent computing technology, fog computing
and cloudlet resource management are under consideration by
many scholars. The literature review done in this paper is
purely based on cost estimation techniques which are utilized
for determining the bills based on the resource usage of
cloudlet. State-of-the-art work is given in Table I, stating the
contributions of the researchers in this regard. Cost, resource
management, scheduling and latency are the key features
which are considered along with several parameters including
servers, energy consumption, time, memory and throughput.

The authors in [10], proposed a cost makespan aware
scheduling heuristic which is a cost scheduling algorithm. The
objective of this work is to acquire the balance between the
cost for the utilization of cloud resources and the performance
of application execution. However, this proposed scheduling
can be extended for large scale applications by keeping energy
efficiency in mind. In [11], the authors proposed greedy
heuristics for Basic Service Placement Problem (BSPP) and
Cost-aware Service Placement Problem (CSPP). The main
aim of this work is to help service providers to minimize
the access latency and reduce the cost of service providers,
including resource usages and service placements updating
cost on cloudlets. However, privacy and security of the users
mobility is ignored. The authors in [12], have proposed a Cost
Deadline Based (CDB) task scheduling algorithm in order to
schedule tasks with cloudsim. The main goal of this work is
to reduce the rate of missed deadline and help to dene cost in
the perspective of both user and provider. Efficient utilization
of resources is not considered in this work.

The authors in [13], have proposed a heuristic based work-
flow scheduling scheme using cloud-pricing model. Schedul-
ing approaches include two phases; VM packing and Multi
Request to Single Resource (MRSR) scheme. The proposed
work reduces the number of entailed VM instances and obtain
a cost saving while guaranteeing the users SLA. The cost is
reduced by 30% by using this scheme as compared to other
conventional work ow scheduling schemes. However, process-
ing and communication cost of tasks are not considered. In
[14], priority-based load balancing approach is proposed that
schedules and migrates the VM corresponding to the weights
assigned to each virtual machine. The goal of this work is
to provide enhanced services to the users who are giving
more revenue to the service provider. The drawback of this
work is that xed threshold values are used. Cost saving super
professional executor (Suprex) with auto-scaling mechanism is
proposed by Aslanpour et al. in [15]. The aim of this work is
to provide an executor with the capability to isolate the surplus
VM till the billed hour is terminated in order to overcome the
challenge of postponed VM startup (Suprex). Suprex executor,
reduces the renting cost of VM by 7%. However, in some
situations, this executor results in lower utilization. In [16],
a framework for enhanced resource allocation and prediction
on the basis of traits and characteristics of a customer is pro-
posed by a cloud broker in the cloud federation environment.
On the basis of past record or data of each customer, the
resources and prices are determined. However, QoS is ignored
in this work. The authors in [17], have proposed a Science
Gateway Cloud (SGC)platform and a cost adaptive resource
management scheme along with work ow scheduling scheme
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with a division policy. Although, deadline assurance and cost
reduction can be gratified simultaneously, however, cost per-
formance degradation occurs when resource pool management
is inefficiently done.

The aim of [18], is to lessen the cost for each queue and
the sum cost for both mobile user and the CSP. Algorithms
for energy cost minimization, while verifying finite processing
delay are proposed in this work. Since, single CSP is used
in this work hence, quality of offloading service is sacrificed
which can further be enhanced by using multiple CSPs. The
authors in [19], have proposed dual side dynamic control
algorithms for cost-delay trade-offs of mobile users and CSP in
MCC for which cooperation and non-cooperation scenarios are
considered.In non-cooperation scenario,the users and the CSP
are minimizing their own cost for prescribed delay constraints
while in cooperation scenario they are minimizing the social
cost for stated processing delay constraints. However, QoS and
deadlines ignored in this work.

Cheng et al. in [20], have proposed a deep reinforcement
learning (DRL) based system with resource provisioning and
task scheduling to minimize the energy cost for CSPs with
huge amount of user requests and large-scale data centers. ToU
and RTP are the pricing signals applied in this work along
with Pay-As-You-Go billing contract or agreement. Energy
cost efficiency is improved 320% and 144% runtime reduction
is achieved. However, dependencies are involved while dealing
with large amount of user requests. In [21], the authors
have proposed a mathematical framework for dynamic on
demand pricing model using IaaS cloud service instances by
considering users and providers utility. Genetic algorithm is
used for optimized estimation and minimized execution cost.
Comparative scrutiny of the intended framework with a utility
based pricing model in terms of minimum bill calculation
is performed in this work. However, dynamic behaviour of
network is not analyzed. The authors in [22], have proposed
a load balancing with optimal cost scheduling algorithm to
minimize cost and processing power. Already accommodated
requests are rescheduled to make space for new upcoming
requests for cost optimization at CSP. This algorithm does not
operate when all the VMs are busy in the data centers and the
upcoming new requests are in waiting condition.

In [23], a negotiation-based iterative approach for task
scheduling (NBTS) is proposed to minimize the bill under
dynamic energy pricing. The proposed algorithm ends when
total energy cost is not diminished. Up to 51.8% improvement
is achieved in electric bill reduction. The paper [24] is the
extension of [23] as they both are addressing the same problem.
The authors in [24], have proposed a negotiation-based cost
minimization (NBCM) algorithm in order to minimize the en-
ergy cost of users. Along with that task scheduling (NBTS) and
energy storage control (NBSC) systems are also proposed. The
main aim of this work is to schedule electricity consumption in
a way that the electric bill of the users can be minimized. The
total energy cost reduction of 64.22% is achieved as compared
to the baseline methods. Both [23] and [24] have used dynamic
energy pricing including ToU and total power consumption-
dependent.

The authors in [25], have proposed a model to optimize
the resource utilization and cost reduction using dynamic
VM provisioning in the cloud. A cost reduction of 16% is

achieved using this model. However, pricing condition applied
to spot instances can be further improved. In [26], an admis-
sion cost model is proposed for modelling different resource
consumptions. The goal of this work is to enhance the system
throughput in a cloudlet environment. A storage extension
for the existing cloudsim framework to enable simulations
of storage as-a-Service (STaaS) components are proposed by
Sturm et al. in [27]. For validation of the extension, resource
utilization and the cost that arises due to the usage of STaaS
clouds are evaluated. However, there is no mechanism for
dealing with complex SLAs and realistic pricing models are
not used. The authors in [28], have proposed a VM placement
scheme to resolve the cost optimization problem along with
that VM reallocation grounded on resource utilization-aware
activities is also proposed. The objective of this work is to
lower the operating cost so that the performance degradation is
lessened than the threshold. However, it does not reflect overall
trends i.e., temporary resource utilization is done. In [29], Cost
oriented model (CoM) is proposed to optimally allocate cloud
computing resources for demand side management. The aim
of this model is to reduce the rental cost of cloud resources.
Amazon cloud computing service-based pricing scheme along
with ToU and RTP for demand side management is used in
this paper. QoS metric-based resource provisioning technique
is proposed in [30] for the cloud computing environment, in
order to minimize the cost of cloud workloads and execution
time along with other QoS parameters. However, resource
utilization can be further improved. The authors in [31], have
proposed an efficient online algorithm for dynamic joint VM
pricing, scheduling of job and server provisioning containing
geo-distributed data centers in order to maximize profit of a
cloud provider. Though the backup resources are expensive or
job drop penalty is high.

The algorithm proposed in [32], balances the load ef-
fectively among VMs by mapping tasks on the basis of
foraging behaviour of honey bees. It also minimizes the
cost of consuming virtual machine instances. Although, the
load of independent tasks is considered for balancing, yet
the load of dependent tasks is not considered in this work.
In [33], a provably-efficient online dynamic scheduling and
pricing (Dyn-SP) algorithm for delay tolerant batch services is
proposed to amplify the profit of service provider. It produces
close-to-optimal profit. This algorithm is limited to 2 service
classes although multiple service classes can be used. The
authors in [34], have proposed bi-level cost-wise optimization
approach to schedule the consumption level of customers to
attain the optimal performance regarding energy minimization
cost. However, security is ignored. In [35], the authors have
proposed cost optimization algorithm, determining that which
resources should be taken on lease from public cloud to ac-
complish the work ow execution within deadline. Level based
scheduling algorithm also known as sub-deadline of work ow
is also proposed. Cost based resource allocation strategy is
proposed in [36], that will optimize the providers profit along
with load balancing technique. The objective of this work is
to reduce the total completion time and execution time and
increase the gain of providers along with the satisfaction of
users by assigning priorities to the users who have paid the
cost for the used resources to the service provider. One of
the drawback of this work is that static threshold values are
used. In [37], the authors have proposed a dynamic resource
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allocation framework for NFV-enabled MEC consisting of
fast online heuristic-based incremental allocation mechanism
and a re-optimization solution. The aim of this paper is
to efficiently allocate all the resources among NFV-enabled
MECs so that low latency and cost efficiency are achieved.
Although, 33% of the cost can be saved by the proposed
work as compared to existing solutions with xed-location MEC
however, this framework does not assist multiple services of
different performance requirements. In [38], a mathematical
model of cloud computing is proposed by Ibrahim et al.,
in the economic fractional dynamic system. In the proposed
model, agent will separately optimize the entire cost involving
two mechanisms; the implementation cost of cloud computing
pattern and the effort cost of shifting to the cloud computing
pattern. However, hope bifurcation of economic systems is
dependent on several other rules. In [39], the authors have
proposed a cloud computing simulation model of the smart grid
for hosting smart grid applications, determining VM/ cloudlet
parameters, along with cost prediction and processing time for
the smart grid tasks. However, security policies for smart grid
cloud are ignored.

It can be seen clearly from this state-of-the-art work that
there exist a lot of gaps which needs to be filled. In this
regard, this work is based on minimizing cost while utilizing
maximum amount of resources.

Cloud Server

Cloudlets

Smart Meter

Smart homes 

with smart 

meters

Fig. 2. Proposed cloudlet architecture.

III. PROPOSED METHODOLOGY

In the proposed system, we apply PIO and BBA along
with the ToU pricing scheme to estimate the bill of the cloudlet
utilization. The task is accomplished by determining the energy

Initialize Parameters

Start

Update each smart fog device

Evaluate Yi

Update Mp

Calculate fitness

Mc=Mc+1

Set Yp=Yi and Mc=1

Mc>Mc1max

Evaluate Yi, Update Yp and Yg

Rank smart fog devices according to fitness values

Mp=Mp/2

Evaluate Yi,Update Yp and Yg

Yg=output

Mc>Mc2max Mc=Mc+1

End

No

Yes

No

Yes

Fig. 3. Flowchart of PIO in the context of cloudlets.

consumption. Fig. 2 shows the proposed architecture of the
cloudlets. The cloudlets and smart homes are connected with
the smart meter to determine the energy consumed which is
further used for bill estimation. The information about the
amount of energy consumed by the smart homes is gathered
through the smart meter and transmitted to the cloudlets.
Eventually, the optimization technique is applied and optimal
schedule of power consumption of all of the smart homes and
cloudlets is examined. The cost is determined by estimating
the amount of resources utilized by the clients by using pay
as you go pricing model. The consumers can control the cost
and energy consumed by optimal scheduling. For this, two
bio-inspired optimization techniques, namely, PIO and BBA
are used.

A. Working of Optimization Techniques

The working of the two bio-inspired techniques used for
determining the bills is given in this section. The description
of which is also given in the form of flowcharts.

1) Pigeon Inspired Optimization (PIO): Considering the
homing behaviour of pigeons, Duan and Qiao proposed PIO
in 2014 [9]. The PIO has a better optimization performance
and a high convergence speed [40]. Two major operators used
in this technique are: (i) Map and Compass Operator; and (ii)
Landmark Operator.
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[10] 3 7 7 3 3 7 7 7 7 7 3 7 3 7 3 3
[11] 3 3 3 7 7 7 7 7 7 3 3 7 7 3 7 3
[12] 3 7 7 3 7 3 7 7 3 7 7 7 7 3 7 3
[13] 3 7 7 3 3 7 7 3 3 7 7 7 7 7 3 3
[14] 7 7 3 7 3 7 7 7 7 7 3 3 7 7 7 3
[15] 3 7 7 7 7 3 3 7 7 7 7 7 7 3 3 3
[16] 7 7 3 7 7 7 7 3 7 7 3 7 7 7 3 3
[17] 3 7 3 3 7 3 3 7 3 7 3 7 7 7 7 7
[18] 3 3 7 7 7 7 7 3 7 7 3 3 7 3 3 3
[19] 3 3 7 7 7 7 7 3 7 7 3 7 3 7 3 7
[20] 3 7 3 3 7 3 3 3 7 7 7 3 7 7 3 3
[21] 3 7 7 7 3 7 7 7 7 7 7 7 3 3 3 3
[22] 3 7 7 7 7 3 3 7 7 7 7 7 7 3 3 3
[23] 3 7 7 3 7 7 3 7 7 7 7 7 7 7 3 7
[24] 3 7 7 3 7 7 7 3 7 7 7 7 7 7 3 7
[25] 3 7 3 7 7 7 7 7 3 7 7 7 3 7 3 3
[26] 3 7 3 7 7 3 3 3 3 7 7 3 3 7 3 3
[27] 3 7 3 7 3 3 7 7 3 7 7 7 3 7 7 3
[28] 7 7 3 7 3 3 3 7 7 7 7 3 3 7 7 7
[29] 3 7 3 7 7 7 7 3 7 7 7 7 7 3 3 7
[30] 3 7 3 7 7 3 3 7 7 7 3 7 3 7 7 3
[31] 3 7 7 3 7 3 7 7 3 7 7 7 7 7 3 7
[32] 3 7 3 7 3 7 7 7 7 7 7 7 7 3 3 3
[33] 3 3 7 3 3 7 7 7 7 7 7 3 7 3 7 7
[34] 3 7 7 3 7 7 7 7 7 3 7 3 7 7 7 7
[35] 3 7 3 3 7 7 7 3 7 7 3 7 7 7 3 3
[36] 3 7 3 7 3 3 7 7 7 7 3 7 7 7 3 3
[37] 7 7 7 7 7 7 3 7 7 7 3 7 7 7 3 3
[38] 3 7 7 7 7 3 3 3 3 7 7 7 7 7 7 7
[39] 3 3 7 7 7 7 7 7 7 3 3 7 7 7 3 3

i) Map and Compass Operator

Parameter initialization along with random generation of
population is done. Then fitness is calculated. Pigeons use
magneto-reception to judge the earths magnetic field. They
depend on sun and magnetic particles while moving towards
destination.

ii) Landmark Operator

The pigeons fly near to their target by leaning on the
adjacent landmarks. If the landmarks are known to them, they
will fly to their goal directly. On contrary, if the landmarks
are unknown to them and pigeons are far apart from their
destination then they will track the pigeons who are familiar
with the landmarks. Using this operator, half of the population
is stranded after sorting according to the fitness function. This
is how pigeons find food and in this case, we will find an
optimal solution i.e., the cost estimation. Fig. 3 shows the
working of the PIO technique. Some of the steps are taken
from [9] in order to find the global best solution using a fitness

function.

2) Binary Bat Algorithm (BBA): Bat Algorithm (BA) was
proposed by Xin-She Yang in 2010 [4] for solving the complex
optimization problems. Inspired from the echolocative behav-
ior of bats global optimization is performed. Binary version of
BA i.e., BBA [5] uses artificial bats navigating and hunting in
binary search spaces by switching their positions between 0 to
1 values. Bats use natural sonar in order to navigate and hunt.
When finding the prey bats adopt two main characteristics.
While chasing the prey bats tend to decrease the loudness
and increase the emission rate of ultrasonic sound. It has
been proven that BBA is capable of providing competitive
results as compared to most well known algorithms such as
Particle Swarm Optimization (PSO) and Genetic Algorithm
(GA) in terms of convergence speed and improved local optima
avoidance [5], [6]. As stated by Mirjalili et al., BBA has fastest
convergence rate along with high performance in finding global
solutions.
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Fig. 4. Flowchart of BBA in the context of cloudlets.

The working of the BBA is given in Fig. 4, where fitness
is considered as the cost and the Gbest is the one with the
minimum cost.

IV. SIMULATIONS AND RESULTS

In order to evaluate the bio-inspired techniques for the
purpose of estimation of bills, MATLAB is used. Simulations
are held in MATLAB for ease of visualization by setting
up a Fog computing environment, leveraging six fog nodes.
Simulations are held by considering varying values of power
consumption along with cloudlets operational time in which
resources are being utilized. Experiments are conducted under
similar conditions, i.e., under equal amount of load both PIO
and BBA are compared and evaluated.

Along with the PIO and the BBA, ToU pricing signal is
used to lessen the bill of the cloudlets. The scheduling of the
cloudlets is done in order to utilize resources efficiently so that
overall cost can be reduced.

Fig. 5, shows the resources utilized by users. With the
increased resource utilization, cost will also be increased.
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Fig. 5. Comparison of resource utilization for PIO and BBA.

Results clearly show that by using the BBA algorithm, more
resources can be acquired as compared to the PIO. Around
25% more resources can be used in BBA in contrast to PIO.
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Fig. 6. Comparison of utilization cost for PIO and BBA.

In Fig. 6, cost of the resources which are utilized is given.
This shows that the cost of BBA is little bit more than that
of PIO. This is because through BBA more resources can be
utilized in comparison with PIO. Therefore, consumers have
to pay for the utilized resources. Although BBA requires a bit
more cost as compared to PIO, still BBA is better as a lot more
resources can be acquired using BBA with a minor increase
in cost.

Fig. 7, represents the hourly cost of the resources utilized
by the consumers. From figure, it can be seen that highest
peaks are formed by the PIO throughout. At a certain point
of the day BBA may result in high cost however, throughout
the day cost of PIO is more i.e., highest peaks are formed by
PIO. The maximum cost is increased till 54 cents while using
BBA the cost is less throughout the day in contrast to PIO.
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Fig. 7. Hourly cost for the simulation.

V. CONCLUSIONS

In this paper, two nature inspired algorithms were com-
pared and evaluated regarding their performance in means of
estimation of utility bills based upon the usage of cloudlets.
The Binary Bat Algorithm (BBA) and Pigeon Inspired Opti-
mization (PIO) along with Time of Use pricing signal were
used for cost estimation. The evaluation is done while consid-
ering the resources utilized by the consumers and thus their
hourly consumption cost. Simulation results show that the
BBA can efficiently utilize large amount of resources i.e., 25%
as compared to PIO, therefore, it has a minor increase in cost
as compared to the PIO. The cost of BBA is approximately
5% more than that of the PIO. From the simulation results, we
conclude that the overall performance of BBA is better than
PIO, as with only 5% increase in cost 25% more resources
can be utilized. These techniques lead to cost estimation based
upon the resources utilized by the cloudlets. In future, we plan
to perform experiments using other noteworthy bio-inspired
optimization techniques, such as Earth Worm Optimization
Algorithm (EWA), Bellman-Ford, Beetle Antennae Search
Algorithm (BAS) for utility pricing where the simulations
would be setup in a dominated environment fixed in devoted
simulator such as iFogsim.
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Abstract—In recent years, Twitter has caught the attention of
many researchers because of the fact that it is growing very
rapidly in terms of number of users and also all the data
present as tweets on twitter is public in nature while other
social media networks such as Facebook, data is not completely
public as users can restrict their post to only users present in
their friend list. In this research study, aspect based sentiment
analysis (ABSA) was done on the data acquired from social media
related to the major cellular network companies of Pakistan
(Telenor Pakistan, Mobilink Jazz, Zong, Warid and Ufone). For
this research, we have specifically selected all tweets which are
not only in English and Roman Urdu but also mixture of above
two languages. We have employed natural language processing
(NLP) techniques for pre-processing the dataset and machine
learning (ML) techniques to detect the sentiments present in the
data. The results are interesting and informative specially for
policy makers of cellular companies. These companies can utilize
this information to increase the performance of their services. In
comparison with the state of the art algorithms, the performance
of bagging algorithm with this framework on the acquired dataset
has produced F Score of 92.25, which is very encouraging outcome
of this research work.

Keywords—Social media; sentiment analysis; data mining;
cellular networks

I. INTRODUCTION

As the advancement in science and technology continues,
the research plays a vital role in every science and technology
related field. This work of research is done on the social media
data associated with telecommunication domain. Twitter, a
micro blogging website is one of the main stream social
media website, which has seen tremendous growth in last
few years. In a developing country like Pakistan, common
people have now gained access to the Internet and are learning
the advantages of social media as a source of information
as well as using the same to express their views and ideas
about politics, products and services. This makes social media
a main source of user generated information which makes
it a valuable source of data to perform opinion mining and
sentiment analysis of general public.

In the last few years, researchers are working on social
media data to extract information and then analyze it using
different techniques. Some methods of sentiment analysis have
been developed in areas of different domains but still a lot of
research needs to be done.

The social media has become a vital part of everyday life
where its users can express their ideas, views or comments

about any product or service [1]. These views and comments
about products and service are very important for companies
which are the provider of those products and services. This
information from social media can help these companies to
refine their strategies for the improvement of their products
and services.

Twitter, a micro-blogging real time social media network
data is extracted from its website in this research. Twitter
generates huge amount of data, this data is extremely valuable
for data mining and analyzing sentiments of public. The
simplicity of posting tweets in Twitter makes it a suitable data
source for real-time sentiment analysis.

Twitter has about 300M+ active users who post about 500M
tweets in a single day. This huge data which is generated by
users is public and is easily available through APIs (Applica-
tion Program Interface) to anyone who wants to use this data
for analysis. That is why twitter is very popular among research
scientists for research purposes. There are several features
of twitter such as tweets are maximum of 140 characters,
mentions (@) and hashtags (#) which are used by users to
refers to any particular event or a company in their tweet.
This can be used to collect tweets related to a particular event
or company. Tweets have short length, use of local languages
and local terms makes it more challenging to analyze and find
out the sentiments and possible aspects present in it.

The Twitter is an important source of data acquisition, but
it is very complex analyzing its content as large number of the
tweets either use slang language or shorten words. Sentence
level and word level polarity classification [2] was done using a
method based on lexicons, namely, SentiCircles, which builds a
dynamic depiction of words in order to determine their suitable
semantics. Here, semantics refers to the co-occurrence patterns
from each word in the dataset. A different method is feature
engineering [3] which produces a result of seven dimensions.
This feature engineering method was used to analyze aspects:
frequency, affinity, valence, shifter, feature sentiment scoring
and categorization. Different type of representations can be
utilize, based on dictionaries and lexical aspects of sentences
[4], word embedding [5], word and character n-gram [6]
among others.

The extraction and classification of user opinion on the
diverse topics is known as sentiment analysis which is also
referred as opinion mining. Mostly, two forms of methods
are used for sentiment Analysis, which are either based on
machine learning or based on vocabulary. The machine learn-
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ing method has two approaches, supervised learning and unsu-
pervised learning. Supervised learning involves data which is
labeled to train algorithms [7], whereas unsupervised learning
does not need data to be labeled [8]. The mixture of labeled
and unlabeled data makes semi-supervised learning [9].

We proposed a hybrid sentiment analysis framework. This
method comprises of a customized dictionary of Roman Urdu
words which are commonly used by social media users in
Pakistan to express their views and share their comments on
twitter. This has helped us extract more information from
tweets and use this additional information [10] to detect the
sentiments of the people. In addition to this, the proposed
framework also includes the use of SENTIWORD dictionary
which provides weights for each English word which appears
in the tweet. By using these weights we were able to calcu-
late more realistic sentiment polarity which improves overall
performance of this framework.

Since the beginning of 21st century, Sentiment Analysis
(SA) has become one of the main area of research in natural
language processing (NLP) [11]. It is a complex problem
with many exciting sub-problems, which includes sentence-
level sentiment classification, which is the case in tweets.
Research scientists have documented that different type of
sentence require different handling for SA. Sentence can be
of different types, which includes subjective sentences, com-
parative sentences, negation sentences, conditional sentences,
target-dependent sentences and sarcastic sentences. The tweets
extracted from twitter could carry all these types of sentences
which present a more complex problem during analysis.

Aspects [12] are basically features; these are selected by
using Information gain method. The sentiment of the feature
is calculated by using the neighboring words of the aspect.
These are acquired through N-gram methods. To calculate the
effectiveness of this hybrid method, we obtained a corpus from
Twitter, we collected data for the duration of six months from
15 Dec 2016 to 14 June 2017 and 2703 tweets were extracted
which were then manually classify as positive, negative or
neutral.

Our experimental results confirms that the good result was
obtained through the N-gram around method [13] along with
the use of customize Roman Urdu dictionary. In addition
to this, documents such as customer reviews may contain
fine-grained emotion for different features (e.g. a product or
service) that are mentioned in the document. This information
can be very valuable for understanding customers’ opinion
about a certain service or product on twitter.

Twitter has seen rapid growth in the last few years, where
its registered users can post tweets related to events in real
time [14]. Users of social media tend to tweet using highly
unstructured language with many typographical errors and use
local languages as well as slang words in tweets. A significant
amount of tools and setup is required to work on social media
data due to its speedy growth and to the difficulty of processing
its data by using standard relational SQL databases [15].

Today, social media users share their views and opinions
on internet, increasing the volume of information each day.
Social networks like Twitter and Facebook sites are most
popular. Facebook [16] reaches its 1 billion users in October
2012, while twitter had more than 500 million users on

February 2012 [17], [18] and currently it has more than 690
million registered users and on average twitter recorded 9100
tweets/second.

According to www.Twitter.com, the most discussed topics
[19] in 2016 are as follows:

1) Rio2016.
2) Election2016.
3) PokemonGo.
4) Euro2016.
5) Oscars.
6) Brexit.
7) BlackLiveMatter.
8) Trump.
9) RIP.

10) GameofThrones.

On 24 October 2015, more than 41m tweets related to
“#ALDubEBTamangPanahon” of AlDub [20] were sent during
special concert of the Kalyeserye segment of the show Eat
Bulaga entitled Eat Bulaga: Sa TamangPanahon held at the
Philippine Arena, the world’s largest indoor arena in Bulacan,
Philippines. This performance was attended by more than
55000 people. This was the most discussed topic on twitter.

The top most sports game ever discussed on twitter with
over 35.6 million tweets was the 2014 FIFA World Cup semi
final held on July 8, 2014 between Brazil and Germany.

Twitter is a very popular social media site for data mining
research where there is significant amount of data available
containing all type of information. The information regarding
followers, followed, tweets, and posts can be used in Recom-
mender system [21] and can also be used to mine valuable
information like public mood, trends and sentiments.

ABSA emerges as excellent technique which enables us to
find the best solution. Recently ABSA based on social network
data is gaining importance in the field of data mining. The
result of this proposed framework will reflect the mood of the
general public.

Fig. 1. Proposed system to detect sentiment polarity.

II. METHODOLOGY

The main focus of this research work was to develop a hy-
brid framework as shown in Fig. 1, which employs data mining
and machine learning techniques using data from social media
network and obtain results which are valuable for Pakistani
cellular companies. Main steps involved in this framework are
using data crawler to mine twitter website using twitter API.
Unstructured data (tweets) is converted into structured data
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Fig. 2. Algorithm of sentiment analysis.

TABLE I. ANALYSIS OF TWEETS COLLECTED

NAME Total Negative Positive Neutral
Mobilink 204 34 120 50
Warid 487 35 149 303
Ufone 1000 84 764 152
Telenor 561 50 364 147
Zong 451 21 338 92

and is stored in a database. This data includes some irrelevant
information which was cleaned by applying preprocessing
steps on this data using Natural Language Processing (NLP)
techniques and finally we use learning classifiers to find the
sentiments of the tweets. We have used R programing language
to perform statistical calculation on the dataset. This R plat-
form has provided us all the tools, required for this research
work. Algorithm of proposed sentiment analysis framework is
shown in Fig. 2.

The algorithm uses SENTIWORDNET [23] for assigning
weighted scores to determine the polarity of analyzed tweet.We
then apply Machine learning Algorithm and use Term Fre-
quency Inverse Document Frequency (TF-IDF) technique [18]
to obtain the aspects and there weights. To achieve constant
processing time the Twitter data corpus is divided into parts
of equal size in the testing process. The block diagram of the
framework is shown in Fig. 1. The process is discussed in
depth in the following sections:

A. Data Preprocessing

The dataset which is downloaded from social website
Twitter has 2703 tweets which is from 15 Dec 2016 to 14 June
2017 by using the API (application Program Interface) and the
Data Crawler. Then on this data, preprocessing was done to
clean data by removing the garbage like website address and
links to images, which are of no use in sentiment analysis
research project.

Total tweets collected were 2703 in dataset out of which
1000 tweets belongs to Ufone, 451 tweets belong to Zong, 561
belong to Telenor, 204 belongs to Mobilink and 487 tweets
belongs to Warid as shown in Table I. These tweets were
extracted from Timelines of official twitter account of these
companies. This is depicted in Fig. 3.

The collected corpus has very detailed information about

Fig. 3. No. of tweets extracted for each cellular company.

each tweet, it has 16 fields in it. We retain only the useful and
essential fields of data and store it in the .csv files, the fields
includes User ID, User Screen Name, Reference, Tweet ID,
Date and Time and importantly Text field is stored in database
and remaining data fields were filtered out. The Dataset is now
structured and is in organized form to be tested.

B. Text Preparation

Tweets (documents) are now parsed into a data corpus for
text analysis. Text field of the tweet is considered. The text
present in text field is prepared by cleaning for further analysis.

During text preparation, the numbers, URLs and links to
images, videos and websites are removed from tweets as they
do not serve any purpose. Stopwords such as “but”, “shall”,
“by”, etc. are words which have no analytical importance
but are commonly used, so these stopwords are removed
from the text. After this Stemming process is done to reduce
inflected words to their root form which makes system analyze
words better, for this purpose suffix dropping algorithms are
used in this step. Punctuation marks and whitespaces are
removed as they also serve no purpose in sentiment analysis.
Lemmatisation algorithms are applied finally to complete the
data cleaning process.

In this preprocessing step of the tweets, a large level of
noise is removed by using tokenizing which is a process of
splitting text into a set of individual terms or tokens. Each
tweet is tokenized into a sequence of terms. In NLP, the
most commonly used words in a document are referred to
as ‘stopwords’. All the tweets are checked against a standard
stopword list to remove terms which carry little information.
The token starting with ‘@’ (i.e. a reply or mention) will also
be removed from the tweets in the filtration process. At the
end of this process, each tweet is divided into a set of aspects
which are in the vector space model.

C. TF-IDF Technique

In this research work we have utilized TF-IDF technique
[14]. We have applied this technique to filter out tweets which
have minimal or no information which helps in our analysis
during this research.

This technique makes a sparse matrix (a matrix in which
most elements are zero), this indicates that how many parame-
ters are un-informative in the dataset. So we reduce sparsity by
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removing the terms that occur very regularly. This has shown
to have the effect of reducing over fitting and improving the
analytical capability of our system.

In this research we choose to set the sparsity to a maximum
of 75% which has provide us improved results without bias to
the context and perspective of sentiment of public. Tweets with
no information to predict the sentiments were also filtered out
to improve the performance of the ML algorithm.

Normally data mining frameworks use clustering methods,
which groups similar items in a one subset. These subsets
of items are called clusters. Different types of techniques
such as Nearest Neighbor (NN) and K-mean [22] can perform
clustering. The clusters which are created by these algorithms
are used as polarities of the opinion or sentiments of people.

III. EXPERIMENTAL RESULTS

The dataset is divided into two same size parts, i.e. training
and testing data. The presented system was tested using dif-
ferent ML algorithms with TF-IDF, using the dataset acquired
from the twitter.com. The other major feature of this work is
that we have develop a list of words which are commonly
used by users in their tweets which are not English words
but are words written in Roman Urdu. With the help of this
customize dictionary of Roman Urdu words, we were able to
better understand the context of tweets written using words
both from English and Roman Urdu in a single tweet and this
results in better detection of sentiments at sentence level and
increases the performance of this proposed system.

Fig. 4. Results of analysis showing polarity of tweets for each company.

The results obtained are illustrated in Fig. 4, which shows
that the positive aspects in the tweets dataset are in abundance
as compared to the negative or neutral with very few sarcastic
tweets. This identifies that the telecommunication companies
are giving better service to their customers in Pakistan. Ufone
has the most number of positive sentiments towards their ser-
vices which is in line with this common perception that Ufone
is the most popular cellular network company in Pakistan.

Fig. 5 shows the performance of presented hybrid system to
detect sentiment polarity. The services of cellular networks in
Pakistan are becoming reliable and dependable, this statement
was validated during this research work as the number of
tweets predicted which carry positive sentiments are far more
than the other sentiment combined.

Fig. 5. Polarity of sentiments for all cellular companies.

TABLE II. PERFORMANCE OF FRAMEWORK

ALGORITHM PRECISION RECALL F SCORE
Boosting 0.9601 0.8925 0.9148
SVM 0.6811 0.5975 0.6311
Bagging 0.9651 0.8975 0.9225
Forest 0.4025 0.3799 0.3875
Tree 0.7001 0.6454 0.6601
Maxen 0.4755 0.6601 0.4925
Naive Bayes 0.8160 0.8150 0.8240

Predicted sentiments of all the tweets used in this research
work are illustrated in Fig. 6. The closer look at these predicted
polarity of tweets gives us the information that over the period
of time during which tweets were collected there is an increase
in positive sentiments towards cellular companies in general
which is the indicator that services in telecommunication sector
is improving very rapidly and customers are getting state of
the art technology which is affordable.

The Precision, Recall and F Scores of algorithms which
were used to compare the performance are shown in Table II.

Fig. 6. Sentiments of tweets predicted.

The performance of bagging and boosting algorithm with
this framework was superior as compared to other well-known
algorithms, as depicted in Fig. 7. The Precision of Nave bayes
is more than 81% while SVM and tree algorithms achieved
above 60% precision and Forest algorithm achieved only 40%
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precision on this dataset.

Fig. 7. Comparison of performance of proposed framework with different
ML algorithms.

IV. CONCLUSION

Internet has open doors of information and social networks
on internet have provided an important source of data regard-
ing users and their sentiments towards a particular product,
service or event. This is especially valuable in giving in depth
knowledge about the current developments and attitudes of
people who are using Internet. In this paper we have presented
and applied a hybrid system of sentiment analysis to analyze
tweets from twitter. This hybrid system has been weighed
using twitter data related to cellular companies of Pakistan.It
will be further evaluated by increasing data set to provide
efficient/faster processing on big data.

We have collected real data from social media network
Twitter which is related to cellular companies of Pakistan
by using the Twitter streaming API. This API also provides
detailed meta data for the tweets.

Data preprocessing has been done to improve the accuracy
of this hybrid system. The addition of customize Roman Urdu
dictionary has added a new dimension to this research work
and produced motivating results.We were able to correctly
detect the sentiment polarity of the tweets used in this research
and these results were confirmed by human annotation of the
same data. The framework which we have proposed uses TF-
IDF technique with Bagging machine learning algorithm and
is identifying the sentiments faster with improved F-scores,
this proposed framework has also produced better results with
boosting ML algorithm. We have also evaluated the accuracy
of this system by comparing methods used by other researches
in this area of research and found the performance of this
framework is comparable with the other state of the art
algorithms.
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Abstract—There are many systems and methods for prevent-
ing spam attacks. However, at present there is no specific tried-
and-true method for preventing such attacks. In this paper, we
propose an algorithm, “SAGABC” to prevent spam attacks using
a blockchain technique and demonstrate its effectiveness by a
simulation experiment. A person who sends an email using the
“SAGABC” must pay the processing cost with cryptocurrency.
If an e-mail sent using this algorithm is received normally at a
destination e-mail account, this fee is refunded. However, a lot
of spam e-mails are not received normally, because addresses of
the spam e-mails are indiscriminate. If a spammer sends spam
using the “SAGABC ,” he/she will lose the cryptocurrency fee for
each such message. Thus, if using the “SAGABC” to send e-mail
becomes a standard practice for the general public, receiving
e-mail servers and/or mailers will be able to easily judge incom-
ing messages without using the “SAGABC ,” because spammers
cannot use the “SAGABC” without losing their cryptocurrency.

Keywords—Cryptocurrency; wallet account; Mail Send Coin
(MSC)

I. INTRODUCTION

Unwanted electronic mail (e-mail), known as “spam” ap-
pear in many people’s inboxes every day. People who send
spam e-mail (called “spammer” in this paper) aim to spread
advertisements and computer viruses and play tricks on their
targets. Many spams impose a high load on a network and may
affect the processing of legitimate e-mails.

Some technical methods to protect e-mail users from spam
do exist. When a receiving server receives an e-mail, it au-
thenticates the validity of the message using information from
the sending DNS server. The technical methods of authen-
ticating sender domains include “Sender Policy Framework
(SPF) [1]”, “Sender ID”, “DomainKeys Identified Mail (DKIM
[3])”, “Domain Name System Blacklist (DNSBL [2])”, among
others. Whereas the SPF and the SenderID use IP addresses
to authenticate a sender domain, the DKIM uses an electronic
signature.

The receiving e-mail server refuses any e-mail from an IP
address that does not have an SPF record. The SPF record is a
text record verifying that a domain’s administrator made and is
registered to DNS. The SPF record includes the IP address of
the server permitted to send e-mail using the domain name as
an e-mail source. The receiving server checks the SPF record
against the IP address of the sending server which forwarded
the e-mail; if the IP address of the sending server does not
match that of the SPF record, the receiving e-mail server
considers the e-mail to be spam. Although the SPF refers to the

sender’s e-mail address as designated in the “From”: field, the
Sender ID refers to that of the header. The DKIM is a way of
sending an electronic signature to the receiving e-mail server,
which then acquires a public key from the sending DNS server
and verifies the DKIM signature. The DNSBL is a software
mechanism to stop spam. Lists consisting of the IP addresses
of servers sending spam are then supplied to receiving e-mail
servers.

These problems may be negligible on a daily basis, but
over timeweeks or even dayshundreds and thousands of spam
messages make it through flawed filters. We outline these
problems below.

1) Cannot verify the e-mail account unit.
When a sending server is determined to be a spam
server, all the e-mail accounts that use that server
are prevented from sending and receiving e-mail. On
the other hand, if a spammer switches to a different
sending server, the attack can no longer be prevented.

2) Cannot prevent a first spam attack.
Most spam attacks go through one or more sending
servers which are not the true server, and the number
of these “zombie computers” can increase expo-
nentially. This method also ensures that traditional
protections cannot prevent a first spam attack.

3) Sometimes a normal e-mail is erroneously identi-
fied as spam.
Most filtering functions provided by Internet service
providers and e-mail software identify spam accord-
ing to contents of the message, and thus may erro-
neously mark normal messages as spam. Moreover, if
the contents of an e-mail message contain graphics,
the filtering function may not work because it scans
the graphic but cannot determine what the graphic
portrays.

4) Infringing e-mail users’ privacy.
Because Internet service providers and e-mail soft-
ware judges whether an e-mail is spam according to
its contents, individual information may be disclosed.

5) Receiving servers and e-mail software carry a
heavy workload.
Current spam filters screen all incoming e-mail to
identify spam, and receiving servers and e-mail soft-
ware need to renew their filtering function constantly
to catch new types of spam. The workload for iden-
tifying spam is heavier than that of launching a spam
attack. Receiving servers and e-mail software incur
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considerable financial and processing costs in dealing
with spam.

We will resolve these problems using a block-chain tech-
nology. In the next section, we offer precise definitions of the
relevant terms in this paper before explaining “SAGABC”.
Then, in Section IV, we present the results of a simulation
experiment using SAGABC . We also discuss the method’s
ability to prevent spam, based on the experiment’s results. The
paper’s conclusion follows:

II. SAGABC

A. Concept

A genuine e-mail from a harmless person can be received
normally. However, some e-mail addresses used in spam are
fictitious or are rejected by receiving servers. Therefore, only
a fraction of the spam sent out by a spammer reach their
targets. In our proposed method, anyone who sends an e-mail
message must pay a processing fee in cryptocurrency, but if
the e-mail is received correctly, that fee will be refunded to
the sender. Those sending genuine, harmless e-mail will pay a
little, but spammers must spend much more to launch a spam
attack. We expected that this will reduce spam attacks. We call
this method the “SPAM Attack Guard Algorithm Using Block
Chain (SAGABC)”.

B. Definition of Terms

Because cryptocurrency is a relatively new concept, the
definitions of relevant terms offered by various publications
have been vague and sometimes contradictory. Therefore, we
will offer precise definitions of the relevant terms in this paper.

Blockchain
Blockchain is a kind of a distributed database
(Distributed Ledger Technology, or DLT). Data
is accumulated per a unit “block”. Each block
records the Hash values of the unit immediately
preceding it. Therefore, it is necessary to calculate
Hash values for all the data leading to a falsified
block to falsify the data on the way. In other
words, it is very difficult to falsify the data for a
blockchain. “Bitcoin [6]” and “Ethereum [7]” are
well-known kinds of blockchain cryptocurrencies.

Cryptocurrency
“Electronic money is commonly defined as value
stored electronically, issued on receipt of funds
of an amount not less in value than the monetary
value issued, and accepted as a means of payment
by parties other than the issuer [8]”. “Digital
currency is a type of currency available only in
digital form, not in physical. Examples include
virtual currencies and crypto currencies or even
central bank issued [9]”. “Virtual currency is a
digital payment mechanism for (and denominated
in) fiat currency [10]”. “Digital and virtual curren-
cies can either be centralized or decentralized [4]”.
“Cryptocurrency refers to any electronic money
created using a cryptographic technology [4]”.
“Cryptocurrency is a purely decentralized peer-to-
peer electronic cash system for validating value

transfers [5]”. “BTC” and “ETH” are types of
cryptocurrency comprised of blockchains, such as
“Bitcoin [6]”, and “Ethereum [7]”.

Wallet
The “wallet” is a means of storing cryptocurrency.
Anyone can freely create a wallet, and “users
can send and receive bitcoins electronically using
wallet software on a personal computer, mobile
device, or web application [11]”. We consider the
wallet to be a mechanism for managing cryptocur-
rency.

Wallet account
A “wallet account” is an ID used to identify
an individual wallet. Wallet users manage their
cryptocurrencies using unique wallet accounts.

Transaction
A “transaction” is a record of sending cryptocur-
rency from one’s own wallet account to another
wallet account. The digital signature of the owner
of the cryptocurrency as well as his/her private
key are needed to issue the transaction.

Mining
“When the sending user transfers cryptocurrency
to a recipient, the transaction is verified by a
process called ‘mining [13]’.” There are pub-
lic keys used to verify information and permit
the execution of transactions requested by others
(called “miners”). Once a transaction is verified
and approved by a miner, it is executed and stored
in a digital block [12]. The entire transaction, from
issuance to verification, only takes a few minutes.

C. System Set-up

The SAGABC cooperates with an e-mail account associ-
ated with a wallet account to prevent spam attacks. Generally,
an e-mail client has one or more e-mail accounts. One or
more wallet accounts are assigned to each e-mail account by
the SAGABC . The e-mail client cooperates with one e-mail
account associated with a wallet account.

The SAGABC system comprises the following compo-
nents:

1). Cryptocurrency: Mail Send Coin
The Mail Send Coin (MSC) is one of the cryptocur-
rencies implemented by the SAGABC . The MSC is
not a monetary token but a kind of utility token.
Anyone using the SAGABC can also use existing
cryptocurrencies, e.g., Ethereum. However, in this
paper, we will explain the SAGABC with specifically
in terms of using MSC.

2). Mailers
In the SAGABC , an expanded function (add-on) of
the general mailer is implemented.

(2-1) The account management function
As shown in Fig. 1, the account man-
agement function extracts those wallet
accounts that correspond not only to the
owner’s e-mail account but also to a desti-
nation e-mail account. This function then
inquires of the blockchain whether the
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Fig. 1. Extracting wallet accounts.

sending wallet account has paid the MSC
into the receiving wallet account.

(2-2) Inquiring whether MSC was paid
This function inquires a blockchain about
whether the MSC was paid from the send-
ing side wallet. Any data gathered from
such reference results are then stored in
this function.

(2-3) The sorting function
This function assesses whether e-mails
are spam according to the amount of MSC
paid to send them and sorts them into a
spam e-mail folder.

(2-4) The remittance function
The remittance function is an MSC pay-
ment function operating from the wal-
let account corresponding to the owner’s
e-mail account that contacts the wallet
account corresponding to the destination
(receiving) e-mail account.

(2-5) The validation function
The first time an e-mail is sent to a
new recipient, this function validates the
wallet account corresponding to the desti-
nation e-mail account. The sending mailer
then checks the associated wallet account
and determines whether it has already
remitted the MSC fee to the receiving
mailer. The receiving mailer connects its
associated wallet account with the send-
ing mailer depending on the identity of
the sending wallet account and whether
the appropriate amount of MSC has been
paid. The sending mailer then sends the
MSC fee to the receiving wallet account.

(2-6) The mining function
If the MSC paid is insufficient, a user
can supplement it by mining MSC trans-
actions that other users have issued. A
spammer can also supplement his or her
MSC in the same way, but it costs much
more for an illegitimate user to do so.

D. Procedure to be Followed when Both the Sending and
Receiving Mailers use the SAGABC

1) Sending mailers

Fig. 2. Validating wallet accounts.

As shown in Fig. 2, when a mailer sends an e-mail, it
issues a certain number of transactions sending MSCs
to the wallet account corresponding to the destination
e-mail account.

2) Receiving mailers
The receiving mailer determines whether a received
e-mail message is spam based on the amount of MSC
attached and sorts the spam into the spam folder. The
receiving mailer then automatically decides whether
to refund the MSC fee paid according to how the e-
mail message is processed. If the message is deleted
or sorted into the spam folder, the MSCs paid for
it is not refunded. However, if the message is not
processed within a certain period of time, the amount
of MSC paid can be refunded to the sending wallet
account.

3) Mining
Issued transactions are recorded at the head of the
blockchain by a miner. All dealings related to the
transaction are then concluded.

E. Procedure to be Followed when Either the Sending or the
Receiving Mailer does not use the SAGABC

1) When only the sending mailer uses the SAGABC

Sending mailers can determine whether the receiving
mailer uses the SAGABC with the validation function
(see (2-5)). In this case, the sending mailer can send
a regular e-mail without paying a transaction fee in
MSC.

2) When only the receiving mailer uses the SAGABC

Receiving mailers can determine whether the sending
mailer uses MSCs by the function for inquiring
whether MSC was paid (see (2-2)). If the sending
mailer does not use the SAGABC , the receiving
mailer will know this because of the account manage-
ment function (see (2-1)). In this case, the receiving
mailer deals with incoming messages as normal e-
mail that cannot be confirmed as not being spam.

3) When neither the sending nor the receiving mailer
uses the SAGABC

In this case, e-mail is sent and received using a
traditional method.

F. Anticipated Effects of a Spam Attack

When using the SAGABC , the e-mail sender must simulta-
neously send an MSC fee to the receiving wallet when sending
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an e-mail message. Because spammers send vast amounts of
e-mail, they will lose MSCs doing this, which will eventually
discourage them from sending e-mail. When the normal e-
mails are received correctly, those sending such messages do
not lose their MSCs: Even if the MSCs they sent disappears,
they can restock by mining. We therefore expect that SAGABC

users will cease to receive spam.

III. SIMULATION EXPERIMENT

In this section, we verify whether the SAGABC can prevent
spam attacks using a simulation. The experimental simulation
will not include e-mail senders who do not use the SAGABC .

A. Experiment Model

Fig. 3 shows the main routine of the simulation experiment.

1) Initial setting
The number of SAGABC users is indicated by “N”.
The initial value of the MSC that all users possess
is indicated by “M”. Of N, the number of spammers
and the number of genuine users are indicated by “S”
and “(N-S)”, respectively.

2) Sending e-mails and MSCs
A genuine SAGABC user sends an e-mail and 1 MSC
to an address selected from those of the other users
(except for the user’s own address and the spammers
addresses). If a genuine user does not have any MSC,
the e-mail cannot be sent to an address using the
SAGABC .

3) Refunds
None of the e-mails sent by the (N-S) genuine users
are spam. The 1 MSC fee sent to the receiving wallet
is refunded to the wallet associated with the user’s e-
mail account.

4) Loop for genuine users
The simulation repeats routines 1, 2, and 3 above
for the (N-S) users. In general users do not perform
mining.

5) Sending e-mails and MSCs
A spammer uses the SAGABC to send a spam
message and 1 MSC to an address selected from those
of the other users (except for the spammer’s own
address. If the wallet associated with the spammer’s
account has no MSC, the spammer cannot send the
spam message.

6) Refunds
Any e-mail sent by a spammer is considered spam,
and thus the MSC that spammers send to receiving
wallets are not refunded.

7) Profit
Spammers make a profit b via the probability p
per spam message sent. Spammers acquire the same
amount of MSC through the profit b they make from
mining.

8) Loop for sending spam
The simulation repeats the above routines 5, 6, and 7
T times. T is selected as a uniform random number
from natural numbers that satisfy 0T<N. Namely,
each spammer will send T spam messages to an e-
mail account except for his/her own e-mail account,
without overlapping the unit time for each.

Fig. 3. Main routine of the simulation experiment.

9) Loop for Spammers
Routines 5 − 8 are repeated for all spammers.

10) Loop in unit time
Routines 2 − 9 are considered one unit time (t) and
repeated.

B. Parameter

In this simulation, the parameters are set as follows:
N=10,000 (M ⊂ 980, 1000, 1020), (S ⊂ 300, 500, 700). The
probability distribution P of the profit G is calculated as
follows:

P = 1000× (C)(−X), (1)

where the constant C is (27), and x is the uniform
distribution of random numbers satisfying 0 < x < 330.

C. Result

This simulation was performed 100 times for each of the
three kinds of initial values of MSC, satisfying S = 500. Fig. 4
shows the shift of the average throughout each of the 100 runs
for the three conditions (M ⊂ 980, 1000, 1020). The horizontal
axis of the figure indicates the unit time t. The vertical axis
of the figure indicates the ratio of spam to all e-mails sent.

This figure shows that the ratio of spam to all e-mails sent
clearly decreases, although the speed of this decrease differs
for each of the three kinds of initial values of MSC.

The next simulation was performed 100 times for each of
the three numbers of spammers, satisfying (M = 1, 000. Fig.
5) shows the shift of the average throughout each of the 100
simulations for the three conditions (S ⊂ 300, 500, 700).

This figure shows that the ratio of spam to all e-mail sent
clearly decreases, although the speed of this decrease differs
for each of the three kinds of profit that spammers make.

IV. DISCUSSION

The results of the simulation show that the SAGABC can
prevent spam. The SAGABC is more effective than tradi-
tional spam prevention methods. Because the spam prevention
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Fig. 4. Result of the simulation (M ⊂ 980, 1000, 1020).

Fig. 5. Result of the simulation (S ⊂ 300, 500, 700).

takes place in both the sending server and the filter of the
receiving side server, there are distinct advantages in using the
SAGABC .

1) Even if the sending server of the user is same as
that of the spammer, the SAGABC can prevent spam
attacks because the SAGABC determines whether an
e-mail is spam or legitimate in each e-mail account.

2) Even if the spammer switches to a different send-
ing server, the SAGABC will prevent him/her from
sending spam unless he/she acquires MSC.

3) Because the receiving e-mail is paid for with MSC
by the sender’s wallet, the receiving server and mailer
do not need to assess the contents of an e-mail and
thus have a small workload.

4) Users sending e-mails have the assurance that their
messages will not be classified as spam as long they
pay the MSC fee.

5) If a user receives an e-mail for which the MSC has
been paid that turns out to be spam, he or she accrues
the MSC paid because the fee is not refunded to the

spammer.
6) The results of the simulations indicate that spam

attacks will decrease when e-mails are sent using the
SAGABC .

Because the SAGABC creates disadvantages for spammers,
they will not use it. However, genuine users can be assured that
e-mail they receive which have been paid for MSC are unlikely
to be spam.

V. CONCLUSION

In this paper, we propose the SAGABC algorithm to
prevent spam attacks using a blockchain. SAGABC cooperates
with an e-mail account associated with a wallet account to
achive this. Anyone who sends an e-mail message must pay a
processing fee in cryptocurrency MSC. However, if the e-mail
is received correctly, the fee will be refunded to the sender. We
conducted a simulation experiment to demonstrate that spam
attacks decreased when using SAGABC .

In a future experiment, we will add more effective functions
to the algorithm, to ensure that it has a variety of uses.
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Abstract—Traditional textual password scheme provides a
large number of password combinations but users generally use
a small portion of available password space. Complex textual
passwords are difficult to remember, therefore most users choose
passwords with small length and contain dictionary words. Due
to the use of small password length and dictionary words, textual
passwords become easy to crack through offline guessability
attacks. Traditional textual passwords scheme is also weak
against keystroke logger attacks because alphanumeric characters
are directly inserted into the password field. In this paper,
enhancements are proposed in the registration and login screen
of the traditional textual password scheme for improving security
against offline guessability attacks and keystroke logger attacks.
The proposed registration screen also improve memorability of
traditional textual passwords through visual cues or pattern-
based approach. In the proposed login screen, passwords are
indirectly inserted into the password field, to resist keystroke
logger attacks. A comparative analysis between the passwords
created in traditional and proposed pattern-based approach is
presented. The testing results show that users create strong and
high entropy passwords in the proposed pattern-based approach
as compared to the traditional textual passwords approach.

Keywords—Security; usability; alphanumeric passwords; au-
thentication

I. INTRODUCTION

When users have the freedom to select any textual pass-
word, they select weak passwords or they select predictable
password patterns [1]. Weak passwords can be guessed through
dictionary attacks or brute force attacks [2]. The processing
power of computing machines is increasing over time [3],
due to which offline guessability attacks such dictionary and
brute-force attacks become less effort taking. To resist offline
guessability attacks, the users are encouraged to create strong
textual passwords by using different password setting policies.

Password-based authentication techniques are called
knowledge-based authentication techniques. In these tech-
niques, passwords can be graphical or textual. Graphical pass-
words consist of some graphical elements such as pictures or
drawings. Textual passwords consist of some combinations of
alphanumeric characters. Graphical passwords contain visual
cues for password memorization, therefore they are considered

better than textual passwords in terms of password memo-
rability. However, the graphical passwords are weak against
shoulder surfing attacks because they can be easily viewed.
Complex textual passwords are difficult to memorize, therefore
users use dictionary words in their textual passwords. This
approach makes textual passwords vulnerable to dictionary
attacks.

A. Password Memorization Techniques

In the category of knowledge-based authentication, textual
passwords are most widely used for authentication. However,
users set easy to guess or weak textual passwords due to
memorability limitations [2]. The textual passwords which
contain mix of alphanumeric characters, and have high length
are better for security but such passwords are difficult to mem-
orize. Different techniques are suggested by researchers for
memorizing hard to guess (strong) passwords, the techniques
are listed here:

(a) Passphrase
(b) Cognitive passwords
(c) Associative passwords
(d) Mnemonic passwords

a) Passphrase: Passphrase is a set of words that to-
gether form a password. Passphrases are generally easy to re-
member and difficult to guess because they contain large num-
ber of alphanumeric characters. For example, the passphrase
“clean the table at the corner” contains 29 characters and it is
also easy to memorize due to logical meaning of the phrase.

b) Cognitive passwords: In cognitive passwords, a se-
ries of questions are asked and the users are authenticated
when correct answers are given. The users select the set of
questions and their answers. For example, “What is the name
of your birth place?” Cognitive passwords are difficult to guess
because the attackers have to correctly identify both questions
and answers. These passwords are weak in terms of useability
because selecting questions and writing answers take some
time.
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c) Associative passwords: In associative passwords, the
users select some dictionary words provided by the system and
their related textual response. For example, “wall=painting”.
These passwords are difficult to guess because it is difficult to
identify the words used as passwords. Associative passwords
are easy to memorize for one or two user accounts but it
becomes difficult when large number of associative passwords
are required to be remembered.

d) Mnemonic passwords: In this technique of password
memorization, a complete sentence is memorized by a user
and the password consists of the first letter of each word of
the sentence. For example, the sentence “Birth date of Aliza
is on 1st May” can be memorized for the mnemonic password
“BdoAio1M”. Through this approach random alphanumeric
characters of a password can be easily remembered.

All the above password memorization techniques help
in memorization of strong passwords but recalling multiple
passwords for different accounts is a difficult task in all the
password memorization techniques. Users feel difficulty in
correctly recognizing which password belongs to which user
account. These password memorization techniques also require
some mental effort for recalling the passwords [4], therefore
the techniques are not widely used by the users.

In this paper, some enhancements are suggested in pass-
word registration and login screens of the traditional textual
password scheme for better memorization of passwords. In
the proposed enhancements, visual cues can be added to the
random alphanumeric characters of the password by using the
pattern-based approach. The visual cues help in memorization
of strong alphanumeric passwords and through the proposed
pattern-based approach, the users’behavior of setting weak
passwords can also be changed.

The remaining paper is divided into five sections. In
Section 2 literature review is given about the problems in tra-
ditional textual passwords. Research methodology for pattern-
based passwords is explained in Section 3. In Section 4
analysis of pattern-based approach is presented. Finally the
conclusion is given in Section 5.

II. RELATED WORK

Textual passwords were first analyzed by Morris and
Thompson in 1979 [5]. They found that 86% of the passwords
were weak e.g. passwords had small length, consisting of
lowercase letters only, digits only or mixture of the two with
dictionary words. After Morris and Thompson [5] a large
number of studies have been done on understanding the charac-
teristics of textual passwords set by the users. Researchers from
Microsoft carried out a study [6] that involved half a million
web-based passwords. From the study, the researchers found
that users generally create weak passwords and they reuse
the same password across multiple accounts. Same password
weaknesses were also found by Smith [7] and Borges et al.
[8]. These studies suggest that a large number of textual
passwords can be cracked through dictionary attacks. klein [9]
performed a dictionary attack on 15,000 passwords through the
password dictionary of 3000000 alphanumeric strings. Klein
[9] successfully cracked 25% passwords through the dictionary
attack. The research studies on textual passwords highlight

the need for motivating users for setting strong or secure
passwords.

Liu et al. [10] analyzed the length of textual passwords
set by the users, the researchers found that majority of users
set passwords with a length of less than twelve alphanumeric
characters. The result of Liu et al. [10] shows that small portion
of textual password space is being used by the users, as a result
different offline guessability attacks become easy to apply [11].

Viktor Taneski et al. [12] conducted a systematic litera-
ture review of articles and journals about password use and
password security. The researchers [12] suggested different
password setting policies and password checkers to guide users
for setting strong passwords. Password meters [13] are used
in some websites for informing users about the strength of
the passwords. Egelman et al. [14] analyzed the effect of
password meters. They found that password meters do not have
a significant effect on changing behavior of users, towards
setting strong passwords due to memorability issues. Strict
password creation policies have a poor effect on memorability
[15].

Strong textual passwords contain strings of alphanumeric
characters which do not belong to dictionary words and they
have larger lengths [16]. Different password setting policies
are applied in applications for enforcing users to set strong
passwords, such as minimum length and a mix of multiple
categories of alphanumeric characters. However, research stud-
ies [17] suggest that users create weak passwords even after
applying password setting policies.

Due to human limitations of information memorization,
users reuse the same password across different accounts.
Florencio and Herley [6] found that, on average users can
easily remember 6.3 different textual passwords. However,
users generally have more than six accounts, therefore they
reuse same password in different accounts.

The advantage of strong textual passwords decreases when
the same password is re-used in multiple user accounts [18].
The attacker after cracking a password from the less secure
application, apply the cracked password on more secure appli-
cations [19]. Therefore, it is also important that users should
create separate passwords for different accounts. Password
managers are used to create strong and distinct password for
each user account. However, password managers have some
security and usability issues [20] i.e. a password manager can
be hacked and it may not be available all the time. Privacy
is also an issue with the password managers because all the
passwords will be presented into a third party software.

Cognitive or visual cues are helpful for memorization
of information. Therefore, in the proposed enhancements of
traditional textual password scheme, the users can draw a
visual pattern from the alphanumeric characters of a password
on the registration screen. The password pattern serves as
visual cue for better memorization of the textual password.
Pattern-based passwords help users to easily set and remember
strong or secure alphanumeric passwords.

III. RESEARCH METHODOLOGY

To analyze the effect of pattern-based passwords, a user
study was conducted. The user study was divided into four
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phases. In the first phase, password setting trends in traditional
textual passwords were analyzed through a pre-test survey.
In the second phase, users were asked to register and login
inside the specially designed application for testing usability,
security, and memorability aspects of the pattern-based pass-
words. In the third phase, a post-test survey was conducted
for understanding the feelings of the users about the pattern-
based approach. In the fourth phase, the data of pre-test survey
and application testing was analyzed for security, usability, and
memorability aspects of the pattern-based approach.

For this research 110 users participated, out of which 43
were female and 67 were male. All the users belonged to differ-
ent professions including students, teachers and administration
staff. The users belonged to different institutions including the
Quaid-e-Awam University of Engineering, Science & Technol-
ogy, SZABIST Nawabshah and Shah Abdul Latif University.

A. Pre-test survey

The objective of the pre-test survey was to find out the
password setting trends in traditional textual passwords. Due to
privacy issues exact textual passwords were not collected from
the users but they were asked to provide some information
about the passwords. In the pre-test survey users were asked
to provide information regarding size and type of alphanumeric
characters used in their passwords. Results of the pre-test
survey are shown in Table I.

TABLE I. PASSWORD TRENDS IN TRADITIONAL TEXTUAL
PASSWORDS

Average password length 9.56
Lower-case letters used 87%
Upper-case letters used 19%
Numbers used 54%
Special characters used 21%

Table I shows that majority of users use lower-case letters
in their passwords along with decimal numbers. Generally in
computer applications, users are restricted to select at least
two categories of alphanumeric characters. Decimal numbers
are easy to remember along with some dictionary words.
Therefore, comparably high percentage of decimal numbers are
used in comparison with capital letters and special characters.

B. Application Testing

For analyzing usability and memorability aspects of
pattern-based passwords, a web-based application was de-
veloped. In the application, users were asked to perform
registration and login activities. Timings of registration and
login activities were recorded through the testing application.
Failed and successful login attempts were also saved in the
database of the application.

1) Registration Activity: In the registration activity, the
participants created their accounts in the testing application.
Registration screen of the testing application is shown in Fig.
1. The alphanumeric characters are present on the registration
screen along with profile and authentication fields as shown
in Fig. 1. Different categories of alphanumeric characters are
separately presented on the registration screen. For example,
lower-case letters are present at the top of the screen while
numbers are present at the bottom of the registration screen.

This arrangement helps in recalling password characters from
the password patterns.

Fig. 1. Registration screen.

a) Password selection: Passwords can be entered
through keyboard or mouse on the registration. Through key-
board, the passwords can be entered by pressing alphanumeric
keys similar to the traditional textual password scheme. For
mouse-based password entry, a user needs to drag or click over
alphanumeric characters present on the registration screen. For
example, if a user drags the mouse from “h” to “1”, “j” to
“3” and “U” to “W” then some lines will be drawn over
the alphanumeric characters as shown in Fig. 2. Visually the
password will look like “H” but in the database, the password
huHU;(1jwJW=*3UVW will be saved.

Fig. 2. Registration screen after password selection.

When the mouse is dragged multiple times over same
alphanumeric characters then same password pattern will
be created but alphanumeric characters will be repeated in
the password. For example if a user drags the mouse two
times from “h” to “1” then visually a straight line will be
formed from “h” to “1” but in the database, the password
huHU;(1huHU;(1 will be saved.

Through pattern-based approach a strong textual password
such as given in the example can be easily memorized by the
visual cues. A user just needs to remember the visual shape
of the password along with starting and ending alphanumeric
characters of the password pattern.

2) Login activity: In this activity, users provide login
credentials (username & password) for authentication. The
login screen of the testing application is shown in Fig. 3.
The login screen contains two sequences of alphanumeric
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characters, one for actual password characters and other for
temporary representation of the password characters. Actual
alphanumeric characters (present in the button shape) are se-
quentially present, while representing alphanumeric characters
are randomly present in the login screen i.e. they change
their position in every login session. For randomization of the
representing characters, Algorithm-1 can be used.

Fig. 3. Login screen.

Algorithm 1 Algorithm for Alphanumeric Characters Ran-
domization

1: TempElements← list of alphanumeric characters
2: RepresentingElements← NULL
3: ELength← 95

4: for i = 0 to 94 do
5: temp← NULL
6: ind← random(0,ELength)
7: RepresentingElements[i]← TempElements[ind]
8: TempElements[i]← remove(ind,TempElements)
9: ELength←ELength - 1

10: end for

a) Password selection: On the login screen, a password
can be entered through keyboard or mouse. Passwords are
entered through the keyboard by typing characters representing
the password of a user. For example, if the password of a
user is huHU;(1jwJW=*3UVW and characters representation
are same is shown in Fig. 4, then the user has to type
iUrE!)PVT6Jx}>J1E characters in the password field for
authentication. In this case, first password character “h” is rep-
resented by “i” and the password character “u” is represented
by “U” and so on. This temporary representation of password
characters helps in avoiding keystroke logger attacks.

Mouse-based password entry requires dragging or clicking
the mouse over the password characters, similar to the regis-
tration screen. For example, in the current scenario when pass-
word of a user is huHU;(1jwJW=*3UVW then the password
can be entered by dragging mouse from “h” to “1”, “j” to “3”
and “U” to “W”. When passwords are entered through mouse
then the passwords can be observed through shoulder surfing
attacks. Therefore in public, it is better to enter passwords
through keyboard. For improving security against shoulder
surfing attacks in case of mouse-based password entry, the
process of generating password lines should be removed from

the login screen. In the login screen, a link is given for reset
password. This option clears all the lines drawn from the login
screen and the text written in the password field.

C. Post-test Survey

After completing registration and login activities, a post-
test survey was conducted. In the post-test survey five ques-
tions were asked from the users about the proposed pattern-
based approach. The questions and their answers are shown in
Table II. The post-test survey was conducted for understanding
how comfortable users are in using the proposed pattern-based
approach. The results of the post-test survey are shown in
Section IV-D.

IV. RESULTS AND DISCUSSION

After completing pre-test, post-test surveys and application
testing, the data was analyzed to know the performance of
pattern-based approach. From the data, security, usability and
memorability aspects of pattern-based passwords were ana-
lyzed.

A. Strength of passwords

Fig. 5 shows a different types of alphanumeric characters
(lower-case, upper-case letters, numbers and special characters)
used in traditional and pattern-based passwords. The data
for traditional textual passwords were collected from pre-test
survey and the data for pattern-based passwords were collected
from the database of the testing application.

Fig. 5 shows that in pattern-based passwords, upper case
letters and special characters are widely used by the users
as comparison with traditional textual passwords. A high
percentage of capital letters and special characters in pattern-
based passwords show that the dictionary attacks will be
difficult to apply in the passwords of pattern-based approach.

Password length and entropy of both the password setting
approaches are given in Table III. Results show that password
length is slightly higher in traditional textual passwords. How-
ever, password entropy of pattern-based passwords is higher
than traditional textual passwords. The password entropy
shows that users create strong passwords through pattern-based
approach.

B. Timings

Password entry time for pattern-based passwords were
analyzed through the log stored in the database of the testing
application. Average password entry time when passwords
were entered through keyboard was 18.24 seconds and when
passwords were entered through mouse was 7.19 seconds.
The reason for higher login time in keyboard based password
entries is that, users have to identify alphanumeric characters
which represent the password characters from the login screen.

C. Password Memorability

To test memorability of pattern-based passwords, users
were asked to perform login activities in the testing application.
Memorability tests were conducted in three different timings,
which were immediately after registration, after one day and
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Fig. 4. Login screen after password selection.

TABLE II. POST-TEST QUESTIONNAIRE

No. Question Options
1 Do you think the pattern-based approach helps in password memorization? (a) Yes (b) No (c) Little-bit
2 The pattern-based approach is most useful for? (a) Registration page (b) Login page (c) Both of them (d) None
3 Pattern-based approach is suitable for? (a) Desktop applications (b) Web-based applications (c) Mobile applications (d) All of them
4 How do you remember the password? (a) Password patterns only (b) Alphanumeric characters (c) Both of them
5 How easy it is to use the pattern-based approach? (a) Very Easy (b) Easy (c) Average (d) Difficult

Fig. 5. Alphanumeric characters comparison.

TABLE III. PASSWORDS STRENGTH

Scheme Password length Password entropy
Textual passwords 9.56 53.88
Pattern-based passwords 9.21 57.62

after one week. Users were allowed maximum three attempts
for a successful login.

Table IV shows password recall rate in the pattern-based
approach. Results show that memorability of textual passwords

is improved by the pattern-based approach. The results also
show that with the passage of time password memorability
decreases. In this experiment, users only interacted with the
login page in specified timings (immediately after registration,
after one day and one week), they were not allowed to login
on 2nd to 6th day of registration. If the users were allowed
to login inside the system on each day, then the memorability
results would have been much better after one week duration
because recalling information on short periods have positive
effect on memorability.

TABLE IV. PASSWORDS MEMORABILITY

Time 1st attempt Within 2 attempts Within 3 attempts
Immediately after
registration

83% 89% 98%

After 1 day 78% 82% 89%
After 1 week 69% 73% 76%

D. Qualitative Analysis

In the post-test survey, users were asked to share their
views about the pattern-based password setting approach. In
the survey five questions were asked from the users, the results
are shown in Tables V to IX.

Pattern-based approach provides multiple ways (cognitive
and visual) of password memorization. Therefore, users find
this approach helpful for password memorization.
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TABLE V. RESULTS OF QUESTION 1

Q.01: Do you think pattern-based approach helps in password memorization
Option Answer
Yes 81%
No 7%
Little-bit 12%

TABLE VI. RESULTS OF QUESTION 2

Q.02: Pattern-based approach is useful for
Option Answer
Registration page 17%
Login page 14%
Both of them 63%
None 6%

The results of Table VI show that majority of users found
the proposed approach useful for both registration and login
pages. The reason for this choice is that registration page helps
in password memorization and login page improves password
security.

TABLE VII. RESULTS OF QUESTION 3

Q.03: Pattern-based approach is suitable for
Option Answer
Desktop applications 11%
Web-based applications 68%
Mobile applications 5%
All of them 16%

Table VII shows that majority of users preferred web-
based applications for the pattern-based. The web-based ap-
plications are more vulnerable to security attacks than desktop
and mobile applications. The pattern-based approach improves
password security, therefore this approach is most suitable for
the web-based applications.

TABLE VIII. RESULTS OF QUESTION 4

Q.04: How do you remember the password
Option Answer
Password pattern only 73%
Alphanumeric characters 19%
Both of them 8%

Table VIII shows that majority of users remembered
password patterns instead of alphanumeric characters of the
passwords. Visual password shapes are easy to remember than
random alphanumeric characters, therefore most of the users
only remembered the password patterns.

Android unlock scheme is widely used by the users and
the proposed pattern-based approach has similarities with the
scheme. Therefore, users found easy to use the proposed
pattern-based approach as shown in Table IX.

The qualitative analysis done through the post-test survey
shows that users are satisfied with the performance of pattern-
based approach i.e. they found pattern-based approach easy
to use and helpful for password memorization. However, the
majority of users prefer to use this approach in web based
applications because chances of password hack are high in
web based applications.

V. DISCUSSION

Many knowledge based authentication schemes are pro-
posed which provide better security than textual password

TABLE IX. RESULTS OF QUESTION 5

Q.05: How easy it is to use the pattern-based approach
Option Answer
Very easy 22%
Easy 59%
Average 14%
Difficult 5%

scheme. However, passwords of the secure knowledge based
authentication schemes are difficult to memorize and password
entry procedures are very complex. Due to memorability
and usability issues, such schemes are not accepted by the
software industry. Through the proposed scheme, security and
memorability improvements are made in the traditional textual
password scheme.

Although proposed scheme improves security of textual
passwords against different security attacks such as dictionary
attacks and keystroke logger attacks, but the proposed scheme
is vulnerable to screen-scrapper attack. In this attack a pass-
word is captured by recording both password input and login
screen. In the proposed scheme, one-to-one relationship exists
between actual password characters and their representing
alphanumeric characters for a particular session. Therefore,
passwords can be captured by recording both representing
password characters and screen-shot of the login screen. For
further improving security of textual passwords, the proposed
scheme needs to be enhanced to resist the screen-scrapper
attacks.

VI. CONCLUSION

Strong textual passwords which contain mix of alphanu-
meric characters are difficult to memorize because they do
not contain cognitive or visual cues for password memoriza-
tion. Through the proposed pattern-based password setting
approach, strong textual passwords become easy to memorize
due to visual cues. Qualitative and quantitative results show
that memorability of strong alphanumeric or textual passwords
is improved through the pattern-based approach.

Users create strong textual passwords through the pattern-
based approach, therefore brute-force and dictionary attacks
will be difficult to apply when the pattern-based approach is
used in the registration screen. Keystroke logger attacks are
resisted in the proposed login screen by indirectly collecting
password characters from the users.
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Abstract—The high mortality rate associated with coronary
heart disease (CHD) has driven intensive research in cardiac
image analysis. The advent of computed tomography angiogra-
phy (CTA) has turned non-invasive diagnosis of cardiovascular
anomalies into reality as calcified coronary plaques can be easily
identified due to high intensity values. However, detection and
quantification of the non-calcified plaques in CTA is still a
challenging problem because of their lower intensity values, which
are often similar to the nearby blood and muscle tissues. In this
work, we propose Bayesian posterior based model for precise
quantification of the non-calcified plaques in CTA imagery. The
only indicator of non-calcified plaques in CTA is relatively lower
intensity. Hence, we exploited intensity variations to discriminate
voxels into lumen and plaque classes. Based on the normal
coronary segments, we computed the vessel-wall thickness in first
step. In the subsequent step, we removed vessel wall from the seg-
mented tree and employed Gaussian Mixture Model to compute
optimal distribution parameters. In the final step, distribution
parameters were employed in Bayesian posterior model to classify
voxels into lumen or plaque. A total of 18 CTA volumes were
analyzed in this work using two different approaches. According
to the experimental results, mean Jaccard overlap is around
88% with respect to the manual expert. In terms of sensitivity,
specificity and accuracy, the proposed method achieves 84.13%
,79.15% and 82.02% success, respectively. Conclusion: According
to the experimental results, it is shown that the proposed plaque
quantification method achieves accuracy equivalent to human
experts.

Keywords—Coronary segmentation; non-calcified plaques; vas-
cular quantification; coronary wall analysis

I. INTRODUCTION

Coronary heart disease (CHD) is related to the accumula-
tion of fatty materials (also termed as coronary plaques) inside
coronary arteries. The recent statistics of the National Health
Services, United Kingdom [2] reveals that over 2.3 million
people in the United Kingdom suffer from CHD where the
annual death toll is approximately 73,000 (an average of one
death every seven minutes). The substantial levels of growing
morbidity and mortality have led to a intensified interest in new
techniques for detecting coronary abnormalities to potentially
avoid worst events [1], [2].

The recent advancements in non-invasive imaging have im-
proved the diagnostic accuracy in terms of high temporal and
spatial resolution [3]; however, detection and quantification of
non-calcified plaques in CTA is still a challenging problem.
Clinically, the non-calcified plaques have been established as
the most important indicator of acute coronary syndromes due

to their fragile nature [4]. The risk of sudden rupture has
made soft plaques threatening in clinical context, i.e. for many
individuals, sudden death becomes the first sign of soft plaque
in contrast to the calcified plaques which often lead to disease
symptoms at early stages. It should be noted that calcified
plaques can be identified easily in a CTA image based on
the high intensity value, consequently numerous methods have
been reported with a reasonable quantification accuracy [5]–
[8]; however, non-calcified plaque requires more sophisticated
phenomenon. In context of the flow of paper, we start with
relevant literature and CTA data specification. Subsequently,
we explain the plaque quantification methodology which is
followed with the Results section. The lumen - plaque quan-
tification results are provided in the Results section using
statistical metrics of sensitivity, specificity and accuracy, with
respect to manual experts.

II. RELATED WORK

Non-calcified plaque detection and quantification in CTA
has been a challenging problem; hence, there is a little
literature [9]–[12], [14] published addressing automatic seg-
mentation, out of which the majority have been clinical pilot
studies or generic anomaly detection techniques. The use of
machine learning in soft plaque detection was first reported
by Wei et al. [10] where a linear discriminant analysis (LDA)
was used to reduce the false positives in a set of 120 pre-
selected soft plaque candidates. Accordingly, the detection
accuracies reported were 94% and 79%, respectively for the
calcified and non-calcified plaques, along with a high number
of false positives. Another interesting method for the automatic
detection of vascular abnormalities was proposed by Zuluaga
et al. [13]. In this work, an unsupervised SVM model trained
on normal cross sections was used to detect the outliers i.e.
the cross sections which violate the intensity pattern of normal
class. The authors reported promising results for 9 clinical
CTAs with NCP detection accuracy of 79.62%, however;
the precise quantification was not performed in this work.
Similarly, the detection methods were reported by Renard and
Yang [14], Lankton et al. [11], Li et al. [15]; however, the
precise quantification has not been reported frequently.

In context of the non-calcified plaque quantification, a
number of algorithms [16], [17], [34], [35] have been proposed
in recent years with a motive of correlating CTA based plaque
quantification with intra-vascular ultrasound (IVUS) measure-
ments. Athanasiou et al. [35] employed 4-class Gaussian
Mixture Model to identify respective classes namely lumen,
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calcified plaque, non-calcified plaques and the background.
Accordingly, the paper reported efficiency over the existing
literature and a good correlation with IVUS measurements;
however, the blooming effect of calcified plaque resulted in
relatively low agreement for calcified plaque volume. More-
over, the vessel wall analysis was not performed explicitly,
which is very crucial in context of the non-calcified plaques
because of two-way vessel remodelling.

In addition, a number of studies [16], [18]–[23], [34], [36]–
[39] have been reported in context of the non-calcified plaque
quantification: however, the main focus in these studies was
to demonstrate the capability of CTA imaging to reflect the
non-calcified plaque rather than automated quantification of
non-calcified plaque in CTA. Accordingly, non-calcified plaque
lesions were manually selected in the first step, and plaque
quantification results were compared with respect to intra-
vascular ultrasound analysis to establish correlation between
two imaging modalities.

Our contribution in this work is an efficient methodology
for quantification of the non-calcified plaques with a human-
equivalent accuracy. First, we present an efficient method for
the vessel wall analysis in context of the non-calcified plaques.
The proposed vessel-wall analysis can be used as a stand-
alone plaque detection method as well it serves as important
step towards plaque quantification. In addition, we formulate a
posterior class based plaque quantification method for voxel-
wise plaque quantification with a human-equivalent accuracy.

In this work, we employed clinical CTA data (a total of 16
CTA images) obtained from publicly available database of Rot-
terdam Coronary Artery Evaluation framework [24], [25]. The
Rotterdam CTA data comes from different sources and is based
on different vendors as described in [24]. The motive behind
using Rotterdam data is the availability of the manual ground
truth in terms of expert annotations i.e. segment- wise status
(normal/abnormal) and the precise position of non-calcified
plaque for the abnormal coronary segments. Based on the
provided ground truth, we identified the individual coronary
segments affected with non-calcified plaques as defined in
Table I.

TABLE I. NON-CALCIFIED PLAQUE EFFECTED SEGMENTS IN
ROTTERDAM CTA DATA

Segment ID Plaque Specifications

Segment Type Plaque Type Plaque Grading Stenosis(%)

DS1 seg6 Proximal Non-calcified mild 20
DS2 seg6 Proximal Non-calcified mild 25
DS4 seg1 Proximal Non-calcified Severe 65
DS4 seg2 Proximal Non-calcified Moderate 51
DS5 seg2 Proximal Non-calcified Moderate 57
DS5 seg8 Distal Non-calcified Moderate 45
DS7 seg2 Proximal Non-calcified Severe 71
DS7 seg3 Proximal Non-calcified Moderate 41
DS9 seg2 Proximal Non-calcified Moderate 51
DS11 seg7 Proximal Non-calcified Mild 22
DS15 seg2 Proximal Non-calcified Moderate 53
DS15 seg3 Proximal Non-calcified Mild 22
DS15 seg14 Distal Non-calcified Moderate 45

III. PROPOSED MODEL

Precise segmentation of the coronary vasculature serves as
first step in plaque quantification. Accordingly, we employed
hybrid energy model of [26] to extract the coronary tree as

(a) DS04 seg1

Fig. 1. Segmented coronary trees with overlaid centreline and two cross
sectional planes. The centreline is overlaid in black colour for the right
coronary artery, whereas blue, red and green represents the curved cylindrical
approximations for coronary segments numbered 2, 7 and 8 respectively.

illustrated in Fig. 1. Subsequently, radial profile based plaque
detection method [27] was applied to precisely localise the
plaque in different coronary segments.

A. Ground Truth Construction

In context of plaque quantification, we started with the “ref-
erence” ground truth formulation using plaque position inside
respective coronary segments. Because of the ambiguous ap-
pearance in CTA imagery, the non-calcified plaque is clinically
estimated by evaluating lumen deformations. Accordingly, we
used the annotated lumen boundary of Rotterdam experts to
derive the voxel-wise plaque ground truth. The lumen diameter
variations can be observed in the mid of the vessel as shown
in Fig. 2a - 2b, indicating non-calcified plaque instance at
respective locations. We approximated the ideal “plaque-free”
vessel (red contours) for the plaque affected region using two
“normal” cross sections (immediately before and after the
plaque region) as shown in Fig. 2c - 2d. In the subsequent
step, the annotated lumen (black contour) is subtracted from
the ideal vessel (red contour) and the remaining voxels in the
plaque free region are labelled as ground truth plaque voxels.

For mathematical formulation of the plaque estimation
problem, we represent the coronary segment (lumen boundary
annotations) using a tubular model Tmodel

[
CP, θ

′

cs

]
, where

CP denotes the centreline of the segment and θ
′

cs defines cor-
responding cross-sectional information. Accordingly, complete
coronary segment is represented using an [Ns] by [m] array,
where Ns represent the total number of points in segment
centreline and m denotes cross-sections related parameters.

The elliptical model is used to represent vascular cross
sections, as Vessels are elastic bodies which can accommodate
local deformations of the lumen due to changes in the blood
flow and intra-luminal pressure. Such deformations cannot
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(d) DS7Seg2-ideal vessel

Fig. 2. Lumen boundary annotations for two non-calcified plaque effected
coronary segments. Black contours represent manual annotations for lumen
boundary in 3D space, (red) contours define “ideal” (plaque-free) vessel
boundary for the plaque effected region of the coronary segment.

be accurately represented using circular cross section model
proposed in [28]–[32].

The elliptical model based representation used in this work
is illustrated in Fig. 3a. Accordingly, for the ith point of the
centreline CP , we define the parameter vector θ

′

cs(i) using el-
lipse as [Exyz(i) ≈ {a(i), b(i), Cxyz(i), Rxyz(i)}], where a(i)
and b(i) represent the semi axis length for major and minor
axes of the current ellipse, Cxyz(i) denotes the centre of the ith
ellipse of segment, Rxyz(i) defines orientation information for
ith ellipse and Exyz(i) represents points on the ellipse circum-
ference. Accordingly, the mathematical formulation (paramet-
ric representation) for a 3-dimensional ellipse is expressed by
(1), where t

′
denotes the angular parameter varying between

0 to 2π.

(a) (b)

Fig. 3. Tubular model representation and estimation of ideal vessel boundary
for plaque effected region of coronary segment. Black contours represent
manually annotated lumen boundary in the plaque effected region, red shows
the estimated ideal (plaque-free) vessel boundary based on two normal (upper
and lower) cross sections.

Exyz =

[
Cx
Cy
Cz

]
+Rxyz

[
a.cos(t′)
b.sin(t′)

0

]
(1)

where, Rxyz = R1.R2.R3, and individual rotation values
are computed as follows:

R1 =

[
cos(α) sin(α) 0
−sin(α) cos(α) 0

0 0 1

]
,

R2 =

[
1 0 0
0 cos(β) sin(β)
0 −sin(β) cos(β)

]
,

R3 =

[
cos(γ) sin(γ) 0
−sin(γ) cos(γ) 0

0 0 1

]
.

Accordingly, for an ellipse based modelling of the re-
spective coronary segment, we approximated the manually
annotated lumen boundaries (3D- contours) using best fitting
ellipses on respective cross sections of the coronary segment
using non-linear least square fitting. After obtaining the el-
liptical model Tmodel

[
CP, θ

′

cs

]
of the coronary segment, we

used two “normal” ellipses adjacent to the lesion region i.e
(immediately before and after the plaque region) to derive the
parameters for ideal ellipse (plaque-free vessel) through the
plaque affected region as illustrated in Fig. 3b. It should be
noted that, in order to model the ideal plaque-free vessel at
ith point of the centreline, we employed the ellipse orientation
information from the current fitted ellipse i.e. Rxyz(i), whereas
the major-minor axis lengths for ideal ellipse are derived from
two “normal” ellipses Es and Ee , which ensures that the 3D
progression of vessel is tracked realistically.

Exyz(i) = {a(i) b(i), Cxyz(i), Rxyz(i)}

where a(i) and b(i) represent major-minor axes derived
from two normal ellipses adjacent to the plaque region i.e.
immediately before and after the plaque region.

After deriving the ideal ellipses for the plaque effected
region, we subtracted the manually annotated lumen region
which results in “reference” ground truth plaque voxels. The
process of obtaining plaque ground truth is further illustrated
in Fig. 4 where lumen boundary contours are used effectively
in plaque identification process. It can be observed that due to
the presence of a non-calcified plaque , the lumen shrinks in
the proximal section and overcomes the diameter reduction
as plaque region is passed. The left column of the figure
represents the ideal vessel at respective cross sections of the
segment, the middle column shows the manually annotated
lumen and the right column represents the leftover to be
interpreted as non-calcified plaque. It can be observed from
the middle column that the lumen annotations are closely
corroborating the plaque-free vessel for two normal contours
(top and bottom row), whereas the lumen contour in middle
row (plaque affected) appears significantly reduced. Likewise,
the right column justifies that there exist a minimal plaque for
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two normal cross-sections, whereas the plaque effected cross-
section results in a substantial amount of non-calcified plaque.
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Fig. 4. The ground truth estimation for plaque-effected cross-sections using
lumen boundary annotations of manual expert. The Top and bottom rows show
two normal slices at the start and end of the plaque region, whereas the middle
row represents a severely effected plaque cross section. The first column shows
ideal vessel, middle column shows the manually annotated lumen and right
column shows derived plaque.

B. Vessel Wall Analysis

The non-calcified plaque quantification algorithm is based
on the assumption that the input data (vessel) comprises
of two components (i.e. blood lumen and the non-calcified
plaque); however, the initial segmented tree violates this basic
assumption. This is due to the fact that initially segmented
tree includes the vessel wall, i.e. the interface of the lumen
with the background in CTA imagery. Hence, the vessel
wall must be identified and removed before applying the
non-calcified plaque quantification algorithm. Accordingly, we
started with the segmented coronary tree and computed the
vessel wall thickness for normal segments in respective CTAs.
In the subsequent step, the vessel wall is removed using
ray projection based thickness metric. In the final step, wall-
removed coronary segments are evaluated for the lumen and
non-calcified plaques.

The wall thickness computation process starts with the
cylindrical model of Fig. 1, in which a coronary segment is
approximated using 6 millimeters based cylindrical model for
segment approximation. Based on the fact that 6-mm repre-
sents the maximum possible expansion of coronary vessel, the
background data is often included in circular approximation.
Accordingly, we used three class Gaussian Mixture Model
(GMM), followed with the Bayesian Posterior’s computation
to classify the tubular segment voxels into three classes namely
the background, vessel wall and the lumen as illustrated in Fig.
5.

Accordingly, it can be observed from the second column
of the figure that background is generally well identified by

(a) image (b) back (c) wall (d) Lumen

(e) image (f) back (g) wall (h) Lumen

Fig. 5. Vessel wall analysis based on 3-class approximation of 6mm
cylindrical model of DS4 seg1. First column shows 6mm region on the cross-
sectional plane, second column represents the background of vessel that comes
inside 6mm, next two columns shows the vessel wall and lumen respectively.
First and third row represents two normal cross-sections, whereas the middle
row represents an abnormal cross section.

“class-1” as first peak of the histogram corresponds to the
low intensity regions that appears dark-black in the 6 mm
circle of first column. Likewise, “class-2” defining vessel wall
is represented in the middle column in which a ring pattern
circumscribing the lumen can be clearly visualized. Class-3
representing lumen is shown in column 4 of the figure where
a stable pattern can be observed for normal cross sections
(top and bottom row) along the length of the segment. In
case of plaque effected cross-section(middle row), the 3-class
approximation reflects the abnormality in terms of violation
of the normal patterns for both lumen and the vessel wall.
The non-calcified plaque in general assumes intensity value
comparatively lower than the blood lumen and close to the
myocardial tissues. Hence, our 3-class approximation assigns
the existing non-calcified plaque voxels to “class-2” i.e. the
vessel wall. Consequently, the vessel wall shows unexpected
increase in thickness for non-calcified plaque-effected sections
with a significant reduction in lumen as illustrated in Fig. 5a
- 5d.

After identifying the vessel wall, we employed ray-
projection technique to compute the wall thickness for arterial
cross section as illustrated in Fig. 6a - 6c. Based on the centre
of the lumen, we projected a total of 36 rays outward with an
angular interval of 10 degrees and computed ray-wise thickness
of the vessel wall, which is averaged to obtain the wall thick-
ness for respective cross section. This phenomena is further
illustrated using wall thickness plots for two plaque affected
segments as shown in Fig. 6d - 6e. It can be observed that for
both segments, the lumen (black) starts with sharp decrement
and becomes stable as we move away from the aorta. Similarly,
the wall thickness (red) shows a stable thickness value for
normal region of the segment. However, the plaque affected
region shows unexpected reduction in lumen coupled with
unexpected increase in the wall thickness. Once the mean wall
thickness is computed for respective CTA volumes, the next
step is to remove the wall of the segmented tree.
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Fig. 6. Computation of the Vessel Wall thickness for coronary segment
DS4 seg1. (a-c) shows the ray-projection to compute the mean thickness of
the vessel wall, (d) represents the graphical comparison between lumen area
and the normalized vessel wall thickness to reflect the anomalous lesion area.
Cross sectional representing normal segment (a and c) leads to stable vessel
wall, whereas abnormal cross section leads to expansion of the vessel wall
based on low density soft plaques.

IV. PIXEL-BASED SEGMENTATION

After removing the vessel wall from the segmented tree,
it is expected that the leftover is true lumen and the non-
calcified plaque (if any). Accordingly, we derive hand crafted
discriminative features capable of differentiating voxels into
lumen or non-calcified plaque. For voxel-wise discriminative
features, we employed the spatial neighbourhood information,
optimized 2-class GMM based posteriors, signed distance
function, distance from the arterial orifice, pixel distance from
the medial axis and histogram based fuzzy label as explained
in this section.

V. 2-CLASS POSTERIORS

It is notable that the non-calcified plaques present inside
coronary vasculature do not follow any particular shape or
structure; hence, the use of shape-prior information is not very
effective in the problem domain. Consequently, the extensively
investigated feature in context of non-calcified plaque segmen-
tation is the intensity distribution in the vessel, as the plaque
region undergoes an unexpected intensity drop relative to the
normal blood HU distribution. Accordingly, we computed the
intensity histogram for the plaque affected region with an
expectation of two peaks representing the plaque and lumen
respectively, as illustrated in Fig. 7a.

Next, the bi-modal intensity histogram of the plaque af-
fected section is approximated using 2-class Gaussian Mixture
Model, followed with the application of expectation maxi-
mization (EM) algorithm for optimal representation of two
classes. Fig. 7b shows GMM approximation, with first class
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Fig. 7. 2-class approximation for the plaque effected section of the coronary
segment DS4 seg1. (a-b) shows the plaque effected boundary and respective
bi-modal intensity histogram, (c) represents 2-class Gaussian Mixture Model
and respective HU intensity peaks.

defining low density non-calcified plaque and the second class
representing high intensity blood lumen.

After obtaining EM based optimal distribution parameters,
we used Bayesian modelling approach to compute the posterior
probabilities for two classes respectively as represented in Fig.
8.

(a) Ideal vessel slice (b) GMM based Lumen (c) GMM based Plaque

(d) Ideal vessel slice (e) GMM based lumen (f) GMM based plaque

Fig. 8. 2-class approximation based initial estimation for lumen and plaque.
Top row represents a normal cross-section, i.e. at the immediate start of the
non-calcified plaque region, and second row represents cross-section in the
mid of plaque region. Left column shows a 2D intensity based cross-section
of the coronary vessel, whereas middle and right columns respectively shows
the 2-class GMM based lumen and non-calcified plaque.

The left column represents the cross sectional view for an
ideal vessel (plaque free vessel), the middle and right columns
represents 2-class GMM based lumen and the plaque voxels,
respectively. It can be observed that top row (start of the
plaque) shows the 2-class lumen much close to the ideal vessel
with a minimal plaque, however second row reflecting the mid
of the plaque region shows significantly reduced lumen along
with an expended plaque. Moreover, the relative position of the
lumen and plaque validates the clinical fact that non-calcified
plaque generally sticks with the vessel walls leading to Napkin
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ring signs [33].

From a statistical point of view, the computed
plaque is compared against expert-based manual
demarcations.Accordingly,we employed metrics true
positive (TP), true negative (TN), false positive (FP),
false negative(FN), respectively. True positive refers the case
when expert-based lumen voxel is identified as lumen by
posterior method. Similarly, True negative refers the case
when expert-based plaque voxel is identified as plaque by the
posterior method. In contrast, false positive and false negative
defines two cases for mismatch among the expert-based
lumen/plaque demarcation and the output of the posterior
method. Using individual metrics, we computed Jaccard
similarity index as follows.

Jaccardindex =
TP

(TP + FP + FN)

It is important to mention that for an ideal plaque quan-
tification, the Jaccard index approaches to one, whereas two
dissimilar annotations result in Jaccard score of zero. Ac-
cording to the experimental results, mean Jaccard overlap
is around 88% with respect to the manual expert. In terms
of sensitivity, specificity and accuracy, the proposed methods
achieves 84.13% ,79.15% and 82.02% success.

VI. CONCLUSION

In this work, we proposed a method for voxel-wise quan-
tification of coronary non-calcified plaque using Bayesian
Posterior probability model. Based on the normal coronary
segments, we computed the vessel-wall thickness in first step.
In the subsequent step, we removed vessel wall from the
segmented tree and employed Gaussian Mixture Model to
compute intensity based clusters. According to the experimen-
tal results, it is shown that the automated plaque segmentation
method achieves accuracy equivalent to human experts. We
aim to extend this work in future in context of deep learning
based solutions for the said problem. Application of convo-
lutional neural network (CNN) shows promising results in
recent years; however, this requires a bulk amount of data for
adequate training.
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Abstract—Ship detection on optical remote sensing images
is getting great attention; however, some images called wakes-
ship have not been taken into account yet. Current works in
ship detection are focusing on in-shore detection where ships are
in calm; furthermore, their methods get high Intersection Over
Union (IoU), above 70%, but when computing IoU using only
wakes-ship images the ratio is 22%. In this paper, it is presented
a new framework to improve ship segmentation on wakes-ship
images. In order to achieve this goal, it was considered HSV
color space and histograms. First, ship detection was done using
state-of-the-art ship detection methods. Second, bin histograms
in HSV color space was used to get the colors that rely on wakes.
Finally, the removal of wakes from ships was done using some
discriminative properties. In this way, the increase of the IoU
performance at wake-ship segmentation goes from 22% to 63%,
which is an improvement of 186%.

Keywords—Wakes-ship removal; optical remote sensing; ship
detection; HSV color space; histograms; intersection over union

I. INTRODUCTION

Ship detection on optical satellite images is attracting
great interest with the growing use of optical remote sensing
images in recent years [1] and because of its importance in
maritime security, fishery management and other applications
[1]. Most of the state-of-the-art works in ship detection are
using Convolutional Neural Network (CNN) as the benchmark
[2]–[5] and they are getting high detection ratio, results are
above 85% in precision and recall.

There are two kinds of images used in ship detection task,
one is off-shore as shown in Fig. 1, where ship detection task
appears to be easy and the other is in-shore, Fig. 2, which
shows great difficulty when it comes to ship detection because
of the land, harbor, and other issues that may happen in optical
remote sensing images [1], [6]. Most of the works are focused
on in-shore detection since it represents a big challenge.

The tests were run on HRSC20161 dataset released by
(Lui’s et al.,2016) [6], it contains 1680 high-resolution optical
images of ships in in-shore and off-shore collected from
different sources. Due to the difficult task in in-shore ship
detection, most of the images used on current works are in-
shore, where many ships are in calm and lying next to the
harbor as shown in Fig. 2.

In this paper, it is wanted to address the problem with off-
shore images, Fig. 1. There are two kinds of images in off-
shore, images where ships are moving and generating wakes

1HRSC2016 is a dataset that contains images about ships, it can be
downloaded from http://www.escience.cn/people/liuzikun/DataSet.html

(a) Wakes ship images, there are 50 of them in HRSC2016.

(b) Static-ship images, there are 192 of them in HRSC2016.

Fig. 1: There are 242 images in off-shore in HRSC2016.
(a) Wakes-ship images, there are 50 of them. (b) Static-ship
images, there are 192 of them.

Fig. 2: 1438 in-shore images out of 1680 from HRSC2016.
current ship detection works focus on these images since it
represents a big challenge.

around them, Fig. 1a, in this paper they are called as wakes-
ship images and the others are static-ship images, Fig. 1b,
where ships are not moving, thus, they are not generating
wakes. These two kinds of images could be seen in Fig. 1.

While ship detection in static-ship images, Fig. 1b, appears
to be easy. However, it is difficult to detect ships when the sea
part has noise. On the other hand, there are two problems that
have not been taken into account yet on wakes-ship images,
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Fig. 1a. First, most of the methods on these images detect the
ship, but including the wakes, thus, that means that they get
low Intersection Over Union (IoU2), and because of the vast
use of in-shore images where static-ships presence is dominant,
they get high IoU. To show this behavior, tests were run using
current ship detection methods on static-ship images and the
results have shown that they got high IoU. Getting high IoU
is important because it allows to get the right measurements
from ships such as length and width and consequently it helps
to ship classification task [5], [7], [8].

A research [9] approached this problem using clustering k-
means and watershed segmentation, they tested their method
in a small dataset of 54 images, also they point it out how
important is the segmentation in this kind of images. Another
recent research [10] remarks the importance of segmentation
on ship-wakes images, they used CIELAB color space to seg-
ment ship from wakes as a preliminary study. Both works were
done using remote sensing images, but with low resolution.

To tackle the problem with wakes-ship images, in this
paper, it was used bin histograms generation in HSV3 color
space to remove the wakes from ships, but before that, a
ship detection method was needed because it allowed knowing
whether there are ships with wakes on the image or not. Two
ship-detection methods and Otsu method were used to deal
with ship detection as described in Section II-B, consequently,
they were compared each other at IoU on wakes-ship images.
So, there are two stages in the proposed framework in this
paper, at first stage, it was used a ship detection method, it
allowed knowing that there exist a ship on the image. The
second stage, once the segmented image has been taken with
only wakes and ship, the removal of wakes was done by
changing the image into HSV color space and by generating
HSV histograms on this color space to evaluate the colors that
rely on the wakes. Fig. 3 shows the images that were taken in
the entire process of our framework.

Fig. 3: Images obtained at every step of the entire process
of the framework, from original wakes-ship images until the
wakes-ship removal and ship segmentation.

The remainder of this paper is organized as follows. Section

2IoU: Intersection over Union, it measures the accuracy for object detection.
3HSV: Color space with three parameters Hue, Saturation and Value.

2 explains the data-set and ship detection methods evaluated
and used in this paper. The proposed method presented in this
paper is described in detail in Section 3. Section 4, discussion
of the results and finally, in Section 5 conclusions and future
works are explained.

II. HRSC2016 DATASET AND SHIP DETECTION
METHODS

This section is covered. First, the HRSC2016 dataset is
described, furthermore, the kind of images that have been
taken into account in this paper, then it is described two ship
detection methods used in this paper and the evaluation of
them when applied to wakes-ship images.

A. HRSC2016 Dataset

The HRSC2016 dataset [6] contains images from two
scenarios, ships far from the harbor and ships next to the
harbor, they are typically called off-shore and in-shore images,
respectively. All of the images were collected from famous
harbors. The resolution of the images is between 2-m and 0.4-
m.

From these two groups of images; most of the images are
in-shore, a small number of images are off-shore, (Liu et al.)
explains it is because of the big challenge that in-shore ship
detection demands. From the total 242 off-shore found images,
it has been selected 50 wakes-ship images, which means, ships
are moving and generating wakes around them, like in Fig. 1,
the rest of the images the ships are next to the harbor in
calm and without wakes. In summary, from the 242 off-shore
images, there have been taken 50 wakes-ship images and 192
static-ship images. They were used both off-shore images to
test the accuracy of IoU of ship detection methods.

B. Ship Detection Methods

It was used OTSU method as a baseline and two ship
detection methods [11], [12] to compare, these methods were
implemented and tested in Liu et al. [6], [13], both of them
focuses on off-shore ship detection, so they were not prepared
for wakes-ship images.

Tang’s method [12] is based on sea-land segmentation
with some improvements, they include ship location, feature
representation, and classification, but only ship location criteria
was used in this paper. The other method, Liu’s ship extraction
method [11] is based on “V” shape ship-head detection and
it is well suited for high-resolution optical images.

To know the accuracy of these segmentation methods, the
metric Intersection Over Union (IoU) used in PASCAL VOC
2007 challenge was applied, which is described as follows, S
represents the bounding-box area of the original image and
S’ represents the bounding-box area of the proposed method.
When this ratio is above 50%, it means a good detection rate.

IoU =
S ∩ S′

S ∪ S′
(1)

After running tests on wakes-ship images using these
ship detection methods presented previously, it has been seen
that these methods performed with a high Intersection over
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Union(IoU) ratio on the 192 static-ship images, between 62%
and 73% as shown in Table I. However, when applied only
using wakes-ships images, the result of the Intersection over
Union (IoU) ratio was between 22% and 32% as shown in
Table II. These results show that segmentation on static-ship
images appears to be easy; however when static-ship images
present noises, false alarm removal is required. While in
wakes-ship images the methods do not perform well since the
wakes generated by ships have too much noise, furthermore,
IoU ratio is lower because of the presence of wakes around
the ship.

TABLE I: Comparison Intersection Over Union (IoU) among
Ship-Detection Methods on the 192 Static-Ship Images in Off-
Shore

Ship Detection Method Intersection over Union(IoU)
Liu’s method 0.731

Tang’s method 0.691
Otsu’s method 0.646

TABLE II: Comparison Intersection Over Union (IoU) among
Ship-Detection Methods on the 50 Wakes-Ship Images in Off-
Shore

Ship Detection Method Intersection over Union(IoU)
Liu’s method 0.259

Tang’s method 0.222
Otsu’s method 0.323

III. METHODOLOGY

In this paper, it is proposed a new framework for wakes-
ship removal of off-shore images on high-resolution optical
images as shown in Fig. 4. By going throughout this frame-
work, the removal of wakes from ships can be done, thus,
to get the right measurements from ships, such as length and
width could be used for ship classification task. Classification
of ships is beyond the needs and scope of this paper.

The proposed framework is divided into two stages. First,
ship-detection segmentation is the stage where the ship with
wakes is taken from original images; current ship detection
methods aforementioned were used at this stage, during the
test results applying Tang’s method [14] excelled, it could be
seen in Fig. 5 along with other methods used. The second
stage, the wakes-ship removal task is done, where the use
of the segmented image performed previously takes place, by
converting such image in HSV color space. To deal with colors
that rely on wakes, the generation of histograms in HSV color
is performed, such histograms clearly indicate the wakes color
values, next the separation of wakes from ship is done by
deleting the values obtained from histograms and consequently
generating a small group of pixels. Finally, false alarms are
removed to get the ships. The next subsections explain in detail
every single step of the second stage of our framework, Fig.
4.

Fig. 4: The methodology presented in this paper with two
stages. Ship-detection Segmentation, where the ship detection
task is done and Wakes-ship Removal, where the removal of
wakes is performed.

A. Wakes-Ship Segmentation Image and HSV Color Space
Conversion

First, getting the wakes-ship segmented image was needed;
most of the methods for ship detection provide one, they detect
the ships, but including the wakes as shown in Fig. 5. It is
necessary to remark, these methods are not prepared for wakes-
ship images since they wanted to detect ships in in-shore, but
according to the tests carried out they still detect the ship in
off-shore. Liu’s method [11], Tang’s method [12] and Otsu’s
method as a baseline were used. From these methods, the
proposed framework outperformed with Tang’s method since it
provides the mask of the complete ship and wakes, in addition,
it allows getting a better representation of HSV histograms of
HSV wakes colors.

Fig. 5: Several ship detection methods detect the ship, but
including the wakes around them. So, a removal of them is
needed.
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Once the mask for ship and wakes were obtained, con-
version of the image in HSV color space using the method
proposed in [14], [15] is performed. HSV color space has
been largely used for image segmentation and image retrieval
[14], [15]. H(Hue) is defined as the angle in the range [0,
2π] starting at red axis with red at 0, green at 2π/3, blue at
4π/3 and red at 2π again, the transformation of these angles
to values between 0-1 was done. S(Saturation) is measured as
a radial distance from the central axis with a value between
0 and 1, it defines the brilliance and intensity of a color and
V(value) defines the lightness or darkness of a color, it goes
from 0 to 1.

From these three values, after running some tests, H(hue)
and V(value) were the only values that clearly indicated the
presence of the colors that rely on wakes. Unlike S(saturation),
even its value was ranged from 0 to ∞ it did not indicate
big changes and did not cause many troubles. So H(hue) and
V(value) values were used to generate histograms as seen in
Fig. 6 and 7.

B. Getting HSV Wakes Color Values from Histograms and
Wakes Removal

Second, to get the colors that rely on wakes, the differ-
entiation of the wakes colors from ship colors was done by
generating histograms in HSV color space for H(hue) and
V(value) as shown in Fig. 6. Tang’s method excelled combined
with the proposed framework because it segments both ships
and wakes without damaging the integrity of the ship and
taking a good proportion of wakes. Although Liu’s method has
better detection ratio and performs well in static-ship images, it
deletes most of the wakes around the ship and part of the ship
in wakes-ship images, so the HSV values obtained are hard to
normalize since most of the wakes pixels were removed from
the image.
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Fig. 6: Histograms in Hue and Value color space without
normalization.

In order to get the right H(hue) and V(value) wakes values,
a normalization of these values was needed and also adding an
extra tolerance for each value when deleting the pixels from
wakes-ship images. So the chosen number of bins for H(hue)
was set 16 as suggested in [14]. Saturation values did not cause
many problems on the tests as explained before, even when its
value was changed between 0 and ∞, thus, it was not taken
into account. V(value) value was set to 18 bins empirically,
Fig. 7 shows these histograms.

Once the values were normalized, the calculation of the
HSV wakes values to delete them from the image was carried
out. In order to accomplish that, setting the HSV values
Ifrom(h,s,v), from which starting off deleting the pixels until
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Fig. 7: Histograms in Hue and Value for Hue with 16 bins,
and Value with 18 bins. The mode in each figure represents
the Hue and Value for wakes values.

reaching Ito(h,s,v) HSV values. This range is calculated for
each image as it is written below.

I = Ifrom(h,s,v), Ito(h,s,v) (2)

Ifrom(h,s,v) =

 Mode(H)binIndex − 1 for Ifrom(h)

0 for Ifrom(s)

Mode(V )binIndex − 1 for Ifrom(v)

(3)

Ito(h,s,v) =

 Mode(H)binIndex + 2 for Ito(h)
∞ for Ito(s)
Mode(V )binIndex + 3 for Ito(v)

(4)

C. General Thresholding and False Alarm Removal

Third, after the removal of the HSV wakes pixels, the
pixels left form multiple small connecting regions. General
thresholding was applied to the entire image, then 4-connected
neighborhood components were used to get all the regions
left. Finally to remove the false alarms that may exist it has
been used three discriminative properties, area, compactness
and length-width as in [11], [16].

1) Area: on the tests, it has been noticed that just
calculating the largest area among all the regions on
the 50 wakes-ship images it has been gotten 96%
accuracy, which means the elimination of almost all
the wakes were done by breaking them down.

2) Compactness : It measures the circular similarity
degree, and it is as follows.

Compactness =
P 2

A
(5)

Where P represents the perimeter and A represents
the Area.

3) Length-Width : Due to the most of the ships are long
and thin, this simple ratio can eliminate false alarms.

LengthWidth =
L

W
(6)

Where L is the length of the bounding-box and W is
the width.
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IV. EVALUATION

The proposed method was tested on 50 wakes-ship images
from HRSC2016 dataset, the results are shown in Table III,
which shows that ship detection methods on wakes-ship images
get better performance when combined with our method. Table
III shows the importance of taking into account the wakes
around ships since the more wakes pixels it has, the more HSV
representative wakes values it gets and it is easy to normalize
their values. Liu’s method did not excel in Table III as it did
in Table II because it was prepared to work on high-resolution
images, furthermore, it deletes part of the wakes from images,
which difficulties the task of normalizing since the HSV wakes
values are almost the same as HSV ship values.

TABLE III: Improvement for Ship Detection Methods, Getting
Higher IoU by Removing Wakes from Images

Ship Detection Method + Our Method Intersection over Union(IoU)
Liu + our method 0.563

Tang + our method 0.626
Otsu + our method 0.456

V. CONCLUSION AND FUTURE WORKS

In this paper, it has been proposed a new framework for
wakes-ship removal by generating histograms in HSV color
space. It has been used current ship detection methods. By
doing this, the only task that remains is the removal of wakes
from ships. In order to do that a complete analysis of the colors
that rely on wakes was carried out by generating histograms
of HSV values to get representative wakes HSV value colors.
The elimination of the wakes was done by eliminating pixels
values near the mode(Mo) in histograms, next the elimination
of false alarms and the extraction of the ship was done by
using some discriminative properties.

The results show that the average success rate of Inter-
section over Union (IoU) goes from 22% to 63% which is
an improvement of 186%, IoU above 50% means a good
detection rate. It is also important to mention that on some
images where the integrity of the ship has been affected by
using ship detection methods, it was impossible to recover the
pixels. Another observation, when applied our framework to
the image without a ship detection method, the HSV values
represent almost all the sea values, so it is hard to get the right
wakes values, thus, it is important to know whether the image
contains a ship with wakes or not.

In order to get a better representative HSV values from
wakes, it is necessary to collect more wakes-ship images, in
that way, a supervised learning model for wakes-ship removal
in HSV color space could improve the results for others ship
detection methods.
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Abstract—Cyberbullying is a growing problem in our society
that can bring fatal consequences and can be presented in digital
text for example at online social networks. Nowadays there is a
wide variety of works focused on the detection of digital texts in
the English language, however in the Spanish language there are
few studies that address this issue. This paper aims to detect this
cybernetic harassment in social networks, in Spanish language.
Sentiment analysis techniques are used, such as bag of words,
elimination of signs and numbers, tokenization and stemming, as
well as a Bayesian classifier. The data used for the training of
the Bayesian classifier were obtained from the Spanish Dictionary
of Affect in Language (SDAL), which is a database formed by
more than 2500 words manually evaluated in three affective
dimensions: Pleasantness, activation and imagery, as well as same
595 words obtained following the same procedure of SDAL was
used with the help of the members of the Research Center,
Technology Transfer and Software Development. As a result, the
software developed has 93% success in the validation tests carried
out.

Keywords—Cyberbullying; social media analytics; sentiment
analysis; tokenization; stemming; bag of words

I. INTRODUCTION

As online social networks (OSN) have grown in popularity,
instances of cyberbullying at OSN have become a growing
concern. The prevalence of Cyberbullying in Peru is 20 to 40%
in the last 10 years, according to the report “Cyberbullying:
Approach to a comparative study: Latin America and Spain”,
by Albert Clemente, professor at the International University
of Valencia (VIU) [1].

The VIU expert explains that in general, prevalence is
understood as the set of individuals involved in the phe-
nomenon of harassment or cyberbullying, that is, both victims,
perpetrators and spectators. And stresses that “cyberbullying
has not stopped growing and has become a problem in all
cultures and regions of the world, both in its traditional
and online” [1]. In addition, research has been conducted
between technical performance tests and negative results, such
as decreased school performance, absenteeism, school absen-
teeism, school dropout and violent behavior [2], and potentially
psychological effects. devastating, such as depression, low self-
esteem, suicidal ideation, and even suicide, which may have
long-term effects on the future life of victims [3], [4]. Incidents
of cyberbullying with extreme consequences, such as suicide,
are reported routinely in the popular press.

Given the seriousness of the consequences that cyberbul-
lying has on its victims and its rapid spread among college
and university students, there is an immediate and compelling
need for the research to understand how cyberbullying occurs
in today’s OSN. So things can be done to detect with cyber-
bullying.

The sentiment analysis, also called opinion mining [5], is
the field of study that analyzes opinions, feelings, evaluations,
attitudes and emotions of people towards entities such as prod-
ucts, services, organizations, individuals, problems, events,
themes and their attributes. While most papers address it as
a simple categorization problem, the sentiment analysis is
actually a research problem [6] that requires addressing many
natural language processing (NLP) tasks, including recognition
of entities named [6], [7], the disambiguation of the polarity of
the word [8], the personality recognition [9], the detection of
sarcasm [10] and the extraction of the aspect [11]. In particular,
the subtask is an extremely important subtask that, if ignored,
the accuracy of the sentiment analysis in the presence of
multiple points of opinion can be reduced consistently.

Therefore, the aspect-based sentiment analysis (ABSA) [6],
[10], [12], [13], extends the feeling analysis section with a
more realistic assumption that the polarity is associated with
specific aspects (or characteristics of the product) instead of the
whole text unit. For example, in the sentence “Food is delicious
but service is horrible”, the feeling expressed towards the two
aspects is completely opposite. Through the aggregation of the
analysis of feelings with the aspects, ABSA allows the model
to produce a detailed opinion of the opinion of the people
towards a particular product.

The objective sentiment classification (or objective-
dependent) [14], [15], [16], instead, solves the polarity of
the feeling of a given goal in its context, assuming that
a prayer could express different opinions towards different
specific entities. For example, in the sentence “I just logged
into my Facebook and found an ugly picture of Anastacia”,
the sentiment expressed towards Anastacia is negative, while
there is no clear feeling for Facebook.

Recently, Saeidi et al. [17], have tried to address the
challenges of ABSA and the analysis of specific feelings. The
task is to jointly detect the aspect category and resolve the
polarity of the aspects with respect to a given objective. The
deep learning methods [18], [19], [20], [21] have achieved
great accuracy when applied to ABSA and analysis of specific
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feelings. Especially, sequential neural models, such as short-
term long memory networks (LSTM) [22], are of increasing
interest for their ability to represent sequential information. In
addition, most of these sequence-based methods incorporate
the attention mechanism, which is rooted in the alignment
model of machine translation [23]. Such a mechanism takes
an external memory and representations of a sequence as
input and produces a probability distribution that quantifies
the concerns in each position of the sequence.

Currently the industry around the sentiment analysis, in-
creased its popularity due to the proliferation of commercial
applications, offering many challenging problems becoming
a very active research area with a broad domains offering a
strong motivation for research and offering many challenging
problems, which had not been studied before, such as pro-
cessing information from social networks Facebook, Twitter,
Instagram, blogs, wikis and other mass media online [24],
[25], [26], which speed up the way of sharing private and/or
intimate information through its platforms facilitating users to
get in close contact with others without taking into account
the dangers that these involve [5], [24], [27].

This type of communication can be dangerous and have
serious consequences, because the post messages can contain
some types of abusive or offensive content through which
threats such as cyberbullying may emerge [24], [27]. In
general, adults may be able to establish a secure line of
communication and are often more aware of curiosity to
explore new fields without the capacity of the dangers existing
in social networks. Conversely, children or teenagers [24], [27],
often have a misperception of threats and must weigh the
potential risks of this communication.

The remaining part of the paper is organized as follows.
A related works in this paper is explained in Sections 2, 3
and 4. Materials and Methods are described in Section 5. The
results with the experiment settings is introduced in Section 6.
Conclusions are presented in Section 7 and some future works
are provided in Section 8.

II. RELATED WORK

Dan Olweus [28], one of the leading specialists in the
world in bullying, developed the first criterion to identify the
specific form of bullying, when it was discovered that the
phenomenon is associated with a high rate of suicide attempts
among adolescents and defined a harassment situation as one
in which ”a student is assaulted or becomes a victim if he is
exposed, repeatedly and for a time, to negative actions carried
out by another student or several of them”. For this author
in the harassment there is a clear intention to harm the other,
either physically or morally, in such a way that the intimidation
is constant and persists over time. It is very remarkable the
imbalance of forces between the aggressor and the victim,
especially because the latter has difficulty overcoming mockery
or aggression and decides to remain silent.

Vilares David [29], describes a system of opinion mining
that classifies the polarity of texts in Spanish. He proposed
an approach based on natural language processing that led to
a segmentation, tokenization and labeling of the texts to then
obtain the syntactic structure of the sentences by algorithms
of dependency analysis.

The syntactic structure is then used to deal with three of
the most significant linguistic constructions in the field we are
dealing with: intensification, adversative subordinate clauses
and denial. The experimental results show an improvement
of the performance with respect to the purely lexical systems
and reinforce the idea that the syntactic analysis is necessary
to achieve a robust and reliable sentiment analysis.

Hernandez Li [30], carried out an investigation on the
sentiment analysis in texts based on semantic approaches with
linguistic rules for the classification of polarity of texts in
Spanish, the classification was made according to a dictionary
of semantic orientation where each The term is marked with
a use value and emotional value, along with linguistic rules
to solve several constructions that could affect the polarity
of the text. For this evaluation a sample of 60,798 Twitter
messages was used, each tweet is labeled with a global polarity,
indicating whether the text expresses a Strongly Positive,
Positive, Neutral, Negative, Strongly Negative feeling and no
feeling. Among the results, it was found that 35.22% do not
express any feelings, the 34.12% company positive feelings
and 18.56% express negative feelings.

Martnez et. al and Alonso [31], [32], carried out a research
approach to the study of the analysis of opinions in Spanish,
where a survey of the researchs on the analysis of feelings
is made and the small number of researches is expressed in
Spanish, being the majority in English; also highlights the
research in Spanish conducted by the group ITALICA of the
University of Seville. Similarly, it tells us about the unbridled
growth of the use of social networks where users give opinions
of any type and topic, encouraging the use of these data for
future research.

Baquero Abel [33], designed an instrument to detect cy-
berbullying in a school context and analyzed its psychometric
properties. As participants, it had 299 adolescents (54.2%
women and 45.8% men) with an average age of 15 years,
belonging to the low stratum (22.1%) and middle stratum
(78%). A quantitative study was carried out with a non
experimental design of instrumental type and cross section.
Under the classical theory of the tests, an adequate internal
consistency was obtained, as well as convergent validity with
the other measures.

The exploratory factor analysis was carried out in SPSS
version 21, which yielded three factors. From the item response
theory, it was found that the INFIT of the items ranged between
0.73 and 1.23 and the OUTFIT between 0.74 and 1.24. Based
on the favorable results of the psychometric analysis, it is
concluded that the instrument can be used for the detection
of cyberbullying in a school context.

As instruments, the bullying prevention and dismantling
project was used, which included bullying and cyberbully-
ing questionnaires and workshops conducted by the school
guidance team. Among the results revealed for the research,
58.32% have more of 200 Facebook contacts, a 21% share their
password with pairs, and five students of the course answered
having been bothered by this page.

Becerra Martn [34], analyzed the large volumes of data
generated in social networks about public opinion and pro-
posed to analyze a set of data using a sentiment classifier to
tag publications made by Twitter users, in conjunction with

www.ijacsa.thesai.org 229 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 7, 2018

clustering algorithms for to be able to detect which are the
topics on which opinions are expressed. He used a base of
2000 reviews of films labeled as positive and negative to
then train an SVM classifier of feelings, then the K-Means
clustering algorithm to get a general overview of the topics
and an approximation of the feeling associated with them.

III. SENTIMENT ANALYSIS

The sentiment analysis [30], [34], [35], seeks to extract
opinions, about a certain entity and its different aspects from
the natural language of texts. This is done automatically using
algorithms for classification. Opinions are classified according
to the feeling they transmit, that is, as positive, negative or
neutral. Its importance is that our perception of reality, and
thus also the decisions we make, is conditioned in a certain
way by how other people see and perceive the world. That
is why, from a point of view of utility, we want to know
the opinions of other people on topics of interest, since they
have various applications such as recommending products and
services, determining which political candidate to vote in the
next elections or even measuring public opinion before the
measure taken by a company or a government.

A. Types of Sentiment Analysis

At the time of extracting this information, there is a great
variety of methods and algorithms depending on the level
of granularity of the analysis that we want to carry out.
The levels [34], [36], [37], document, sentence or aspect are
distinguished. The analysis at the document level determines
the general feeling expressed in a text, while the analysis at the
sentence level specifies it for each of the sentences in the text.
However, these two types of analysis do not delve into in detail
the element that people like or dislike. They do not specify
what is the opinion, since considering the general opinion of an
object as positive or negative does not mean that the author has
a positive or negative opinion of all aspects of that object. For
this work we focus on conducting a document level analysis
as a first instance, due to the limit in the messages, the authors
are usually concise and go straight to the point without having
the possibility of including several different aspects in a single
post. For this reason, using the post as a unit of analysis seems
to provide an adequate level of granularity to make a broken
down analysis of sentiment.

1) The sentiment analysis at the document level: The
document-level analysis [34], [36], aims to classify the opinion
of a document, in this case a post. This task does not consider
the details regarding entities or aspects, but considers the docu-
ment as a whole, which will be labeled as positive or negative.
This can be considered as a traditional text classification task,
where classes are different orientations in terms of feelings.
However, to ensure that this type of analysis makes sense, we
assume that each document expresses a single opinion on a
single entity. Although this may seem a limitation, because
in a post one could express more than one opinion towards
different entities, in practice it produces positive results, since
users tend to focus on only one aspect in each post.

IV. CYBERBULLYING

Cyberbullying, [24], [27], [38], [39], is the use of digital
media to harass a person or group of people, through personal

Fig. 1. Types of cyberbullying (Source: Hosseinmardi [27]).

attacks, disclosure of confidential or false information among
other means. It may constitute a criminal offense. Cyberbully-
ing involves recurrent and repetitive damage inflicted through
digital media.

According to Karthik Dinakar, [40], [3], cyberbullying is
a more persistent version of traditional forms of intimidation,
which extend beyond the physical confines of a school, sports
field or workplace, with the victim often does not experience
any respite from it. Cyberbullying gives an individual the
power to embarrass or hurt a victim before an entire online
community [41], especially in the realm of social networking
websites. This is widely recognized as a serious social prob-
lem, [38], [40], [3], [42], [43], especially for teenagers.

The mitigation of cyberbullying involves two key compo-
nents, robust techniques for effective detection and reflective
user interfaces that encourage users to reflect on their behavior
and choices. The types of cyberbullying usually occurs in the
social network that shows in Fig. 1 are Harassment (sending
offensive text messages and images), Flaming (Online violence
using harsh messages), Masquerading (Someone might create
fake email addresses or instant messaging names or someone
might use someone else’s email or mobile phone to bully
another person), Outing (personal information dissemination)
and Exclusion (Singling or leaving someone out of group) [27].

V. MATERIALS AND METHODS

A. Database

As a first step for the detection of cyberbullying through
the analysis of feelings, it is necessary to have a database for
the training of the Bayesian network. The database of Agustn
Gravano (SDAL) [25], from the Faculty of Exact and Natural
Sciences of the University in Buenos Aires, Argentina, was
used.

The database SDAL [25] is a lexicon of 2880 words in
Spanish, which have been annotated manually with respect to
three affective dimensions:
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Fig. 2. Cyberbullying detection process.

• Pleasant (pleasant, neutral, unpleasant)

• Activation (active, neutral, passive)

• Imaginability (easy to imagine, neutral, hard to imag-
ine)

Likewise, 595 words obtained following the same SDAL
procedure were used, collected with the help of the members
of the Research Center, Technology Transfer and Development
of Software (CiTeSoft), mostly Peruvian and Spanish slang in
order to improve the results.

B. Cyberbullying Detection

For cyberbullying detection, the developed software fol-
lows the procedure shown in Fig. 2. Each process will be
explained in greater detail in the following subsections.

C. Preprocessing

The message or post must be preprocessed because it
contains unstructured text. The purpose of preprocessing is
to transform messages into a uniform format that can be
understood by the learning algorithm. In preprocessing, the
process of tokenization, stemming, elimination and stoppage of
meaningless words, elimination of numbers and blank spaces
is carried out.

D. Bag of words

One of the most important subtasks in the text classification
with bullying is the extraction of characteristics. Through the
use of machine learning algorithms to train the classifier, the
representation of the text as a feature vector is required. For
that, a model commonly used in the processing of natural
language is the Bag of Words (BoW) model. The main stage of
this model is the creation of a vocabulary of words that, in our
approach, indicates the vocabulary or the collection of abusive
words. Among the reference approaches for text classification,
the BoW approach has the highest recovery rate of 66% [44].
In the BoW model, each word is associated with a count of
occurrences. This vocabulary can be understood as a set of
non-redundant words where order does not matter. The BoW
approach ignores grammar and detects offensive sentences by
checking whether or not they contain offensive or offensive
words.

E. Natural Language Processing

The stage of Processing of Natural Language [45], is very
important for the implementation of models of analysis of
feelings. It is necessary to carry out some processes both to
the text that we are going to analyze, and to the text that the
classifying algorithm will train. The processes that they applied
are the following.

1) Elimination of signs and numbers: It is necessary to
eliminate signs and numbers from the text, signs like “!”, “?”,
“+”, etc., since the existence within the text could affect the
recognition of the expressions by the classifier. Table I shows
two examples.

TABLE I. EXAMPLE OF ELIMINATION OF SIGNS AND NUMBERS

Original text Transformed Text
Que buena pelcula! Que buena pelcula
Eres una mala persona :8 Eres una mala persona

2) Tokenization: It consists in breaking up the text in the
different words of the ones that appear, naming these resulting
elements tokens [46]. Each document in our corpus is trans-
formed into a list of terms called tokens. This representation
of data is also known as a bag of words. Tokens are strings
of characters between spaces or punctuation, but this is not
always the case, as for example in the case of the abbreviations
[34]. The total set of words used, distinct and unique, is the
vocabulary of the corpus. Table II shows two tokenization
examples.

TABLE II. TOKENIZATION EXAMPLE

Original text Transformed Text
Que buena pelcula [”Que” ”buena” ”pelcula”]
Eres una mala persona [”Eres” ”una” ”mala” ”persona”]

3) Stemming: It consists of extracting stems of the tokens
obtained in the previous process. So the different forms, such
as diminutives, superlatives, gender, etc. do not affect the result
[47].

Stemming is the process of reducing inflected (or some-
times derived) words to their word stem, base or root form-
generally a written word form. The stem need not be identical
to the morphological root of the word; it is usually sufficient
that related words map to the same stem, even if this stem is
not in itself a valid root.

4) Naive Bayes classifier: Naive Bayes classifier, [26],
assign probabilities to the data entered, building a tree of
probabilities according to the data entered, within the NLTK
tool set we find the nltk. Naive Bayes Classifier class that
allows us to use this type of classifier and train it according
to our needs.

5) Training: To train the Naive Bayes classifier we need
known data, so it is a supervised learning algorithm. This
is where the need for a lexicon arises because the analysis
was based on them. The lexicon is a file that can vary in its
structure, but it must contain a list of words, with its respective
subjectivity value in order to be processed in order to train the
classifying algorithm. In this case we are using the database
SDAL [25], which we saw in detail in the database section.
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Fig. 3. Example of text with positive polarity (low probability bullying).

6) Implementation: It was imported and used:

• NLTK [48] as a Python library for natural language
processing.

• Pickle to save the classifier instance as a binary file.

• OS to be able to interact with the system.

The classifiers require to receive a dictionary that rec-
ognizes them as features that are those that will describe
conditions for a result to be given. In the particular case of
our analysis we simply send the expression or word as a
characteristic “word” the dictionary.

Then declare the global variables that correspond to the
classifier and the list of words known by the classifier.

VI. RESULTS AND VALIDATION

The software provides: the feeling value of the text or
phrase which is in the range of 1 to 3, where 1 is negative, 3
is positive and 2 is neutral. In addition to acceptance, which
is in the range of 0% to 100%, where 0% is a text or phrase
has a high probability of containing bullying and 100% a low
probability of containing bullying.

To validate the operation of the software a list of phrases
was made, classified by three types: phrases and texts with
positive polarity (high probability of bullying), negative (low
probability of bullying) and neutral, which were evaluated by
the software and confronted with the manual evaluation by the
members of the CiTeSoft [49] of The National University of
San Agustn [50]. Below are three types of phrases.

A. Without Bullying

The software successfully responded to the tests that were
carried out with phrases and texts of positive polarity, as seen
in Fig. 3 the phrase “But how intelligent you are” obtains an
acceptance of 95 % indicating that there is a low probability
of bullying in addition to indicating that it is a very positive
phrase.

B. With Bullying

Tests were carried out with simple and complex negative
polarity text, as we can see in Fig. 4, which is a container text
of bullying. The software successfully responded to bullying
text tests, as shown in the figure “You are the stupidest and
idiot person.” obtains an acceptance of 16% indicating a high
probability of the existence of bullying and validating the
operation of the software for the detection of text containing
bullying.

Fig. 4. Example of text with negative polarity (high probability of nullying).

Fig. 5. Example of ambiguous phrase (neutral).

C. Ambiguous (Neutral)

Tests were performed with neutral polarity text, neutral
polarity occurs when a text is ambiguous because in the first
part the sentence contains a high probability of containing
bullying but in the second part a low probability or vice versa.

The software successfully responded to tests with neutral
text, as seen in Fig. 5 the phrase “You’re a fool but my cute
fool.” The first part of the sentence has an insult, but in the
second it is clarified that it is an expression of affection;
obtaining an acceptance of 62% indicating a low probability
of the existence of bullying and validating the operation of the
software for the detection of ambiguous text.

D. Validation

To evaluate the effectiveness of the software, a collection
of phrases from social networks (Facebook, Twitter, Instagram
and Youtube) of diverse topics was done and a manual score
was made between 0 and 10, where 0 represents a hurtful, of-
fensive or bullying phrase and 10 a pleasant phrase or without
bullying. This evaluation was carried out by the members of
the CiTeSoft [49] (Center for Research, Technology Transfer
and Software Development), then an arithmetic average was
made between the evaluations of these members to be able
to compare with the evaluation of the software developed. On
the other hand, the evaluation of the same sentences by the
software was made, then the range of acceptation that the
software gives us from 0-100 to 1-10 was made to make a
confrontation and see the effectiveness of it. As we observe
in Table III, it shows the results of 100 sentences evaluated
by members of CiTeSoft and the resulting average of each
sentence. Likewise, the comparison between the average of
the evaluations and the evaluation of the developed software,
in version 1 and version 2, is shown in Table IV.

Finally, a comparative graph was drawn up as shown in
Fig. 6 to see better the difference between the results obtained
and the error percentage of the software. As can be seen in test
27, there was a very high error margin. This occurs because
the software does not know the words that were used in the
evaluation phrase.
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TABLE III. RESULTS OF THE EVALUATION OF THE SENTENCES BY
MEMBERS OF CITESOFT [49]

PHRASE T 1 T 2 T 8 T 9 T 10 AVERAGE
1 1 5 6 3 5 3.8
2 1 3 1 1 1 1.8
3 7 5 7 6 5 6
4 9 7 9 8 9 7.8
5 1 5 5 1 5 3.1
6 9 6 9 8 8 8.1
7 1 5 3 2 3 2.4
8 1 2 1 2 1 2
9 1 4 2 2 1 1.8

10 1 3 3 2 2 2.3
11 9 6 9 7 9 7.6
12 1 2 3.5 3 4 2.5
13 9 7 8 8 9 7.9
14 1 2 2 2 2 1.7
15 9 6 9 9 9 8.4
16 1 2 1 1 1 1.6
17 1 2 1 1 1 1.7
18 1 3 6 3 6 3.4
19 1 3 3 2 2 2.4
20 8 6 9 9 9 8.5
21 1 3 1 2 1 1.6
22 9 7 8 8 8 7.4
23 9 6 9 7 9 7.7
24 1 4 3 4 3 2.6
25 1 3 1 1 1 1.6
26 1 5 3 1 3 2.3
27 1 5 1 2 1 2.6

100 1 4 3 4 3 3

TABLE IV. COMPARISON BETWEEN THE EVALUATION OF THE
SOFTWARE (VERSION 1 AND 2) AND THE EVALUATION OF THE CITESOFT

[49] MEMBERS OF THE TEST SENTENCES

PHRASE AVERAGE SOFTWARE V1 SOFTWARE V2
1 3.8 3.9 3.9
2 1.8 5 1.6
3 6 6.5 6.5
4 7.8 7.3 7.3
5 3.1 4 2.6
6 8.1 7.5 7.5
7 2.4 6.5 3
8 2 7.6 2.6
9 1.8 2.6 2.6
10 2.3 3.2 3.2
11 7.6 7.2 6.6
12 2.5 4 4
13 7.9 9.5 9.5
14 1.7 7.5 3.3
15 8.4 7.4 6.8
16 1.6 4.6 3.3
17 1.7 3.5 3.5
18 3.4 5.2 5.2
19 2.4 6 4.3
20 8.5 7.3 6.6
21 1.6 3.7 3.7
22 7.4 6.4 5.3
23 7.7 6.2 5.5
24 2.6 6.6 5
25 1.6 6.6 4
26 2.3 7.7 6.1
27 2.6 6.5 6.5
... ... .. ..

100 3 7.6 7.6

Fig. 6. Comparison between the evaluation of the test phrases of the software
and the manual evaluation by the CiTeSoft members.

VII. CONCLUSION

In the validation of the software, three types of tests were
carried out, without bullying, with bullying and ambiguous
(neutral), then they were confronted with the manual evaluation
of the members of the CiTeSoft [49], as shown in Table III,
passing successfully the same in 93% of the cases, demon-
strating its correct functioning.

The performance of the software developed depends di-
rectly on the number of words used in the sentences to be
evaluated and if they are found in the word bag. In this work
we worked with Peruvian and Spanish words and slang if we
want to use software to evaluate phrases from other countries,
we recommend adding words from these countries to the word
exchange for better performance.

VIII. FUTURE WORK

As future work it is proposed to optimize the detection
of cyberbullying by: Replacement of emoticons: A bag of
emoticons and their respective meaning will be created, then
this chain of characters will be replaced by a string that can
be searched in the semantic orientation dictionary.

Correction of abbreviations: some of the most common
abbreviated words will be replaced by their recognized gram-
matical form (Example:“q”→ “que”, “xq”→ “porque”).

Spelling correction: The Levenshtein algorithm with its no-
tion of distance will be used. To correct the words, a dictionary
of words will be used, which is made up of the complete list of
forms of the Corpus of Reference of Actual Spanish (CREA) of
the Royal Spanish Academy, with frequencies of use and with
the conjugated forms most used , approximately 128 thousand
forms. If a word is not found in the dictionary, the algorithm
will take the nearest word with distance 1, and replace it with.

Correction of repeated characters: especially in the case of
vowels, the repetition of the same concurrence will be replaced
by a single one, with the exception of cc, rr, ll. Once the clean
text is obtained, we proceed to carry out the lemmatization of
the words to obtain their motto without conjugation, together
with the tokenization and the segmentation of the sentences in
order to classify the polarity (for example: “largoooooo” →
“largo”).
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Abstract—Recommending the right resource to execute the
next activity of a running process instance is of utmost importance
for the overall performance of the business process, as well as the
resource and for the whole organization. Several approaches have
recommended a resource based on the task requirements and the
resource capabilities. Moreover, the process execution history and
the logs have been used to better recommend a resource based on
different human-resource recommender criteria like frequency
and speed of execution, etc. These approaches considered the
recommendation based on the individual’s execution history of
the task that will be allocated to the resource. In this paper,
a novel approach based on the co-working history of resources
has been proposed. This approach considers the resources that
had executed the previous tasks in the current running process
instances. Then, it recommends a resource that has the best
harmony with the rest of the resources.

Keywords—Business process; process instance; co-working his-
tory; human-resource recommender criteria; harmony

I. INTRODUCTION

Resource allocation is highly relevant to process mining
and its applications. This relevance has been an important issue
in business process management (BPM) [1]. Some researchers
have discussed ways to optimize allocating the resources in
an organization, to improve its business process [2], [3]. They
have studied the business process structural features and the
way to optimize the available resources to reach the perfect fit
for the business needs. Other researchers have described the re-
source patterns and the correlation between different activities
and the available resources [4]. In order to allocate resources,
a clear set of rules need to be specified at the beginning of
the process lifetime, though this can be challenging. In order
to better allocate resources, some researchers have provided
different resource patterns, e.g. creation, push, pull, detour [4].
Some of these patterns, such as push (from system to worker)
and pull (from worker to system) patterns, do not rank the
process performance [3].

A resource is an important indicator of a business process
performance. Resources can be machines, manpower, money,
software, etc. The process of allocating the human resources
can be optimized by analyzing their behavior and mining the
event logs to find the rules and the different resource patterns.
These resources need to be allocated dynamically to improve
the efficiency of the process performance in BPM through a
resource recommendation approach.

The main contribution is a resource recommendation ap-
proach based on the co-working history from the event log.
This approach considers the resources executed in the previous

tasks at the current running process instances. In order to
recommend a resource that has the best harmony with the
rest of the resources, the proposed approach considers the
frequency and the duration criteria.

The remainder of this paper is organized as follows: an
overview of our approach that briefly discusses most of the
background ideas, techniques and tools used to cover this paper
in Section II. Section III covers a discussion of previous work.
The contribution in resource recommendation based on the co-
working history is discussed in Section IV. Implementation
details and evaluation are discussed in Section V. Finally,
the paper concludes with an outlook for the future work in
Section VI .

II. BACKGROUND

This section starts with some basic concepts about business
process management, as well as describing some of the basic
definitions used in the resource recommendation approach (the
proposed approach). It starts with a brief overview about the
business process and its components in section II-A. Then,
Section II-B introduces the event log concept as the main
input to the proposed approach. Finally in section II-C, the
raw performance measure [5] is explained to be used later in
extracting the co-working history.

A. Business Process Management

Business processes are used to organize the tasks per-
formed in an organization by different resources [6]. The
concept of business process has expanded in the domain of
BPM [1], where a business process is represented as a set
of activities and tasks performed in an organization or cross-
organizations. Each business process serves a set of business
goals in an organization or in cross-organizations [7].

BPM has several definitions in the community, one of them
states that it is composed of a set of concepts, methods and
techniques; each of which support the whole business life
cycle (i.e. analysis/design, configuration, runtime, and mining)
[1]. These methods and techniques manage the execution of
business processes in a Business Process Management System.

Business processes are modeled as a set of activities that
transit from activity to another using a control flow. Fig. 1
illustrates a simple example for a travel agency [7], [8], where
a customer sends a travel request which will be processed
for further actions. The request can be either accepted or
rejected by a travel agent, (i.e., a resource in the travel
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Fig. 1. Travel agency process model [7], [8].

agency). If the request is accepted, the travel agent will reserve
both the flight and the hotel for the customer. However, if
the travel agent rejected the travel request, the agency will
inform the employee about declining the request. This example
is graphically presented as a process model using Business
Process Model and Notations (BPMN) [?].

B. Event Logs

In information systems, an event log contains all saved
events that are related to the implemented activities by the
specified resources. An event log is composed of a set of events
that are correlated to a set of cases. An event is composed
of a set of attributes, which includes the activity name (i.e.
task), the resource responsible, and the timestamp of event
occurrence, etc (cf. Definition 1). The series of registered
events in a case is given the term trace (cf. Definition 2).

Definition 1 (Event): Let C be the set of all case identi-
fiers, T the set of all task identifiers, R the set of all resource
identifiers, S the set of all states, and M the set of all
timestamps; So, the event e ∈ (C×T×R×S×M) represents
an occurrence of a state change in a process instance. We can
access properties of an event by the dot notation. e.case refers
to the case identifier of e, analogously, e.task, e.resource,
e.state, e.timestamp.

An event represents an evolution in the execution of a
process instance (case), cf. Definition 2. This evolution occurs
when one of the task instances (work items) within the case
experience has a change of state. For instance, when a work
item starts execution, or shows completes, fails, skipped, etc.,
an event should at least contain information about the case,
the task instance, the resource, the type of state change, and
the timestamp indicating the time of the event. The resources
here refers to human performers involved in the execution of
task instances.

Definition 2 (Execution Trace (Case)): An execution trace
σ, case, is a sequence of events, σ =<< e1, e2, . . . , en >>,
where ei, 1 ≤ i ≤ n, is an event as per Definition 1. The event
can be ex < ey if ex.timestamp < ey.timestamp. If an event
e occurs within a trace σ, it is denoted as e ∈ σ. Also, the
dot notation is used σ.e to access event e of the trace. |σ| is
used to denote the length of the trace. Finally, an event can be
accessed by its position in a trace, σ[i], where 0 ≤ i ≤ |σ|.

An event log contains different attributes. It is a set of cases
each of which contains a set of events (cf. Definition 3). In this
paper, an event log contains (task instance, resource, state, and
timestamp) attributes. All the event logs provide information
about the implementation of a single process by the process
model [10].

Definition 3 (Event Log): An event log W is a set of
traces. W = {σ1, σ2, . . . , σk}, where σi, 1 ≤ i ≤ k, is a
case as per Definition 2.

C. Co-working History

In order to determine the significance of the co-working
history of a set of resources in an event log, these resources
must have clear measures for their performance. Raw perfor-
mance measure (RW) is concerned with deciding different
performance measures for each resource in the execution
log [5]. It is stated as a tuple for which the measure is calcu-
lated. It contains process model instance, case instance, task
instance with the resource responsible, number of occurrence
for the task performed by this resource within a start and end
timestamps, and finally the value of the performance measure.
RW can measure a resource with respect to its effective time,
waiting time, service time, etc. In this paper, only the effective
time is considered from RW as presented in [5].

Definition 4 (Trace History): For a work item t ∈ T ,
which has an event e, i.e. e.task = t, in a case σ, we define
σ<e =� ei|ei < e� to be a sub-sequence of σ including all
events that occurred before e.

The co-working history is based mainly on the event logs.
It is one of the key notations that is defined as a task over an
event log W (cf. Definition 5).

Definition 5 (Co-working History): For a work item t ∈ T
and an event log W , we define W<t ⊆ P(W ) = {{σv|∃e ∈
σv∧e.task = t∧σv<eis a trace history for e}}. Moreover,
∀σx, σy ∈ W<t : σx[i].task = σy[i].task ∧ σx[i].resource =
σy[i].resource, where 0 ≤ i ≤ |σx|.

Definition 5 finds t ∈ T the different sets of trace histories
that have common tasks and common resources performing
them to recommend the resource who will execute the task.

Many studies have identified and classified the main criteria
used in resource allocation approaches. These studies aimed
at improving tasks performance within the process which are
related to the properties of human resources (a taxonomy of
resource allocation criteria) [11]. These specified criteria are
Amount, Experience, Expertise, Preference, Previous perfor-
mance, Role, Social context, Trustworthiness, and workload.

This paper presents a criteria for resources recommendation
based on the co-working history, which considers the resources
that performed the previous tasks in the current running pro-
cess instances. This criteria is used to recommend a resource
having the best harmony with the rest of the resources. This
aspect of co-working history, frequency and duration, as a
harmony-based aspect can be inserted among standards of
social context, which includes Collaboration, Compatibility,
Influence and Social position. This consideration works for
the improvement of tasks performance in the process. Fig. 2
illustrates the proposed criteria and their inclusion in the
classifications for resource allocation [11].

III. RELATED WORK

In [4], the authors proposed 43 workflow resource patterns,
classified into six categories. These categories cover, among
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Fig. 2. Taxonomy of resource allocation criteria [11].

other aspects, how the resources can be assigned at the process-
design time and how they can be allocated at runtime. Those
patterns provide different approaches to identify the eligible
resources, as in creation patterns, but they do not provide any
means to recommend one candidate over the others. In [12],
the authors provide a life-cycle support for the rules of staff
assignment based on an organizational model and an event log
to discover the allocation rules by learning the decision tree.

In [13], the problem of resource allocation optimization
is modeled as Markov decision processes and solved using
reinforcement learning. The optimization was fixed to either
cost or flow-time based queuing for ordering the queue of
work items allocated to each resource. A similar approach
is presented in [14]. It is worth noting that both approaches
considered role assignment at process design time in contrast
to resource allocation at runtime which this research aims for.

In [15], the authors applied machine learning techniques on
the process logs and process models to extract classifiers about
the resource who can execute the activity. These classification
models are then used to recommend resources for running
instances. In [16], the authors used data mining techniques to
support and identify resource allocation decisions by extracting
information about the process context and process performance
from past process executions histories.

In [17], [18], data mining techniques are used to extract
resource allocation rules from process logs. The approach
recognizes the so-called dependent resource assignment, e.g.,
if activity a1 is executed by resource r1, activity a2 is executed
by resource r2, then activity a3 should be executed by resource
r3. However, it is unclear how the approach would deal with
other runtime aspects like workload or the unavailability of the
resource. The proposed approach in this research recommends
the resource based on the co-working history among other
aspects, cf. [19]. Then, it adapts to the actual allocation that
will take place on an instance level for the recommendation
of the next task. Thus, the aim in this research is to introduce
flexibility at runtime compared to the rigidness of the extracted
association rules.

In [20], the authors have specified the preferences for
different resources using expressions based on a Resource
Assignment Language (RAL). These preferences are then used
at runtime to rank the potential performers of an activity. The
concept of providing a list of performers along with their rank
is interesting and is of practical relevance. At runtime, it is

not helpful to recommend just one resource as he might be
engaged in other work or not present. Thus, it is important
to provide several alternatives to do not block the process
instance waiting for a free resource. In [19], a framework for
recommending resource allocation based on process mining
is defined. It introduces six dimensions to compare between
potential resources and the user who can change the weight
of each dimension to control the final recommendation. This
approach can be seen as an extension of the work in [20].
Compared to what this research aims to achieve, this proposed
approach targets going beyond the one-to-one relation between
a task to allocate for a resource by studying the n − ary
relationships between groups of tasks and their respective
potential performers.

Cooperation correlation among pairs of resources have
been introduced and measured in [21]. Compared to the
proposed approach perspective, the cooperation is applied only
on pairs of resources whereas n − ary sets of resources are
considered based on the completed tasks within a case. More-
over, the authors have identified resource recommendation as
a use case for calculated measures. However, for that specific
use case they do not consider cooperation correlation as a
criterion for resource recommendation. Rather, they consider
resource preferences and competency. A similar approach
about resource cooperation is presented in [22].

In [23], the authors have provided the resource alloca-
tion method under constraints of preference, availability and
the total cost constraints. Then they analyzed the influence
of collaboration between resources on process performances.
In [24], the authors introduced a method to compute the
social relation between two resources; then, they computed the
influence of the previous resources on the candidate resources
by using a Q-learning algorithm for dynamic task allocation.
In [25], the authors presented a model which measures the
compatibility among resources when assigning work items to
the collaborative groups by using compatibility matrix. They
have also developed an allocation algorithm to maximize team
cooperation, the needs for inquiring the effect of cooperation
on throughput and other process results.

IV. A RESOURCE RECOMMENDATION APPROACH

This section presents the proposed approach for resources
recommendation based on co-working history by specifying
and applying frequency and duration criteria.

A. Recommendation Criteria based on Co-working History

As in Section II, the proposed approach is based on the co-
working history for resource recommendation. It determines
the criteria and metrics from the event log and uses them as a
new dimension for resource recommendation which has been
termed as co-working history. These criteria are as follows:

• Frequency Criterion (FC): It recommends the appro-
priate resource to perform the target task based on the
number of times in which the resource works with
the previous resources in the same cases at the event
log. It is suitable to recommend a resource that works
more times with the previous resources in the same
cases for the event log to perform the target task; i.e.
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the number of times during which the resources work
with each other in the same cases in the event log.

• Duration Criterion (DC): It recommends the appro-
priate resource with less average time to perform
the target task based on the previous resources. It is
suitable to recommend a resource to perform the target
task based on previous resources that has less average
time in the execution of the tasks.

Based on these criteria, a resource recommendation ap-
proach is needed to find the most appropriate resources to
work with previous resources based on co-working history.

B. Calculating Co-working History

The resource allocation based on co-working history ap-
proach mainly includes two parts:

Part 1, The preprocessing steps: The raw performance
measures (RW) are generated from the implementation of the
approach presented in [5]. Both of the event log and the
raw performance measures (RW) are inputs to a set of pre-
processing steps to obtain the co-working relationships. After
extracting the event log and RW from [5], data preprocessing
has been conducted as follows: (1) filter out cases in which
sum METRIC-VALUE are less than 0, and cases that contain
less than three activities, (2) choose the effective time as a
measure for the proposed approach, (3) find the latest resource
who performed each activity in each case within the event log
and RW, and finally (4) detect whether the resource executes
the same activity more than once in the same case. In the last
step, the average is calculated as the effective time for the
activity. As an output, the event log is ready to be used as an
input to the proposed approach. Fig. 3 illustrates how to obtain
and calculate co-working relationships.

Event log

Raw Performance 

Measure

Preprocess Updated 

Event log

Effective Time

Sojourn Time
Service Time

Waiting Time

Task 1

Task 2

Task 3

Task …

Steps to obtain 

co-working

Types of measures

Output

Fig. 3. An overview of the proposed approach.

Part 2, Recommending a resource: There are two steps to
recommend a suitable resource for working with the previous
resources for each activity based on the co-working history.
They are as follows: (1) divide the event log into training
and testing sets, (2) recommend resources for each activity
according to the proposed criteria (Frequency and Duration).

V. EVALUATION

The evaluation of the proposed approach is applied on two
logs:

1) Synthesized Log: For the evaluation, a synthesized
Log that had been generated from the ProM [26]
plugin “Perform a simple simulation of (stochastic)
Petri net” [27] was used. This log was taken from
[5]. It contains 100 cases with a total of 4677 events,
10 activities, and 9 resources. For further references
clarification in this paper, this log is referred to as
W1.

2) Real Log: The approach has been applied on a real
log from the Business Process Intelligence (BPI)
Challenges. The log was taken from a Dutch Fi-
nancial institute (referred to as W2), and it contains
data that that represent the process of personal loans
applications 1. the log contains 13087 cases with a
total of 262200 events, 25 activities and 69 resources.

The proposed approach has been implemented using Java
and a relational database. And it has been tested on Windows
8 with 4G RAM and a Core i5 processor.

A. Co-working Effect on Process Performance

The aim of this section is to statistically prove the
significance of the co-working relationships (team har-
mony) on resource recommendation and process perfor-
mance. Definition 5: The co-working history works on
finding, for a given task, t ∈ T , the different sets of
trace histories that have common tasks and common re-
sources performing them. Suppose that W = {σ1 =�
e1(t1, r1, complete, tm1), e2(t2, r2, complete, tm2), e3(t3, r3
, complete, tm3), · · · �, σ2 =� e10(t1, r1, complete, tm10)
, e11(t2, r2, complete, tm11), e12(t3, r3, complete, tm12),
· · · �, σ3 =� e100(t1, r7, complete, tm100), e101(t2, r5
, complete, tm101), e102(t3, r3, complete, tm102), · · · �}.
If we consider task t3, then the resulting co-working history
will be W<t3 = {{� e1(t1, r1, complete, tm1), e2(t2, r2
, complete, tm2)�,� e10(t1, r1, complete, tm10), e11(t2
, r2, complete, tm11)�}, {� e100(t1, r7, complete, tm100),
e101(t2, r5, complete, tm101)�}}.

Here, traces σ1 and σ2 are grouped together because they
have a common trace history for task t3, the same tasks
executed before t3 with the same human resources. Trace σ3
is in another set because it deviates from the other two traces
with respect to the human resources.

In order to check whether the co-working history affects
human resource performance of the task-in-hand, a statistical
test was formulated where the statistical significance of such
hypothesis was tested. The null hypothesis H0 is that the
harmony (common co-working history) is ineffective and has
no influence on the performance of human resources. The
alternative hypothesis states otherwise. That is, the co-working
history has an influence on human performance. To test the
hypothesis, a paired T-Test using unequal variance was applied.
For this test, there is need to prepare two sets. The first set
contains the time taken by the different human resources who
executed the target task t with all cases (traces) in which t
was executed. The second set contains human resources who
executed t but within cases that have common co-working
history.

1https://tinyurl.com/FinacialLog
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To explain how the testing works to prove the hypothesis
assumption, a set of steps on the event log has been applied:
(1) Obtain the process model for the event log, (2) Select
cases or traces that contain at least three activities and more,
(3) Select the target activity; the chosen target activity is not
the first one in the trace but must be preceded by a number
of activities to have a co-working history, (4) Find all the
resources who execute the target activity, (5) Find the effective
time for all resources who perform the target activity for
each case in the event log (situation 1), (6) Identify specific
resources for the target activity, and finding all possibilities
for co-working history to all activities that precede the target
activity, c.f. Definition 5, (7) Compile similar groups in co-
working history of all activities that precede the target activity
(situation 2), (8) Run the paired T-Test with un-equal variance.

In this paper, the approach in [5] has been used to extract
the event log and the performance indicators. To give an
example about how the test works, trace from event log for
process model was chosen as shown in Fig. 4. Table I illustrates
a sample from the event log.

TABLE I. A SAMPLE EVENT LOG WITH SEQUENCES W-C,W-N,W-V

EVENTID CASEID RESOURCES ACTIVITY Effective-Time
1 173688 Dummy W-C 8
2 173688 11049 W-N 0
3 173688 10629 W-V 32
4 173844 11201 W-C 6
5 173844 11049 W-N 0
6 173844 10629 W-V 15
. . . . .

511 173691 Dummy W-C 6
512 173691 11049 W-N 1
513 173691 10809 W-V 7.33333
514 173913 Dummy W-C 16
515 173913 10899 W-N 0
516 173913 10809 W-V 19.5
517 174511 10909 W-C 5
518 174511 11259 W-N 0
519 174511 10809 W-V 17

. . . . .
1468 173715 10912 W-C 11
1469 173715 10899 W-N 0
1470 173715 10138 W-V 4
1471 173751 Dummy W-C 11
1472 173751 10899 W-N 0
1473 173751 10138 W-V 10

. . . . .

After choosing trace, the target activity W−V was selected
from the trace shown in Table I. Then, all the resources
that perform this activity along with their effective time (18
resources) were provided. This step is referred to as (Situation
1). Table II shows all resources and their effective time in
performing the target activity in all cases of the log. Then,
W<W−V ,cf. Definition 5 was constructed, which contains the
sets of activities that precede the target activity to get the co-
working history of the target activity for each resource. This
step is referred to as (Situation 2). Table III shows the special
groups for each resource in each case according to the co-
working history.

The paired T-Test used contains several tests for data
analysis. Two tests were chosen. These two tests are Equal-
Variance-Test and Unequal-Variance T-Test. The focus was on
Unequal-Variance T-Test to prove the assumption, as it is the

most common type of T-tests and the most used tests that cover
large part in statistical test or hypothetical tests.

TABLE II. SAMPLE SITUATION 1 FROM TABLE I AND ACTIVITY W-V

EVENTID CASEID RESOURCES ACTIVITY Effective-Time
516 173688 10629 W-V 32
517 173844 10629 W-V 15
518 174105 10629 W-V 7
519 174141 10629 W-V 23

. . . . .
362 173694 10609 W-V 40
363 173790 10609 W-V 17
364 173817 10609 W-V 14
365 173868 10609 W-V 24
366 174009 10609 W-V 20

. . . . .
686 173691 10809 W-V 7.33333
687 173913 10809 W-V 19.5
688 174511 10809 W-V 17
689 174707 10809 W-V 16

. . . . .

TABLE III. SAMPLE SITUATION-2 FROM TABLE I AND ACTIVITY W-V

CASEID RESOURCE RESOURCE RESOURCE ACTIVITYEffective
T1 T2 Target Target Time

173688 Dummy 11049 10629 W-V 32
175798 Dummy 11049 10629 W-V 29
176000 Dummy 11049 10629 W-V 6
177317 Dummy 11049 10629 W-V 35
182101 Dummy 11049 10629 W-V 32
198107 Dummy 11049 10629 W-V 10.5
203648 Dummy 11049 10629 W-V 25
203702 Dummy 11049 10629 W-V 32

. . . . . .
173844 11201 11049 10629 W-V 15
179456 11201 11049 10629 W-V 26
183910 11201 11049 10629 W-V 11

. . . . . .
180187 11169 11259 10809 W-V 14
185771 11169 11259 10809 W-V 12.5
188317 11169 11259 10809 W-V 19.5
196228 11169 11259 10809 W-V 2.66667
201710 11169 11259 10809 W-V 6
205803 11169 11259 10809 W-V 11.25

. . . . . .

To give an example, in situation 1, without co-working
history for the resource 10629 the effective time according to
the target activity W.V in all cases is 32 min in case 173688,
15 min in case 173844, etc., cf. Table II. In situation 2, with
co-working history for resources Dummy, 11049 and 10629,
the effective time in this group for resource 10629 is
32, 29, 6, 35, 32, 10.5, 25, 32 min in all cases respectively. For
the other group in situation 2, The effective time for the
resource 10629 in co-working history with 11201 and 11049
is 15, 26, 11; cf. Table III. Each group from situation 2 will
be tested against situation 1 individually. Note that the size of
situation 1 is not equal to the size of situation 2. The size of
situation 1 is larger than the size of situation 2.

B. Process Performance Results

The results stated that there is a certain percentage of each
resource confirming the assumption of this research which says
that “the harmony among resources with co-working history
has an influence on the human resource performance”. The
percentage, which confirmed the assumption for each resource
that has performed the target activity, is calculated using the
following equation:
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Fig. 4. Personal loans business process.

Co-working-Hypothesis =∑n
i=1 Cases When Reject H0=Yes
Count of Cases for all groups

, ∀ R (1)

n is the number of cases where H0 is rejected and the
count of cases for all groups is the summation of the cases for
each resource with co-working history (situation 2). And the
confidence level (CL) was 95 % when was the default value
α = 0.05. Table IV shows the results of the statistical tests for
real log and the percentages obtained by each resource in the
provided example. These results prove that the test result for
all the groups have proven the hypothesis for each resource.

TABLE IV. THE RESULTS OF THE STATISTICAL TESTS FOR REAL LOG
BY UNEQUAL VARIANCE T-TEST

# RESOURCES Count Count Group Reject Significant
of Group(cases) H0 =Yes(cases) Different(%)

1 10629 80 (170 case) 45 (70 Casa) 0.41
2 10809 82 (165 case) 50 (58 case) 0.35
3 10609 81 (154 case) 51 (57 case) 0.37
4 10138 120 (361 case) 49 (63 case) 0.17
. . . . . .

As an example, when resource 10629 performed the target
activity W−V , 80 groups with 170 cases which have common
co-working history were formed. There are 45 groups among
the 80 groups that confirmed the hypothesis (i.e., count of
groups where H0 was rejected is 45 groups out of the 80
groups). The number of cases in the 45 groups which con-
firmed the hypothesis is 70 cases. When (1) was applied on
resources, the result of resource 10629, was 70/170 = 41%,
35% for resource 10809, 37% for resource 10609, etc.

C. Implementation and Experimental Evaluation

In this section, the proposed approach is described and
applied along with details in order to verify the influence and
the effectiveness of the harmony among resources. In order to
obtain co-working relationships, the event log is preprocessed
and split into training and testing sets (80% for training set,
20% for test set). In this part, the real-life event log (i.e. W2)
was used to test the proposed approach. The approach was

implemented in [5] which calculates the RW out of the input
event log (Table VI). Table V shows a sample of the event log
and Table VI shows a sample of the raw performance measures
for cases 205715 and 205721 as an example.

TABLE V. A SAMPLE OF THE EVENT LOG

E
V

E
N

T
ID

C
A

SE
ID

R
E

SO
U

R
C

E
S
ACTIVITY E

V
E

N
T

T
Y

PE

TIMESTAMP
. . . . . .

209686 205715 112 A-SUBMITTED complete2/1/2012 20:04
209687 205715 112 A-PARTLYSUBMITTEDcomplete2/1/2012 20:04
209688 205715 112 W-Afhandelen leads allocate 2/1/2012 20:04
209689 205715 10933 W-Afhandelen leads start 2/1/2012 20:06
209690 205715 10933 A-PREACCEPTED complete2/1/2012 20:10
209691 205715 10933 W-Completeren aanvraag allocate 2/1/2012 20:10
209692 205715 10933 W-Afhandelen leads complete2/1/2012 20:10
209693 205715 10933 W-Completeren aanvraag start 2/1/2012 20:10
209694 205715 10933 A-ACCEPTED complete2/1/2012 20:17

. . . . . .
209737 205721 10933 W-Completeren aanvraag start 2/1/2012 20:26
209738 205721 10933 W-Completeren aanvraagcomplete2/1/2012 20:26
209739 205721 11119 W-Completeren aanvraag start 2/1/2012 20:27
209740 205721 11119 W-Completeren aanvraagcomplete2/1/2012 20:27

. . . . . .

The proposed approach needs preprocessing for the current
event log in Table V. The event log is filtered using Table VI to
remove all cases where the sum metric value for all resources
is less than or equal to zero, and using Table V to remove
all cases that contain less than three activities. Hence, only
the cases that contain three or more activities are considered.
Moreover, effective time is used as the main performance
metric which is one of the measures extracted from [5].

After filtering both the event log and the raw performance
measure (RW) tables, the event log was scanned to find the
latest resource who performed each activity in each case
within the event log. Then, these resources are linked with the
performance measures when the event type = complete. For
example, in Table V, the resource 10933 has allocated activity
“W − Completeren aanvraag” for case 205721 at time tc
= 2− 1− 201220 : 26, and the resource 11119 has allocated
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TABLE VI. A SAMPLE OF RAW PERFORMANCE MEASURE(RW)

CASEID ACTIVITY R
E

SO
U

R
C

E
S

O
C

C
U

R
R

E
N

C
E

M
E

A
SU

R
E

T
Y

PE

M
E

T
R

IC
VA

L
U

E

. . . . . .
205715 W-Afhandelen leads 10933 1 Effective 3
205715 W-Completeren aanvraag 10933 1 Effective 8
205715 W-Nabellen offertes 10933 1 Effective 1
205715 W-Nabellen offertes 11179 2 Effective 2
205715 W-Nabellen offertes 11181 3 Effective 0
205715 W-Nabellen offertes 10629 4 Effective 0
205715 W-Valideren aanvraag 10629 1 Effective 29
205715 W-Nabellen incomplete dossiers 10982 1 Effective 4
205715 W-Nabellen incomplete dossiers 11003 2 Effective 20
205715 W-Nabellen incomplete dossiers 11003 3 Effective 0
205715 W-Nabellen incomplete dossiers 11169 4 Effective 4
205715 W-Nabellen incomplete dossiers 10889 5 Effective 3

. . . . . .
205721 W-Completeren aanvraag 10933 1 Effective 0
205721 W-Completeren aanvraag 11119 2 Effective 0
205721 W-Completeren aanvraag 11119 3 Effective 19
205721 W-Nabellen offertes 11119 1 Effective 2
205721 W-Nabellen offertes 11119 2 Effective 0
205721 W-Nabellen offertes Dummy 3 Effective 1
205721 W-Nabellen offertes 11259 4 Effective 0
205721 W-Valideren aanvraag 10629 1 Effective 15

. . . . . .

activity “W − Completeren aanvraag” for case 205721 at
time tc = 2 − 1 − 201220 : 27, in this scenario, the resource
11119 is chosen as the latest one. This strategy is applied to
all cases in the event log. Then, these recent resources are
connected with the performance measures from Table VI.

TABLE VII. A SAMPLE OF THE HISTORY FOR EVENT LOG
EXTRACTED FROM TABLE V

E
V

E
N

T
ID

C
A

SE
ID

R
E

SO
U

R
C

E
S

ACTIVITY E
V

E
N

T
T

Y
PE

TIMESTAMP
. . . . . .

209686 205715 112 A-SUBMITTED complete 2/1/2012 20:04
209687 205715 112 A-PARTLYSUBMITTEDcomplete 2/1/2012 20:04
209690 205715 10933 A-PREACCEPTED complete 2/1/2012 20:10
209692 205715 10933 W-Afhandelen leads complete 2/1/2012 20:10
209694 205715 10933 A-ACCEPTED complete 2/1/2012 20:17
209695 205715 10933 A-FINALIZED complete 2/1/2012 20:19
209696 205715 10933 O-SELECTED complete 2/1/2012 20:19
209697 205715 10933 O-CREATED complete 2/1/2012 20:19
209698 205715 10933 O-SENT complete 2/1/2012 20:19
209700 205715 10933 W-Completeren aanvraagcomplete 2/1/2012 20:19
209708 205715 10629 O-SENT BACK complete2/16/2012 15:36
209710 205715 10629 W-Nabellen offertes complete2/16/2012 15:36
209713 205715 10629 W-Valideren aanvraag complete2/16/2012 16:10
209723 205715 10889 O-DECLINED complete2/18/2012 13:26
209724 205715 10889 A-DECLINED complete2/18/2012 13:26

. . . . . .
209743 205721 11119 A-FINALIZED complete 2/1/2012 20:47
209748 205721 11119 W-Completeren aanvraagcomplete 2/1/2012 20:47
209754 205721 11202 O-SELECTED complete 2/6/2012 12:27
209755 205721 11202 O-CANCELLED complete 2/6/2012 12:27
209756 205721 11202 O-CREATED complete 2/6/2012 12:27
209757 205721 11202 O-SENT complete 2/6/2012 12:27

. . . . . .

Next, if any activity which is executed by the same resource

TABLE VIII. A SAMPLE OF THE RESULT OF JOINING TABLES VI
AND VII

E
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N
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SE
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E
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E
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E

T
R

IC
V A

L
U

E

. . . . . . .
1559120571510933 W-Afhandelen leads completeEffective 3
1559220571510933 W-Completeren aanvraag completeEffective 8
1559320571510629 W-Nabellen offertes completeEffective 0
1559420571510629 W-Valideren aanvraag completeEffective 29
1559520571510889W-Nabellen incomplete dossierscompleteEffective 3
1559620572111119 W-Completeren aanvraag completeEffective 0
1559720572111119 W-Completeren aanvraag completeEffective 19
1559820572111259 W-Nabellen offertes completeEffective 0
1559920572110629 W-Valideren aanvraag completeEffective 15

. . . . . . .

more than once is found in the same case, the average is calcu-
lated as the effective time for the activity. For example, in Table
VIII, activity “W −Completeren aanvraag” is executed by
the resource 11119 more than once in the case 205721, and the
effective time for the activity “W −Completeren aanvraag”
by the resource 11119 is (0, 19) respectively. The average time
is (0 + 19/2 = 9.5). The same is applied for all the cases in
the event log. Finally, Table IX illustrates the final result of
the preprocessing steps.

After the preprocessing steps, the new event log is used
as input for the proposed approach. This event log contains
information about 3718 cases, 13704 events, 58 resources and
9 activities. The attributes for each case include EVENTID,
CASEID, RESOURCE, ACTIVITY, and METRIC VALUE
(Effective Time), cf. Table IX. This table is used to calculate
the co-working relationships based on applying (Frequency
and Duration Criteria) for recommending the resources based
on co-working history. This co-working history verifies the
influence of the harmony among resources on the performance
of resources, where a significant difference has emerged.

TABLE IX. SAMPLE OF THE FINAL EVENT LOG FOR OUR APPROACH

EVENTIDCASEIDRESOURCE ACTIVITY METRIC-VALUE
. . . . .

10966 205715 10933 W-Afhandelen leads 3
10967 205715 10933 W-Completeren aanvraag 8
10968 205715 10629 W-Nabellen offertes 0
10969 205715 10629 W-Valideren aanvraag 29
10970 205715 10889 W-Nabellen incomplete dossiers 3

. . . . .
10971 205721 11119 W-Completeren aanvraag 9.5
10972 205721 11259 W-Nabellen offertes 0
10973 205721 10629 W-Valideren aanvraag 15

. . . . .

The event log data (cf. Table IX) is split into training and
testing sets to obtain co-working relationships. The training
set is used to extract the co-working relationships using SQL
queries, which generate a co-working relationship table. This
table is used to recommend the resource based on both
(Frequency and Duration Criteria) after applying some SQL
queries. On the other hand, the test set is used to compare the
results before and after applying the proposed approach.

Table X presents some comparative examples before and
after implementing the approach. It compares the original log
(i.e., test set) and the output of the proposed resource rec-
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TABLE X. SOME COMPARATIVE EXAMPLES BEFORE AND AFTER IMPLEMENTING OF OUR APPROACH

original log Co-working Relationships
Frequency Criterion Duration Criterion

CASEID ACTIVITY RESOURCES METRIC RESOURCES METRIC RESOURCES METRIC
VALUE VALUE VALUE

205733 W-C 10932 20.00 10932 9.80 10932 9.80
205733 W-N 10789 0.00 11259 0.00 10138 0.00
205733 W-V 10138 8.00 10138 14.86 10629 8.84

. . . . . . . .
205745 W-Afhandelen 11169 2.00 11169 4.53 11169 4.53
205745 W-C 11119 19.00 11189 14.00 11203 8.03
205745 W-N 10629 0.00 11259 0.28 10899 0.00
205745 W-V 10629 20.00 10138 13.98 10138 13.50

. . . . . . . .
205766 W-C 11201 11.00 11201 9.07 11201 9.07
205766 W-N 11259 0.00 11049 0.67 10609 0.00
205766 W-V 11289 50.50 10138 15.99 10629 8.05
205766 W-N incomplete dossiers 11289 0.00 10899 0.27 10899 0.15

. . . . . . . .

ommendation approach after applying frequency and duration
criteria. For example, there are cases where each case records
the resource which performs the task. In the case 205733 of
the original log, resource10932 executes task W −C, resource
10789 executes task W − N , resource 10138 executes task
W −V , and so on. Each resource has an effective time for its
corresponding activity (20.00, 0.00, 8.00 min), respectively.

According to frequency criterion for resources recommen-
dation, when the resource 10932 executes task W − C, the
appropriate resource to execute task W − N is 11259 with
average time (0.00 minute). Hence, when the resource 10932
executes task W − C and the resource 11259 executes task
W −N , then the appropriate resource to execute task W − V
is 10138 with average time (14.86 min). While according to
duration criterion, different resource recommendations are as
follows: when the resource 10932 executes task W − C, the
appropriate resource to execute task W − N is 10138 with
average time (0.00 min). Moreover, when the resource 10932
executes task W − C and the resource 10138 executes task
W − N , the appropriate resource to execute task W − V is
10629 with average time (8.84 min).

Another example, in the case 205745 of the original log,
the resource 11169 executes task W − Afhandelen, the
resource 11119 executes task W − C, the resource 10629
executes task W − N , and the resource 10629 executes task
W − V . Each resource takes an effective time for an activity
(2.00, 19.00, 0.00, 20.00 min) respectively. Table X shows the
different variations on both frequency and duration criteria
after applying the proposed approach.

D. Evaluation Results

The evaluation of the results is based on synthesized and
real life logs. In order to investigate whether the proposed
approach contributes to get better results and improve the
performance of tasks, (2) was used to calculate the overall
result for applying the approach for the duration criterion.

Overall=Σn
i=1ETB approach− ETA approach (2)

where n is the number of test case, and the overall
represents sum of the total difference between before and after
the proposed approach application according to the criterion of

duration. The Effective Time Before (ETB) applying the ap-
proach represents the effective times of activities that resources
have performed in the original log. While, the Effective Time
After (ETA) applying the approach represents the effective
times of activities that resources have performed after applying
the criteria. Table XI summarizes the results of applying
(2) on synthesized and real life logs. It shows resources
recommendation based on the average time, the minimum time,
and the maximum time to execute each activity in each case
over all the log.

TABLE XI. OVERALL CO-WORKING RELATIONSHIPS

Co-working Relationships (Duration Criterion)
Overall

Logs Avg Min Max
W1 23279.16 62893.99 25998.2
W2 10496.77366 6123.24469 -2091.40666

The total of the effective time after and before applying
the proposed recommendation approach is computed using the
following equation:

Total Effective Time=Σn
i=1Effective time(A \ B) (3)

where n is the number of test cases, and the effective time
for each test case (after(A) and before(B)) the recommendation
is the summation of the effective time (after and before)
applying the proposed recommendation approach.

In (4), the average of the effective time for test set (20%)
before applying the proposed recommendation approach was
computed.

AvgBR =
∑n

i=1 Effective time (BR)
n

(4)

where n is the number of test case, and the effective
time for each test case before the recommendation (BR)
is the summation of the effective time before applying the
recommendation approach.

In (5), the average of the effective time for test set (20%)
after applying the recommendation approach is computed.

AvgAR =
∑n

i=1 Effective time(AR)
n

(5)
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TABLE XII. RESULTS OF APPLYING THE PROPOSED APPROACH ON REAL AND SYNTHESIZED EVENT LOGS

Co-working Relationships
Frequency Criterion Duration Criterion

Logs W1 W2 W1 W2

Sum Effective Time (min) 187384.85 17555.064 159901.054 12804.2593
Sum Effective Time (min) original 183180 22488.88615 183180 22488.88615

AvgBR 9641.052632 33.02332767 9641.052632 33.02332767
AvgAR 9862.360526 25.778361 8415.844947 18.8021429

Improvement Rate -11.64778393 (min) 0.2193894 (min) 0.127082356 (min) 0.43064057 (min)

where n is the number of test case, and the effective
time for each test case after the recommendation (AR) is the
summation of the effective time after applying the proposed
recommendation approach.

Table XII shows the results of applying the proposed
approach on real and synthesized event logs. It uses (3),
(4) and (5) on test set (20% of the event log). For the
order fulfillment log (W1), the total of the effective time
after applying the approach based on the criteria (Frequency,
Duration) is 187384.85 min, 159901.054 min, respectively.
The total effective time of the original log before applying
the approach is 9641.052632 min. The AvgAR after applying
the approach recommendation based on the criteria (Frequency,
Duration) is 9862.360526 min, 8415.844947 min respectively.
On the other hand, AvgBR of original log before applying the
recommendation approach is 9641.052632 min.

For the Financial log (W2), the total of the effective time
after applying the recommendation approach based on the
criteria (Frequency, Duration) is 17555.064 min, 12804.2593
min respectively. The total effective time of original log before
applying the approach is 22488.88615 min. The AvgAR after
applying the proposed recommendation approach based on the
criteria (Frequency, Duration) is 25.778361 min, 18.8021429
min, respectively. On the other hand, AvgBR of original log
before applying the recommendation approach is 33.02332767
min.

The improvement rate of the proposed approach was cal-
culated and evaluated by using the following equation:

Improvement Rate = (AvgBR − AvgAR)/AvgBR (6)

The results of the proposed approach have an improvement
of the real data set and synthesized data set. The results show
that the time is minimized to 0.2350476 min with frequency
criterion and 0.43064057 min with duration criterion of the real
data set. For synthesized logs, the results show that the time is
minimized to 0.127082356 min with duration criterion, while
the results state that the time is maximized to −11.64778393
min with frequency criterion. The negative value implies that
the resources recommendation approach gives bad results.

The real data set has a bigger improvement because it
contains a greater number of cases, activities and resources.
In other words, considering co-working history for task al-
location and resource recommendation is efficient. It also
reduces process execution time significantly by taking resource
harmony into account. Note that, more satisfactory results can
be obtained as the number of process instances increases. The
reason is that more event logs can generate more accurate
harmony measurement which in turn provides more effective
allocation recommendation.

VI. CONCLUSION AND FUTURE WORK

This paper has proposed a resource recommendation ap-
proach. This approach is built upon the co-working history
from an event log. It considers the resources that had per-
formed the previous tasks in the current running process
instances, in order to recommend a resource that has the best
harmony with the rest of the resources. This proposed approach
focuses on the organizational perspective. It depends on a
procedure-approach to extract time-related key performance in-
dicators from process execution logs. This procedure-approach
supports four measures: effective, service, waiting and sojourn
time. The effective time measured was used in the proposed
approach.

The proposed approach works to determine the criteria and
the metrics from event log for resource recommendation. These
criteria are (frequency and duration) based on the co-working
history. The approach has been implemented and tested on
both real and synthesized logs. The results show that it is
possible to obtain the appropriate resources recommendation
based on the criteria of co-working history. This approach has
contributed to reducing the tasks time and to improving both
the process and the resources performance.

As a future work, the researcher aims to add the co-
working history approach as a new dimension and extend the
related approaches for the resource recommendation with other
algorithms.
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work for Recommending Resource Allocation Based on Process Mining,
pp. 458–470. Springer, 2016.

[20] C. Cabanillas, J. M. Garcı́a, M. Resinas, D. Ruiz, J. Mendling, and
A. Ruiz-Cortés, Priority-Based Human Resource Allocation in Business
Processes, pp. 374–388. Springer, 2013.

[21] Z. Huang, X. Lu, and H. Duan, “Resource behavior measure and
application in business process management,” Expert Sys. with Apps.,
vol. 39, no. 7, pp. 6458 – 6468, 2012.

[22] W. Zhao, H. Liu, W. Dai, and J. Ma, “An entropy-based clustering
ensemble method to support resource allocation in business process
management,” Know. Apps. Info. Syst., vol. 48, no. 2, pp. 305–330, 2016.

[23] W. Zhao, L. Yang, H. Liu, and R. Wu, “The optimization of resource
allocation based on process mining,” in Int’l Conf. on Intel. Comp.,
pp. 341–353, Springer, 2015.

[24] X. Liu, J. Chen, Y. Ji, and Y. Yu, “Q-learning algorithm for task
allocation based on social relation,” in Int’l Workshop on Process-Aware
Sys., pp. 49–58, Springer, 2014.

[25] A. Kumar, R. Dijkman, and M. Song, “Optimal resource assignment in
workflows for maximizing cooperation,” in BPM, pp. 235–250, Springer,
2013.

[26] H. Verbeek, J. Buijs, B. van Dongen, and W. van der Aalst, “ProM6:
The process mining toolkit,” in BPM 2010 Demonstration Track, CEUR
Workshop Proceedings, (USA), pp. 34–39, CEUR-WS.org, 2010.

[27] A. Rogge-Solti, W. van der Aalst, and M. Weske, “Discovering stochas-
tic Petri nets with arbitrary delay distributions from event logs,” BPM
Workshops, vol. 171, pp. 15–27, 2013.

www.ijacsa.thesai.org 245 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

246 | P a g e  

www.ijacsa.thesai.org 

Global Citation Impact rather than Citation Count 

Gohar Rehman Chughtai, Jia Lee,  

Muhammad Mehran Arshad khan 

College of Computer Science, Chongqing University, 

Chongqing 400044, China 

Rashid Abbasi
 

College of Computer Science and Technology, 

Anhui University,
 
230601, 

Hefei, China 

Asif Kabir
 

College of Communication Engineering, Chongqing 

University, 400044, China 

Muhammad Arshad Shehzad Hassan
 

State Key Laboratory of Power Transmission Equipment & 

System Security and New Technology, School of Electrical 

Engineering, Chongqing University, Chongqing 400044, 

China 

 

 
Abstract—The progressing bloom in the tome of scientific 

literature available today debars researchers from efficiently 

shrewd the relevant from irrelevant content. Researchers are 

persistently engrossed in impactful papers, authors, and venues 

in their respective fields. Impact of an article depends on the 

citation received but just a citation count can’t give readers in-

depth information about the article. That is the reason some 

articles are quantified unfairly on the basis of a citation count. In 

this paper, Global Citation Impact (GCI) is proposed which 

addresses the issue of considering citations of papers equally. 

Intuitively, the papers citing a paper are not of the same worth. 

The proposed index not only considers the number of citations 

(popularity) like many existing methods did but also considers 

the worth of citations (prestige). Results and discussions show 

that researcher whose work is cited by other prestigious papers 

gets higher rank which is quite fair crediting for research impact. 

Keywords—Citation weighting; popular; global citations; 

prestigious; Global Citation Impact (GCI); research impact 

I. INTRODUCTION 

Currently, scientific work evaluation and quantification is 
an important research area for researchers, for the sake of 
unbiased and fair crediting of their research work. It is a 
challenging task for an index to be the best fit and acceptable 
to the whole scientific community. Scientific work evaluation 
is necessary to decide whether or not a researcher is promoted, 
is suitable as a principal investigator for a project, should get a 
PhD degree, should be given tenure or should be awarded an 
important research funding. 

Traditionally, research work contribution crediting is done 
by involving number of papers and number of citations by the 
state of the art H-Index [1], G-Index [2] q2-index [3] and all 
the variant of H-index such as A-index [4], R-index and AR-
index [5], w-index a significant improvement of H-index [6], 
fractional counting of authorship [7], Weighted Citation [8] 
and E-index [9],  [10]. Reviews various indicators that can 
possibly be used to measure the performance of an author. 
These variations of H-index have considered the citations as 
their target to quantify the scientific work, but they punish the 
new emerging scientists because of lesser citations received. 
To address this issue career length is considered in the 
quantification of research to address the ignorance of new 

scientists in the field by m-quotient [4]. Later, co-authorship 
contributions [11], such as the order of authors contributing to 
paper and a number of authors in a paper is considered by 
Kth-rank [12] and fractional H-index. The self-citations 
should not be given the same weight as citations by others 
issue is investigated and F-Index [13] was proposed. Finding 
the rising star in academia [14] where the star is the authors 
who have not enough citation at the start of their career but 
predicted as a rising star in the future. Their contribution 
actually highlights the new researchers irrespective of 
traditional indexing methods to give credits to researchers on 
the basis of citations and number of publications. Topic-based 
ranking of authors [15] and consistent annual citation based 
index [16], identifying authorities of a given topic within a 
particular domain [17] which is a great contribution to expert 
finding. Impact of hot paper on individual’s research 
contribution demonstrated by [18] which is an encouragement 
for new emerging researchers. The IF of a journal, therefore, 
is not representative of the number of citations of an 
individual article in the journal [19]. 

Existing indexing methods have majorly considered the 
number of citations (popularity), researcher age factor, the 
order of authors (co-author contribution) and self-citations, 
while prestige (worth of citing papers) was ignored. The 
difference between popularity and prestige is provided in the 
following example. Suppose a researcher has two papers A 
and B and both are cited by 10 papers. Eight of the papers that 
cited paper A are written by the prestigious researchers while 
only three of the papers cited paper B are written by 
prestigious researchers. Though the number of citations is the 
same for both paper A and B, it seems that paper A is more 
useful for researcher A, due to getting the attention of eight 
prestigious researchers. In this work, considering the worth of 
papers citing a paper is referred to as the impact of global 
citations. Global Citation Index (GC-Index) is proposed which 
considers the worth of citing papers for indexing researchers. 
The more the worth of the citing papers of a paper the more 
the prestige it has and is highly important for the scientific 
community. 

The major contributions of this paper towards researcher 
indexing are (1) differentiating between popularity (citation 
count) and global impact of a paper (2) highlighting positive 
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impact of prestigious paper citing a paper and (3) proposal of 
PageRank based method to calculate the global impact of a 
paper which shows significance of paper. To the best of our 
knowledge, this work will give more insight into the 
significance of an article which could be helpful for readers to 
find the quality article. 

II. GLOBAL CITATION IMPACT (GCI) 

The popularity of an article depends on the number of 
citation received by an article without knowing the worth of 
citing the paper. In past publication count and citation count is 
extensively used in author ranking in most of the bibliometric 
indicators, but this way we cannot find the worth of the article 
if we don’t know the citing article and author. H-index is 
generally acknowledged by major online databases, albeit, one 
blemish of H-index is that its value never goes down over 
time. 

Scientific impact measurement achieves a move from 
popularity to the prestige of scientific productions. Since 
PageRank is acquainted with the scholastic assessment. In 
spite of these researchers have advanced the improvement of 
scholarly impact assessment, the most eminent constraint of 
the PageRank-based assessment tool is estimating the prestige 
of citation-publication network. The PageRank algorithm and 
its variants were used for the assessment of various types of 
citation-publication networks. The question has been raised 
whether better assessment results were depended directly on 
an author network or on a publication-citation network [20]. 

PageRank calculation without anyone else is initially 
intended to use web pages ranking, web pages propagations 
are considered as equivalent significance, accentuating the 
restrictive measurement. Specifically using PageRank to 
assess the academic impact regards all citations as equivalent 
weights, which adequately ignores the impact from citing 
authors. HR-PageRank, incorporate weighted PageRank 
according to individual’s H-index, and pertinence between 
citing and cited papers [21]. We contend that the PageRank-
index is an impartial and more nuanced metric to evaluate the 
publication records of researchers contrasted with existing 
measures [22]. 

Basically, a global citation impact is the weighted impact 
of the citation on the basis of the global weight of its citing 
article which shows how worthy article is, not just popularity. 
In other words, if a paper is cited by impactful paper then it is 
more worthy because it attracts a more impactful audience. In 
this paper, the impact of global citations is considered. It is 
quite reasonable to think that a paper cited by many 
prestigious papers is likely to be more worthy as compared to 
a paper cited by not prestigious papers. Fig. 1 provides an 
example of four nodes where vertices represent papers and 
edges represent citations. It demonstrates that how the global 
citation impact is effective in the provision of more insight 
into paper significance. 

A directed paper-citation graph in Fig. 1 is a pair ( ; )V E , 

where edges point toward and away from vertices. For a 

vertex ; ( )i iV In   is the set of vertices that point to it and 

( )jOut  is the set of vertices that i point to, such that: 

( ) { ( , ) }i j j iIn V                             (1) 

( ) { ( , ) }j j i jOut V                            (2) 

( ) ( ) ( )i i iV In Out                 (3) 

In Table I, rows show the in-degree of nodes while 
columns show the out-degree of nodes calculating prestige of 
paper using PageRank. 

In Table II, P1 got the highest global weight because it is 
cited by P2 which has the highest local weight and P4. Every 
citation has different weight then it should be considered in 
the researcher indexing. The local weight is calculated by 
using PageRank’s (4) and global weight is the summation of 
the paper’s local weights citing a paper. 

( )

( )
( ) (1 )

( )

j

i j V Vj

j

S
S

V


 


     (0 1)            (4) 

 
Fig. 1. Paper-citation graph. 

TABLE I. MATRIX OF DEGREES OF NODES 

Paper P1 P2 P3 P4 

P1 0 ½ 0 1/2 

P2 0 0 1 0 

P3 1 0 0 1/2 

P4 0 ½ 0 0 

TABLE II. GLOBAL AND LOCAL WEIGHT 

Paper Local weight Global weight      1      2      3      4 

P1 1.25 3.25 0 2.50 0 0.75 

P2 2.50 2 0 0 2 0 

P3 2 2 1.25 0 0 0.75 

P4 0.75 2.50 0 2.50 0 0 
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( )iS   and ( )jS   denote the score of vertex i  and j

respectively, ( )iV  and ( )jV  denote the set of vertices 

connecting with i and j respectively, and   is a damping 

factor that integrates into the computation the probability of 
jumping from a given vertex to another random vertex in the 
graph. 

Originally, Google PageRank algorithm assumed the 
parameter d to be 0.15. This value was incited by the informal 
observation that a person surfing the web will usually follow 
the order of 6 hyperlinks, equivalent to a leakage probability d 
= 1/6 ≃ 0.15, before becoming either bored or frustrated with 
this line of search and begin a new search. In the context of 
citations, it is common hypothesis that entries in the reference 
list of a typical paper are collected following somewhat 
shorter paths of average length 2, making the choice d = 0.5 
more appropriate for a similar algorithm applied to the citation 
network. is that approximately 50% of the articles [23]. 

In our scenario, GCI is computed as 

( )

( )1
( ) ( ) (1 )

( )

local
local m L n

W m
W n

G C m
 


                 (5) 

Where G  is the total number of nodes (papers) in the 

graph,   is the random damping factor ( )n  is the set of 

papers that link (cite) n  and ( )C n  is the out-degree of the 

node m . 

Therefore, 

Global citation weight of the citation is as follow: 

( )
( )Global localm L n

W n W


              (6) 

Whereas ( )GlobalW n is the global weight of the node 

(paper). To index the author on the basis of global citation 
weight as H-index does use citation count we have arranged 
the documents in descending order on the basis of global 

citation weight. The index which satisfies, 0 ( ) ( )Globalr n W n

, where 0r  is the highest rank, will be the GCI-rank of an 

author.  

III. EXPERIMENTS 

Authors have carried out a series of experiments which is 
discussed in detail in this section in which analysis for the 
changes in the ranks of researchers is provided on the large 
real bibliographic dataset. 

A. Dataset 

Initially, we have taken 1000 researchers from Cite seer 
then completed their graph. In this process of getting the citing 
papers of each paper of a researcher, a total number of authors 
becomes 24567 and the total number of publications is 
140883. Our data set consists of data variables PID 
(Publication ID), Authors, in links, out links and citations. 
Authors have removed inconsistencies and duplications in the 

dataset in order to get accurate results and completed the data 
set by extracting each publication of an author, its citing 
publications and completed the matrix of the dataset. Authors 
have chosen 30 authors having a difference in their rank from 
50, 40, 30, 20, 10 ranges of H-index rank so that to analyze 
the variation with respect to proposed GCI-Impact ranks. 

Fig. 2 represents the paper-citation graph and the process 
of selection of top authors for analysis. In graph red nodes 
represents the papers of an author and blue lines are the edges 
which represent the in degree and the out-degree of an article. 
In the following Table III, authors have given some statistics 
of data set used for simulations. 

 
Fig. 2. Paper-citation Directed Graph. 

TABLE III. CITE SEER DATASET 

No. of 

Authors 

No. of 

publication 

Average No. of 

Citation 

Average No. of  Global 

Citation 

24567 140883 9.80 55.11 

B. Parameter Settings 

In H-index square root of total citations of all publications 
of an author are divided by Proportionality constant “a” whose 
values range from 3 to 5. Authors have set the value of “an” 
equal to 4 because it’s a minimum number of publications and 
number of citations per paper per year of an author. Higher the 
value of “a” higher is the consideration of highly cited 
publications into H-index core which ignore the real 
participating articles in the h core. 
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Authors have tested GC-Index on two different values of 
“damping factor”, 0.85 which is used in PageRank calculation 
and 0.50 to represent paper citation network according to [23]. 
They have shown that average citation link in the citation 
network for an academic researcher is ½ that’s why 0.50 suits 
more for paper citation network. 

C. Results and Discussions 

The results of the proposed GCI are compared with H-
Index. Authors have chosen 30 researchers randomly for our 
analysis. Table IV shows papers, citations, the rank of authors 
according to H-Index and GCI-rank, average citations, 
average global citations, and variation in the rank. Average 
     shows that how much the citing paper is important and 
how much it serves the audience? If a paper attracts well-

known researchers then it definitely means that work has more 
worth. Knowing that how much worth the citing articles have 
is very important to analyze the quality of one’s research. GC-
Index shows the variation in rank along with variation in 
damping factor on 0.50 and 0.85, which also affect the results. 

1) Comparison of H-Index and GCI-rank with damping 

factor 0.85 
Table IV has shown the impact of global citations on 

author rank with damping factor 0.85. Their scenarios are 
discussed, that is; position earned, a position lost and position 
stable by authors with respect to H-Index. In Table IV, 
variation in rank column + symbol means position earned, - 
symbol means position lost and 0 means position stable. 

TABLE IV. COMPARISON OF RANKS ON DAMPING FACTOR 0.85 

S No Authors Publications Citations 
Average 

    

Average 

     
H-Index GC-Index H-rank GC-rank 

Variation 

in rank 

1 Peter Druschel 124 10185 82.137 1374.121 50 52 1 1 0 

2 Oren Etzioni 128 5516 43.093 622.125 44 30 2 4 +2 

3 Dan Roth 157 4022 25.617 438.051 35 32 3 3 0 

4 Lin Li 292 4661 15.962 178.537 32 21 4 7 -3 

5 Steven Mccanne 53 4248 80.150 1689.264 30 40 5 2 +3 

6 Jun Wang 268 3872 14.447 152.947 26 15 6 10 -4 

7 Judea Pearl 92 2048 22.260 353.434 25 27 7 5 +2 

8 Hao Che 160 2353 14.706 126.618 24 14 8 11 -3 

9 Marc Shapiro 69 1775 25.724 365.144 22 19 9 8 +1 

10 Eyal Amir 60 1173 19.55 299.733 21 15 10 10 0 

11 Ira Cohen 57 1252 21.964 262.368 21 13 10 12 -2 

12 Giedrius Slivinskas 60 1265 21.083 158.216 20 11 11 14 -3 

13 Robert Nieuwenhuis 59 1058 17.932 259.186 19 14 12 11 +1 

14 Dorothea Wagner 110 1140 10.363 108.863 19 11 12 14 -2 

15 Longin Jan Latecki 86 1188 13.813 169.976 19 19 12 8 +4 

16 Jan Friso Groote 75 1006 13.413 117.906 19 16 12 9 +3 

17 Marc Joye 77 915 11.883 101.103 17 16 13 16 -3 

18 Shigang Chen 45 1223 27.177 320.755 17 13 13 12 +1 

19 Kristian Torp 46 923 20.065 142.782 16 11 14 14 0 

20 S. Keshav 38 805 21.184 254.263 16 12 14 13 +1 

21 Jian Chen 83 831 10.012 91.831 16 14 14 11 +3 

22 Yang Yu 53 688 12.981 111.207 15 12 15 13 +2 

23 Judith Donath 39 554 14.205 161.743 14 11 16 14 +2 

24 Wei Sun 76 588 7.7368 95.210 13 7 17 16 +1 

25 Michal Feldman 25 608 24.32 273.52 13 11 17 14 +3 

26 Hans-rea Loeliger 56 1920 34.285 588.75 12 23 18 6 +12 

27 Y. Rich 21 553 26.333 331.047 12 10 18 15 +3 
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28 Abhishek Kumar 12 322 26.833 392 10 7 19 16 +3 

29 A. Bondavalli 22 173 7.863 67.090 7 7 20 16 +4 

30 Gerrit Muller 24 66 2.75 12.333 4 2 21 17 +4 

  

Fig. 3. Comparison of H-index and CGH with damping factor 0.85. 

2) Scenario 1: Relocation with respect to H-Index: 

position up 
Fig. 3 depicts the variation of ranks of researchers on 

damping factor 0.85 and more detailed elaboration of their 
results is explained in Table IV Judea Pearl who’s H-Index 
was 25 and rank at position 7, with GC-Index his rank is 
increased by 2. This is because of his two publications having 
citations from worthy nodes which enhanced its rank. Another 
case in which the author gets a higher rank is the highest 
variation in selected authors for analysis. Hans-rea Loeliger 
having 56 and H-index is 12 but according to our proposed 
GC-Index, its index increased to 23. His index increased by 11 
because its average global citation is quite higher, which is 
588.75. He should be given higher rank because his work 
stimulated many other worthy papers in that domain. S. 
Keshav and Judith Donath, have almost same number of 
publications and their H-Index is 16 and 14, respectively. S. 
Keshav has average global citations 254.263 and Judith 
Donath has average global citations 161.743 on the basis of 
this S. Keshav has more worthy citations which so he should 
have a higher rank than Judith Donath. With respect to our 
proposed GC-Index, S. Keshav earned 7 positions higher than 
in H-Index rank while Judith Donath got just 2 positions high 
in with GC-Index. 

3) Scenario 2: Relocation with respect to H-index rank: 

position down 
Some authors have enough citations of their publications 

and they have higher h index but beside citations, according to 
their global weight, these citations are not so important 
because these are not weighted heavily enough to include it 
into its effective rank calculation. That’s why these authors 
have lost their position with respect to CGH-index. As in h 
index, every citation of a publication matters a lot. In case of 
CGH-index not only the citation is considered but it must be 
an important publication to be the part of CGH-index core. 

Authors have lost their rank in CGH-index even though 
some of them have a higher average global citation. It is just 
because they have few publications which have a more 
weighted citation but few are not so important that could 
include them in the CGH-index core. On average they have a 
high global citation but when computing CGH-index 
individual publication should have more weighted citations 
which can include them in CGH core. As in Table V two 
authors Ira chohen and GiedriusSlivinskas have almost an 
equal number of publication 57 and 60 and 1252, 1265 
citations respectively. Both have lost the rank in CGH-index. 
Irachohen whose h index is 21 and rank 10 he lost rank by 2 
and index by 8 while GiedriusSlivinskas has,h index 20 and 
rank 11 has lost his h rank by 3 and CGH-index by 9. 
GiedriusSlivinskas has lost more than Irachohen even though 
he has more publication and citation but he has average global 
citation 158.216lesser than average global citation of 
Irachohen whose average global citation is 262.368 which 
effects its rank and index more than Irachohen. Oren Etzioni 
has the highest global citation weight in Table VI that’s 
622.125 but still, he lost his rank by 2 because it is replaced by 
Steven Mccanne, whose      is 1689.264 which is high 
enough than Etzioni which ranked him by 3. 

4) Scenario 3: Position Stable With Respect to H-index 
Peter Druschel has H-index 50 and his CGH-index is 52 

which was already at first rank in h index rank other authors in 
Table VII has lost CGH-index but their rank remains stable. 
Damping factor is also important in graph-based ranking as 
we varied the damping factor rank of authors is also a varied 
little bit. 

5) Comparison of H-Index and GC-Index on damping 

factor 0.50 
Authors have discussed the comparison of CGH-index in 

following three different scenarios. Following scenarios 
clearly, describe the variation in results by varying the 
damping factor. 

As in Table V first author, Steven Mccanne got higher 
rank which increases by 3 and he replaced Oren Etzioni 
because Steven has 53 publication 4248 citations and 
1689.264 average global citation count while Etzioni has 
128publication 5516 citation and 622.125 global citation 
count. Although he has more publications and citations, his 
global citation count is very less than Steven that’s why he has 
replaced him and got position 2. In another case author Hans-
rea Loeliger whose publication is 56, citations are 1920 and 
average global citation count is 588.75 earned position by 13. 
No other author has a high average global citation but they 
have a higher citation which gives them higher rank in H-
index. Fig. 5 shows the gain in rank with respect to CGH-
index. 
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Fig. 4. Comparison of H-Index and CGH with damping factor 0.50. 

Fig. 4 shows the variation of ranks among different authors 
on damping factor 0.50 which are explained in Table VI, first 
author Oren Etzioni has lost rank by 1 and he has been 
replacing by Steven whose average global citation count is 
quite higher than Oren which is 1689.264 and Oren has just 
622.125. Dan Roth has,h-index rank 3 but here he lost rank by 
1 and replaced by Oren Etzioni whose average global citation 
count is 622.125 while Dan Roth has 438.051 which is lesser 
than him that’s why he could not maintain his rank. 

In Table VII first author Peter Druschel has maintained his 
position on H-index rank on both damping factor values 
because he has highest average Global citations. Some of the 
authors have lost their CGH-index but when ranked according 
to it, they have maintained their position with respect to H-
index because variations occur in other’s rank. 

TABLE V. SCENARIO 1 “RELOCATION WITH RESPECT CGH-INDEX RANK: POSITION UP” 

S No Authors publications citations Average      H-index rank Earned Position on 0.50 

1 Steven Mccanne 53 4248 1689.264 5 +3 

2 Judea Pearl 92 2048 353.434 7 +2 

3 Longin Jan Latecki 86 1188 169.976 12 +3 

4 Hans-rea Loeliger 56 1920 588.75 18 +13 

5 Robert Nieuwenhuis 59 1058 259.186 12 +1 

6 Kristian Torp 46 923 142.782 14 +1 

7 Marc Shapiro 69 1775 365.144 9 +3 

8 Judith Donath 39 554 161.743 16 +2 

9 Michal Feldman 25 608 273.52 17 +2 

10 Y. Rich 21 553 331.047 18 +2 

11 Abhishek Kumar 12 322 392 19 +1 

12 A. Bondavalli 22 173 67.090 20 +3 

13 Gerrit Muller 24 66 12.333 21 +2 

TABLE VI. “SCENARIO 2: RELOCATION WITH RESPECT TO CGH-INDEX RANK ON 0.50: POSITION DOWN” 

Authors Publications Citations Average      H-index rank Position Lost 

Oren Etzioni 128 5516 622.125 2 -1 

Dan Roth 157 4022 438.051 3 -1 

Lin Li 292 4661 178.537 4 -4 

Jun Wang 268 3872 152.947 6 -1 

HaoChe 160 2353 126.618 8 -5 

Eyal Amir 60 1173 299.733 10 -2 

GiedriusSlivinskas 60 1265 158.216 11 -4 

Dorothea Wagner 110 1140 108.863 12 -3 

Marc Joye 77 915 101.103 13 -4 

Ira Cohen 57 1252 262.368 10 -3 
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TABLE VII. “SCENARIO 3: POSITION STABLE” 

Authors Publication Citations 
Average 
     

H-
index 
rank 

CGH-
index rank 

Peter 
Druschel 

124 10185 1374.121 1 1 

Jan Friso 

Groote 
75 1006 117.906 12 12 

Shigang 
Chen 

45 1223 320.755 13 13 

S. Keshav 38 805 254.263 14 14 

Jian Chen 83 831 91.831 14 14 

Yang Yu 53 688 111.207 15 15 

Wei Sun 76 588 95.210 17 17 

 

Fig. 5. Comparison of H-Index and CGH with varies damping values. 

6) Varied damping factor study 
This is the comparison of the ranks of authors which is 

clearly depicted in Fig. 5. When the value of the damping 
factor increases the global citation weight also increases, 
which ultimately increases the rank of authors. 

Authors who have maintained their rank have more 
influence in the citation network because they got citations 
from the important nodes in this citation network which excels 
their weights. We have seen that as the damping factor 
increase rank of scientist also increases. Results on 0.50 
damping factor are very close to the baseline method’s result. 
Authors who have maintained their index with lower damping 
factor mean they have influence in the citation network. 

Fig. 5 depicts the variations of rank with respect to H-rank 
on varied damping factor. The scholastic approach is adopted 
to see the variation in rank when considering the impact of 
global citation weight rather than just counting the citations 
into the ranking. This variation in rank gives us more insight 
into the worth of an article. Traditionally, the worth of an 
article is quantified on the basis of citation count which can 
give in detail information about the prestige of an article. 

IV. CONCLUSIONS AND FUTURE WORK 

Evaluating scientific research production is a challenging 
task. Authors have proposed GCI which calculates the global 
citation weight of each publication and index them. It provides 
more credit to the researchers whose work penetrates many 
well-known researchers which is quite fair and acceptable 

quantification. It is concluded that not only the number of 
citations could affect his/her index but also worth of citing 
papers is important. Results and discussion show the useful 
impact of global citations for researcher indexing. It is clear 
that if citing paper has received more citation then it means it 
serves more audience and more important for the scientific 
community. The analysis shows that even if a paper received 
lesser citations than any other paper but if its citing papers are 
worthy then it is better. 

F-index considers the co-terminal citations into indexing 
and shows that how the scientific works penetrate into 
different scientific communities. As a future work, the global 
citation impact of unique citing authors in addition to simply 
considering their count can be added in F-Index for improved 
researcher indexing. 
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Abstract—After having carried out a historical review and
identifying the state of the art in relation to the interfaces
for the exploration of scientific articles, the authors propose a
model based in an immersive virtual environment, natural user
interfaces and natural language processing, which provides an
excellent experience for the user and allows for better use of
some of its capabilities, for example, intuition and cognition in
3-dimensional environments. In this work, the Oculus Rift and
Leap Motion Hardware devices are used. This work aims to
contribute to the proposal of a tool which would facilitate and
optimize the arduous task of reviewing literature in scientific
databases. The case study is the exploration and information
retrieval of scientific articles using ALICIA (Scientific database
of Perú). Finally, conclusions and recommendations for future
work are laid out and discussed.
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I. INTRODUCTION

The production of scientific articles, which are the result
of lines of research in various fields and which must be made
available to research communities, are currently indexed in
databases or scientific repositories, such as Scopus, Web of
Science, Latindex, etc., which allow one to perform searches,
explore the database, and obtain information. These computer
systems generally use traditional interfaces composed of forms,
windows, and menus which can even utilize hypertext or
hypermedia resources. In addition to using keywords, the
name of the author, or the year of publication, among other
search parameters, the traditional interface presents the results
generally as a textual list [1]. However, the information indexed
in the databases is growing rapidly, thus creating difficulties
for the exploration and adequate selection of scientific articles
when using traditional interfaces and making the researchers
searches tedious without any guarantee that they will actually
find what they are looking for.

Furthermore, the traditional interaction conguration is
limited. Common devices like the mouse and keyboard
are used, whereas in the virtual environment, interaction
possibilities are broader and more intuitive to the user
due to elements existing in the users context in the
immersive environment. Virtual Reality can provide solutions
to the problems mentioned above [2], [3], as well as new
opportunities to search for articles, for example, creating more
intuitive and conversational interfaces for the user.

Therefore, it is important to develop new ways of
representing and interacting with the information in order to
facilitate the efficient selection of scientific articles stored
in the extensive databases or repositories that index them
with available techniques of knowledge extraction, such
as Data Mining, Information Recovery, etc. Despite being
important alternatives and becoming emergent and very robust
computational techniques, in the end the user only has the
graphical interfaces to narrow down information, and these
traditional interfaces do not generally take advantage of human
capacities (perception, cognition, intuition, etc.).

The aforementioned problems make it necessary
to consider the opportunities that other approaches,
methodologies, and technologies (e.g., Virtual Reality)
can offer for the search for articles, as well as for the design
of intuitive and even conversational interfaces for the user.

In this work, we propose a model for the exploration of
scientific articles with Virtual Reality and Natural Language
Processing [4], which aims to facilitate and simplify the work
of researchers in the process of searching for and selecting
scientific articles.

This project focuses on more efficient ways to navigate the
database ALICIA, using immersive environment (i.e., virtual
reality) technology for example, Oculus Rift, Leap Motion,
headsets, computers, and speech recognition engines.

The sections regarding the theoretical framework (Section
II), system model development (Section III), and conclusions
(Section IV), will subsequently be developed.

II. THEORETICAL FRAMEWORK

In this section, the authors conduct a historical review,
identify the state of the art, and explore the theoretical
foundation of the research project.

A. Scientific Databases

Scientific databases contain information about books and
other materials in a library or a bibliographic index, for
example, the content of a set of journals and other scientific
publications such as research articles, conference proceedings,
book chapters, etc. These databases usually have an electronic
format and are consulted via the Internet. They contain
bibliographic citations, references, abstracts, and the full text
of the indexed contents or links to the full text. Many scientific
databases are bibliographic databases, but others are not. Even

www.ijacsa.thesai.org 254 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 7, 2018

outside the scientific sphere, the same thing occurs. There are
databases that contain citations for art-history, journal articles,
or databases containing only artistic images [5].

For Concytec1, there are 20 main scientific databases,
thirteen of which are freely accessible and available to
the scientific/academic community as well as the general
population of the Republic of Perú.

On the other hand, the database ALICIA2 (Fig. 1),
provides open access to this intellectual heritage resulting from
advances in science, technology, and innovation achieved by
public sector entities or with state funding.

Fig. 1. ALICIA web interface.

B. Virtual Reality

The term virtual, its modern use was popularized by Jaron
Lanier in the 1980s [6]. There are several denitions for Virtual
Reality. According to one, Virtual Reality is a term used to
describe a computer generated virtual Environment that may
be moved through and manipulated by a user in real time
[7]. Virtual Reality can also be defined as the way humans
can visualize, manipulate, and interact with computers and
extremely complex data [8]. Virtual Reality is only obtained
when you are in a network, and several people share their
realities amongst each other [9].

The main advantage of virtual environments is that they
can be modeled and controlled exactly to an experiment’s
requirements, without having to build something similar in
the real world [10]. Nowadays, virtual environments can be
constructed with relative ease and it requires few resources
to be able to run the necessary software [11]. Finally, These
terms are the most popular and most often used [12], Virtual
Environments (VE) and Virtual Reality (VR), are used in
computer community interchangeably, but there are many
others: Virtual Worlds, Artificial Worlds, Artificial Reality or
Synthetic Experience.

For this research, the following themes are considered and
developed:

1https://portal.concytec.gob.pe/index.php/informacion-cti/biblioteca-virtual
2http://alicia.concytec.gob.pe/vufind/

1) Virtual Reality technology: Virtual Reality and
immersive environments, as part of the emerging technological
evolution involving our senses and cultural, symbolic
and representative factors, may present interdisciplinary
approaches [12]. Virtual reality refers to immersive, interactive,
multisensory, viewer-centered, three dimensional computer
generated environments and the combination of technologies
required to build these environments [7]. In immersive VR,
simulated objects appear solid and have an egocentric location
much like real objects in the real world [13].

In terms of psychology, immersion refers to being
completely involved in something while in action. In
immersive virtual reality, it is possible to give people the
illusion that they have a different body. They wear a
head-tracked head-mounted display, and when they look down
towards themselves they see a virtual body that is spatially
coincident with their real body [14]. Mental immersion
has different levels in a Virtual Reality experience. Such
an experience can consist of partial or complete mental
immersion, although it is worthwhile to note that reaching
complete mental immersion in a Virtual Reality experience
is still an ongoing challenge for research [15].

The unique characteristics of immersive virtual reality
can be summarized as follow [7]: head-referenced viewing,
stereoscopic viewing, the virtual world is presented in full scale
and relates properly to the human size, realistic interactions
with virtual objects, the convincing illusion of being fully
immersed in an artificial world.

Steuer [16], proposed three different factors involved
with an individuals presence in Virtual Reality: vividness,
interactivity, the inuence of a users personal characteristics.
This derives from individual differences in the sense of
presence when subjects are confronted with the same virtual
environments. The individuals personal experiences and
history contribute to this factor.

Virtual Reality possesses the characteristic of immersion,
allowing users to immerse themselves in the simulation while
stimulating intense emotions in the process. During the initial
stages of development, Virtual Reality could only be used by
scientific laboratories funded by the military at excessive costs.
However, today virtual-reality glasses can be obtained at an
affordable cost, for example, the Oculus Rift [17].

2) Display modes (2D vs 3D vs VR): There is currently
an extensive discussion regarding the use of 2D, 3D, and VR
modes in order to represent information [2]. The following
briefly describes each.

• 2D is the rendering mode that uses only two
dimensions. The graphics are at, providing simplicity,
clarity, and precision in the display of information.

• The 3D vision can be simulated by stereoscopy,
meaning de display of two or more images perceived
by the brain through the eyes and recompounded by
it in an spatial image similar to what we naturally
perceive in the everyday reality. The normal human
vision is stereoscopic [18].

• VR is a technique which enables immersion in a
multimodal, visualization environment, also utilizing
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stereoscopic images to improve depth perception. This
type of VR system encases the audio and visual
perception of the user in the virtual world and cuts
out all outside information so that the experience is
fully immersive [19].

• Sensory displays are used to display the simulated
virtual worlds to the user. The most common sensory
displays are the computer visual display unit, the
head-mounted display (HMD) for 3D visual and
headphones for 3D audio [20].

3) Virtual Reality Devices: The Oculus Rift uses
stereoscopic vision technology, rendering a slightly different
perspective of the 3D image for each eye. This enables the
natural interaction of looking around while exploring a virtual
three dimensional world [21].

It uses see-through lenses and 2 light engines to project
the augmented content. It automatically calibrates pupillary
distance, has a “holographic resolution” of 2.3M total light
points and a “holographic density” of more than 2.5k light
points per radian [22]. Samsung Gear VR is wireless, it
only requires a smartphone. Finally, Oculus Go is an all-new
standalone headset that doesn’t require you to snap in a phone,
attach a cable or power up a PC. Oculus Go is hands-down
the easiest way for people to get into VR. It’s perfect for those
who haven’t experienced VR to play games, watch movies and
connect with friends and family in new ways

4) Natural User Interfaces (NUI): NUI refers to both
sensory inputs such as touch, speech and gesture [23]. NUI
interfaces are those in which the interaction is natural,
common, and familiar to the user [3]. This involves the use
of new devices which enable new forms of interaction beyond
the keyboard and mouse. This new generation of devices allow
the use of gestures, tactile contact, body movement, and voice
communication. An example of NUI devices is Kinect [24], a
device which is able to record the movements of the body and
transfer the data to a virtual avatar [17].

5) Evolution of Interfaces (CLI vs WIMP vs NUI):
The user interface is the method or means by which the
user communicates with the software. With the Natural User
Interface, the interaction is natural; talking is prioritized over
writing, listening over reading, and touch over clicking [25].
For this reason, the best choice to interact with the software
is to use natural user interfaces [26].

C. Natural Language Processing

Natural Language Processing (NLP) is the function of
software and/or hardware components in a computer system
that analyzes or synthesizes spoken or written language [27].

The processing of Natural Language contributes to the
retrieval of texts ranging from the length of a paragraph to that
of a book. Technological advances have now made it possible
to store, search for, and retrieve all or part of the full-text
document online [28].

With a web search conducted with traditional approaches,
several techniques are applied. These include building an index
of the web content, building a database of the indices, and
doing a search utilizing keywords which match the database

contents. The problem with this approach is that it is not
conducive to the acquisition of intelligence information [29].

On the other hand, the display of historical metadata in a
virtual 3D environment implies several issues related to both
user interface and data visualization and manipulation. A lot
of work has been done in the field of user interfaces for Virtual
Reality, even if the development of new devices is constantly
challenging this research area [30].

Natural Language Processing possesses many applications,
because on the Internet individuals communicate via natural
language. The applications which are being developed range
from the translation of texts to the implementation of talking
robots. Some of them are mentioned below [31], [32]:
automatic translation, text classification, sentiment analysis,
information retrieval systems, search engine development,
documentary databases, generation of automatic summaries,
generation of natural language, etc. In this work, some
approaches, methodologies, and techniques that use these
applications will be used.

D. Related Work

As for the exploration of scientific articles, there are
many applications which were developed for traditional
environments, such as the case of scientific databases, which
were designed for common interaction [33], where the majority
of difficulties are due to the traditional configuration of the
environment.

The literature mentions some frequent problems inherent
in the traditional interfaces of scientific databases, such as
Scopus, Web of Science, Scielo Google Scholar, etc. [34][35],
which limit and complicate the search for scientific articles.
These problems are detailed below:

Reduced Display Space: This is the weakness that most of
the devices used in traditional visualization environments are
prone to. LCD screens are the most commonly used display
devices today, they come in different sizes, ranging from
as small as cell phone screens, to medium, like those used
in personal computers, to large screens such as those used
in smart televisions. Obviously, the larger the visualization
device, the more elements that can be visualized. Therefore,
the size of the visualization device establishes a limit to the
capacity of elements which can be displayed [36].

For example, in Google Scholar when one executes a
search through its traditional interface, millions of results
are obtained, but of the documents found, only about ten or
even less are actually shown on the computer screen. There
are alternative scanning and visualization interfaces, such as
VR-Miner software which shows thousands of documents at
the same time using graphical objects, but the disadvantage of
this visualization technique is that occlusion or the overlapping
of elements occurs, generating a disordered field of view for
the user.

Faced with this problem, several researchers have proposed
prototypes of visualization devices larger than the traditional
ones. This problem of reduced space, limiting the visualization
of search results is directly related to the device generating
the image, which also has the characteristic of displaying
the information in a flat way. Regardless of whether one is
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using two-dimensional or three-dimensional images, the final
representation is without depth.

Interface overload: This generally occurs in the traditional
interfaces of scientific databases of the WIMP-based interface
type [37]. These interfaces are currently the most common,
where the excessive use of menus, buttons, lists of options,
icons, scroll bars, dialog boxes, text boxes, tabs, etc., cause the
interface to be saturated with elements, reducing its versatility
and ease of use [38].

While the tasks of retrieving user information are the same
in each of the bibliographic query systems, this saturation of
elements, commands, controls, parameters, etc., can confuse
the user. What is more, most of these options are never used
by the researcher upon using these tools to conduct a literature
review due to the great complexity they usually represent.

Limited Interaction: Interaction is the set of actions
through which the user communicates with the interface. These
actions, in the context of exploration of scientific articles,
include selecting elements, manipulating them, moving within
the visualization environment, and reading the content of each
document [39]. Generally, interaction with traditional scientific
databases, whose interfaces are based on windows, icons,
menus, and pointers, is deficient because only the mouse
and keyboard are used as interaction elements, leaving the
user’s voice completely aside, not to mention the potential
of the natural movement of his hands. In order to overcome
these interactional limitations, several hardware prototypes
have been developed and studied.

DocuWorld is an immersive virtual environment for
document organization, where each file is displayed as
a three-dimensional icon [40]. In Fig. 2, an example of
visualization can be seen.

Fig. 2. DocuWorld - document visualizer.

@Visor is a software program designed for scanning and
reading documents, using an electronic glove which is used
instead of a mouse [17]. It is noteworthy due to its use of
natural hand movements.

3D Spatial Data Mining is a visualization tool which
differentiates itself by using a metaphor based on the real world
for the exploration of automobile fault reports. It is a 3D model
in the form of a car engine [41]. The great advantage of using
this metaphor is that the user easily becomes familiar with it.

III. MODEL SYSTEM DEVELOPMENT

Next, we will describe the different elements that were
developed as well as the procedural steps that were followed
in order to build the model which the authors call AliciaVR.

A. Physical Configuration Immersive Environment

The first step consisted of configuring the equipment (Fig.
3). The Leap Motion device was attached to the front of Oculus
Rift. Then both devices were connected to a laptop via two
USB ports and an HDMI port. Regarding the configuration of
the software, version 5.02 of the Unity3D graphics engine was
installed.

Fig. 3. Configuration scheme of the immersive environment.

B. Development of Virtual Environment

For the development of a virtual, immersive 3D
environment (Fig. 4), which is suitable for the exploration
of scientific articles, the following considerations and
recommendations are taken into account:

Fig. 4. Construction of virtual environment in unity3D.

• Simplicity: This is to avoid overloading the interface,
using only the necessary elements. In this way,
perception of the interface is smoother, thus
maximizing the user’s cognitive activities.

• Dark background: This is to mitigate dizziness and
decrease the frequency of update snapshots required
for the rotation of the observer’s point of view.

• White lines: These delimit the virtual environment,
allowing the user to perceive depth with greater
precision.
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• Color range close to the real: this is to avoid dizziness
or discomfort if the images are not perceived as real.

• Rounded elements: These accommodate themselves
to the shape of the hand better and allow degraded
shadows to be generated, which facilitates their
visualization.

• Visualization of an Avatar: This is in order to optimize
the user’s sense of presence in the environment [42].

Taking into consideration the last recommendation, an
avatar was developed (Fig. 5). This avatar is defined as a digital
character, which may resemble a real person, an animal, or
any other form that could be given to it, according to system
requirements and user preferences. The purpose is for the user
to imagine having an assistant, which would allow them to
intuit that it is possible to interact through voice commands.
It is important to point out that its basic functions are defined
within the context of the exploration of scientific articles.

Fig. 5. AliciaVR model system avatar.

C. Natural Interaction Model System Implementation

After the immersive environment was configured, the
interaction techniques for immersive, virtual environments
were investigated and explored, according to the following
parameters:

• Selection Technique by Direct Manipulation: this was
done through the use of a virtual hand, which copies
exactly the movements of the real hand. In Fig. 6, the
selection of a node by direct manipulation is shown.
As can be seen, the process is identical to grabbing
an object in the physical world.

• Handling by Gestures: gesture manipulation consists
of selecting elements in the immersive environment,
utilizing gestures with the virtual hand. Specifically,
in order to grasp an object, the ‘pinch’ gesture must
be made, based on the metaphor of a pinch, and in
order to release the element, the ‘stop’ gesture must
be performed, which consists of extending the fingers
so that the palm is exposed (i.e., the opposite of a
‘grab’ gesture). In Fig. 7a, the node is selected with
the first gesture described, then in Fig. 7b, the node
is released by the second gesture. This technique is
not entirely intuitive because both gestures can have
alternative meanings depending on the user or when
performing them, they might expect a different action
to be instantiated.

• Technique of Selection by Artificial Manipulation:
This technique was proposed within a framework
emphasizing the concepts of ‘dimension’,
‘transduction’, and ‘reification’ [43], which allow
for prior-configuration experiences such as crossing
objects. Therefore, in order to select an object, it
is only necessary to cross it using the virtual hand.
In order to release the element, it is only necessary
to cross it again. In Fig. 8a the cube is selected by
changing color to green and in Fig. 8b the cube
returns to its previous state.

Fig. 6. Example of selection by direct manipulation of a node.

(a) Selecting the item (b) Releasing element

Fig. 7. Selection example gesture of a node.

D. Implementation of Web Crawler for Information Retrieval
from the Model

The proposed interface model (AliciaVR), is connected to
the ALICIA scientific database. In order to retrieve information
from this system, a program of the crawler type was developed
and implemented, which automatically communicates with
ALICIA and extracts, through code analysis (source of the
visual field), the information required for visualization within
the interface based on Virtual Reality. This implementation
involved studying the proper pattern in order to perform the
tracking and recovery extraction in an automated way.
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(a) Selecting the item (b) Releasing element

Fig. 8. Selection example by articial manipulation of a node.

E. Development of Speech Recognition Engine and
Conversion to Text

For the recognition engine, the Intel Perceptual Computing
Library was used, which incorporates audio-to-plain-text
conversion functions. For more sensitive speech recognition,
a wireless microphone certified by Dragon Natural Speaking
has been added to the prototype design. A library has been
developed in C# .Net, in order to capture the user’s audio
at all times, subsequently sending the data via sockets to
Unity3D using network protocols, where a listening port was
implemented through which all the user’s voice commands are
received.

Fig. 9 shows a representation of the process by which the
sound waves produced by the user when speaking are captured
by the microphone and through the Intel Perceptual Computing
Library, they are interpreted and converted into plain text.

Fig. 9. Voice capture and conversion to text.

Using the previously-mentioned library, the desktop
application was developed and configured using Visual Studio
Community 2013. In order to start the speech recognition
engine, it is necessary to start this application directly
after initiating the Virtual Reality application developed with
Unity3D. This is due to fact that within the Unity3D
application, a listening server is implemented, and in the
application for voice recognition the client is implemented for
sending, in plain text, the voice of the user to the server. In
Fig. 10, the speech-recognition engine interface is shown.

F. Implementation of the Syntatic Analyzer

In order to interpret the syntactic analysis of each of the
voice commands, the Freeling library was used, because of
the functions it possesses for the processing and conversion
of the Spanish Language. This process of syntactic analysis

Fig. 10. Interface of the speech recognition engine.

Fig. 11. Generation of the syntactic tree for a voice consultation.

first involves separating each of the words, parsing their
content, and then adding part-of-speech labels, such as ‘verb’,
‘adjective’, ‘noun’, ‘adverb’, ‘article’, ‘pronoun’, etc. In Fig.
11, an example of the phrase analysis is shown, where the
user says, “Alicia, save me this article please”, generating its
respective syntactic, phrase-structure tree.

The proposal, integrating all that is mentioned above, is
described in the interface-model scheme for the exploration of
scientific articles with Virtual Reality and Natural Language
Processing, referred to in the research as AliciaVR and
graphically described in Fig. 12.

Basically, the proposed model begins with the consultation
of a user who wants to search for a scientific article in
AliciaVR. The consultations are made by voice, which the
speech recognition engine detects and converts into plain text.
Then this information is processed by the semantic analyzer,
where the respective syntactic tree is generated. This analyzer
differentiates the interaction commands from the query, and
then sends the latter to the tracker, which will be in charge
of connecting with ALICIA and retrieving the information
requested by the user. Finally, the results obtained are plotted
in the immersive environment, where the user begins to interact
with it. If the user is satisfied, then the process ends. Otherwise,
a new search is initiated.
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Fig. 12. Scheme of the proposed model AliciaVR.

G. Evaluation of proposed Model regarding Traditional

To evaluate the proposed interface model (AliciaVR) with
respect to the traditional model (Alicia-Web), the ISO 9241
Interface Usability Standard will be used, which specifically
evaluates three dimensions of user interaction with the
interface: efficiency, efficacy, and satisfaction.

According to ISO 9241 Standard defines ‘usability’ as, “the
degree to which a product can be used by specific users to
achieve specific objectives with effectiveness, efficiency, and
satisfaction in a specific context of use”. The variables and
their indicators are described below:

• ‘Efficacy’ is defined as the accuracy and integrity with
which users reach their specified objectives, therefore
implying ease of learning, absence of errors in the
system, or ease of it to be remembered. The metrics
used in the investigation are shown in Table I.

• ‘Efficiency’ is the relation of the resources used
(effort, time, etc.) to the accuracy and integrity with
which users reach their specified objectives. The
metrics used in the investigation are shown in Table
II.

• ‘Satisfaction’ is a subjective factor which implies a
positive attitude in regards to the use of the product.
The satisfaction parameters used in the research are
shown in Table III.

H. Preparation of the Experiment with Users

After having set up the apparatus of interconnected devices
(Oculus Rift, Leap Motion, a wireless headset and computer)
and initiated all the software modules (i.e., immersion
environment, speech recognition engine, web server for the
tracker, etc.), the investigation then proceeds to the evaluation
of the scientific-article exploration model with Virtual Reality
and Natural Language Processing (AliciaVR) and also that
of the traditional ALICIA model (Alicia-Web), with the
assistance of five experimental users, this being the number
of subjects that Nielsen recommends for the evaluation of
interfaces [44]. A high speed internet connection of 8 Mbps
is also be utilized.

Each of them is assigned the task of exploring scientific
articles for thirty minutes using each interface within both
interface models. During the experiment it is thought that the
user will ask for help from an expert, who at the same time
will be responsible for the observation and documentation of
the experiment.

The first model to be evaluated is the exploration of
scientific articles with Virtual Reality and Natural Language
Processing. In this model the user is immersed in the software,
being able to communicate by voice with the search engine
and touch the elements selected. In Fig. 13 a user is shown
using the proposed AliciaVR interface. What the user actually
observes is shown in Fig. 14.

Fig. 13. Evaluation of the first interface model - AliciaVR.

Fig. 14. User’s view - AliciaVR.

The second model to be evaluated is the exploration of
scientific articles in the traditional way, which is the default
interface of the ALICIA scientific database. In this interface
model, the user has only the monitor with which to view the
queries and only uses the mouse and keyboard to interact.
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I. Evaluation of Results

This section presents the measurements made during the
evaluation of and comparison between the traditional ALICIA
(Alicia-Web) interface and the proposed interface model based
on Virtual Reality (AliciaVR).

1) Tabulation of Collected Data: Table I, presents the data
obtained by observing users using the two different interfaces,
measuring the efficiency of each interface with the metrics
defined by the ISO 9241 Standard. It should be recalled
that ‘efficiency’ refers to the achievement of objectives or
fulfillment of tasks. Therefore, it is represented by a number
which indicates the number of objectives met. In the different
metrics, the number of objectives fulfilled is counted, these
being the tasks performed, functions used, etc.

TABLE I. COMPARISON OF INTERFACE EFFICACY

Metrics ISO 9241 Measurement of
Efficacy

Alicia-Web (Half
Quantity)

AliciaVR (Half
Quantity)

Number of important tasks performed. 4.2 2.0

Number of relevant functions used. 7.8 3.8

Number of tasks completed
successfully at the first attempt.

2.2 1.2

Number of calls for support. 0.6 3.4

Number of accesses to the aid. 0.2 0.4

Table II, presents the data obtained by observing users
using the two different interfaces, measuring the efficiency
of each interface with the metrics defined by the ISO
9241 Standard. Recall that ‘efficiency’ is the optimal use of
resources required for the fulfillment of an objective, where
time is the main resource used in the use of a software
interface. The longer it takes for the user to perform the
tasks, the less effective the interface will be considered. On
the other hand, if this time is shorter, then the interface will
be considered to be more efficient.

TABLE II. COMPARISON OF INTERFACE EFFICIENCY

Metrics ISO 9241 Measurement of
Efficiency

Alicia-Web (Half
time in seconds)

AliciaVR (Half
time in seconds)

Time used in the first attempt. 47.3 35.6

Time used to relearn functions. 31.2.8 16.6

Productive time. 78.6 54.0

Time to learn characteristics. 48.6 34.2

Time to relearn characteristics. 29.4 10.2

Time used in the correction of errors. 54.6 55.8

TABLE III. COMPARISON OF INTERFACE SATISFACTION

Metrics ISO 9241 Measurement of
Satisfaction

Alicia-Web (Half
Percent)

AliciaVR (Half
Percent)

Calibration of satisfaction with
important characteristics.

0.32 0.72

Calibration of the learning facility. 0.44 0.64

Calculation of error handling. 0.28 0.24

Rate of voluntary use of the product. 0.64 0.92

2) Analysis by Inferential Statistics: To determine whether,
judging by the data obtained, it can be concluded that
efficiency is greater using one of the interfaces over the
other, a statistical test to make the global inference is applied.
The T-Student statistical test is used in order to differentiate
between two paired means. In Table IV, the values obtained
when applying the statistical test are shown.

The p value being 0.019, which is less than 0.05 (p <
α), is interpreted as sufficient, statistically-significant evidence,
affirming that the groups are indeed different. Moreover, the
difference being positive (0.81) indicates that the effectiveness
of the first interface (Alicia-Web) is greater than the efficiency
of the second interface (AliciaVR).

TABLE IV. T-STUDENT TEST FOR EFFICACY

Difference by pairs
t df Sig.Dif.Average Error D.E. 95% Confidence Int.

Low High
Efficacy 0.81 1.25 -1.989 3.589 0.639 10 0.019

To determine whether, with the data obtained, it can be
concluded that efficiency is greater using one interface over
other, the same “T-Student” statistical test used in order to
differentiate between two paired means. In Table V, the values
obtained upon applying the statistical test are shown.

The p value being 0.021, which is less than 0.05 (p < α) is
interpreted as sufficient evidence, confirming that the groups
are significantly different, and, what is more, the difference
being positive (13.87) indicates that the time spent on each task
with the first interface (Alicia-Web) is greater than the time
used using the second interface (AliciaVR). Therefore, since
less time is spent on the second interface, it can be concluded
that efficiency is greater using the AliciaVR interface than it
is using the traditional ALICIA interface.

TABLE V. T-STUDENT TEST FOR EFFICIENCY

Difference by pairs
t df Sig.Dif.Average Error D.E. 95% Confidence Int.

Low High
Efficiency 13.87 10.57 -9.68 37.43 1.31 10 0.021

To determine whether, with the obtained data, it can be
concluded that satisfaction is greater using one interface rather
than the other, the “T-Student” statistical test is once again
applied to make the global inference, measuring the difference
between two paired means.

In Table VI, the values obtained upon applying the
statistical test are shown. Here, it can be seen that the p-value
is 0.024, which, being less than 0.05 (p < α) is interpreted as
sufficient evidence, confirming that the groups are significantly
different. The difference being negative (-0.21) indicates that
satisfaction with respect to the first interface (Alicia-Web) is
less than that of the second interface (AliciaVR).

TABLE VI. T-STUDENT TEST FOR SATISFACTION

Difference by pairs
t df Sig.Dif.Average Error D.E. 95% Confidence Int.

Low High
Satisfaction -0,21 0.16 -0.61 0.19 -1.28 6 0.024

J. Results Empirical Analysis

This section presents the results of empirical analyses based
on the data obtained from the users’ experiences [25][26]. The
proposed model has attracted considerable interest from users,
considering that it is a novel form of digital interaction which
is full of possibilities. With every user a preliminary difficulty
in both models was noticed.

Specifically, users who have never used ALICIA only use
the basic functions, and not all possible tools which have

www.ijacsa.thesai.org 261 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 7, 2018

been incorporated into the system. In contrast, the same users
utilizing the proposed interface based on Virtual Reality were
observed to have delayed initiation in order to accommodate
themselves to the apparatus, at first failing to distinguish
the three-dimensional character of the Oculus Rift device.
However, after a few minutes of adapting to the equipment
and watching their hands, they really wanted to explore all
options available to perform.

For recovery-task items, users utilizing the AliciaVR
interface managed to perform these tasks in less time than users
of traditional, web-based interfaces were able to. Nevertheless,
the big problem that arises is that the Virtual-Reality glasses
are a bit uncomfortable and cumbersome for the user to say
the least. This is to say that having to support a large, heavy
apparatus on the head becomes annoying and tiresome after a
while, especially during the last half hour, prompting the user
to want to return to the real world.

IV. CONCLUSION

We have presented the whole process of creating a new
interface for the exploration of scientific articles in scientific
databases, based on Virtual Reality and Natural Language
Processing techniques.

Users working with the traditional, web-based interface
interact only with a mouse and keyboard. However, with the
proposed new interface, the user interacts with the system in
a much richer and more robust way, using Virtual Reality,
full-immersion techniques. The proposed interface model and
the traditional model of the ALICIA scientific database
were evaluated using the ISO 9241 Standard, taking into
consideration the three attributes of efficiency, efficacy, and
satisfaction.

The statistical T-Student test was applied to evaluate the
data obtained by means of inferential statistics. The results
indicate that the proposed interface model, AliciaVR, is
superior to the traditional interface of ALICIA (Alicia-Web) in
the dimensions of efficiency and satisfaction, but it is inferior
in the effectiveness dimension. Therefore, it is concluded that
the model of exploration of scientific articles with Virtual
Reality and Natural Language Processing is superior to the
traditional exploration model.

An interesting future research project would be the
inclusion in the model of the option to choose from among
Oculus Go and Oculus Rift or to switch from one to the other.

Another future project would consist of extending the
model that is currently focused on scientific databases,
generalizing it to the exploration of business and management
databases which are relative to the explicit knowledge defined
in the discipline of Knowledge Management, for example,
reports, contracts, operation manuals, schemes, and plans,
among others. In this way, of particular importance would
be the extension and development of the model for the
exploration of tacit knowledge adequately linked to that of
explicit knowledge utilizing, for example, a hybrid e-learning
system that incorporates “case-based reasoning”.

This would make it possible to treat and examine processes
and procedures, industrial manuals, and other types of
tacit knowledge, whose explication and transference process

is complex and could be facilitated enormously utilizing
immersive, virtual reality and natural language processing
techniques.

Virtual Reality is an emerging technology in the process
of constant evolution and diffusion, at the level of both
hardware and software, having already witnessed the advent
of revolutionary advances, such as the Holographic Processor
(HPU). The current tendency is in the direction of everyone
possessing access to this technology at a low cost, and the
first specialized operating system is already in development,
executing applications developed in Virtual Reality.
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Abstract—Three-dimensional integrated circuits (3D-ICs) 

based on Through-Silicon-Vias (TSVs) interconnection 

technology appeared as a viable solution to overcome problems 

of cost, reliability, yield and stacking area. In order to be 

commercially feasible, the 3D-IC yield must be as high as 

possible, which requires a tested and reparable TSVs. To 

overpass this challenge, an integration of interconnect built-in 

self-test (IBIST) methodology for 3D-IC is given in the aims to 

test the defectives TSVs. Once the interconnection has been 

tested, the result extracted from IBIST initiate the repairing 

defectives TSVs based on the built-in self-repair (BISR) 

structure. This paper superposed two fault tolerance techniques 

in particularly the redundant TSV and the time division 

multiplexing access (TDMA) in case of multi defectives TSV. This 

novel repair architecture increase the yield of 3D-ICs in a high 

failure rate. It leads to 100% reparability for 30% failure rate. A 

parallel processing approach of the proposed structure is 

presented to accelerate the test and repair operations. Achieved 

experimental results with the proposed methodology scheme 

show a good performance in terms of repair rate and yield. 

Keywords—Fault tolerance; 3D-IC; TSV; IBIST; BISR; 

TDMA 

I. INTRODUCTION 

The 3D-ICs with TSVs provides smaller interconnect 
delay and higher device density [1]. These characteristics 
allow for the fastest IC design that offers flexible and low-cost 
packaging solutions. Interconnection of the various tiers 
troughs the TSVs pledges to increase the interconnect 
bandwidth and the performance of 3D-ICs while lowering 
power dissipation and manufacturing cost [2], [3]. 
Nevertheless, there are several challenges that can affect and 
decrease 3D ICs yield, i.e., technological challenges, test 
challenges, thermal and power challenges and infrastructure 
challenges [4]. In other terms, to guarantee the quality of the 
3D chips, the TSV must be tested to locate manufacturing 
defect, a lack of precision in every fabrication step or 

integration process can produce a several kind of defects as 
revealed in Fig. 1 [5]. 

All the kind of defect decrease the performance of TSVs 
channels in terms of electrical characteristics and reduces the 
ability to withstand physical and thermal stresses during and 
after the fabrication process [6], [7]. The defect mechanisms 
must be deeply assessed to decrease the failure in terminal 
product. Thus, a test of TSVs is very challenging because 
current wafer-level testing cannot deal with a large number of 
small TSVs at an affordable cost. Hence, an IBIST technique 
with low hardware overhead becomes a potentially good 
solution to achieve both test and cost-effectiveness [8]. 

Testing and repairing the 3D-ICs was considered as a key 
challenge to improve yield and reliability [9]. In the last few 
years, several researchers on 3D IC testing and TSVs repairing 
have been proposed [9]–[20]. The plurality of proposed 
solution in the literature to repair defective TSV based on 
adding redundant TSVs method by several design technique 
[9]–[15]. However, the redundant TSV made to repair one 
faulty [10]. One spare TSV for each defectives TSVs must 
been used in the repair process. 

From area distribution and performance enhancement, it 
can be concluded that is not practicable to fabricate a 
redundant TSV for each one. Thus, the adopted technique to 
minimize number of spars TSVs was implemented to divide 
TSVs into sets with redundant TSV. After test process was 
achieved, a spares is used by shift operations [11], [12], to 
replace faulty TSVs. In [11] and [16] a novel amelioration of 
repairing methodology was proposed. It enables to exchange 
faulty TSVs by distant redundant TSVs. In [20] a new fault-
tolerant technique was addressed without using of redundant 
TSV. The basic idea is to localize defective TSVs and 
rerouting the signal through faulty free one using time division 
multiplexing access (TDMA) technique. Although this 
evaluations in repairing. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 7, 2018 

265 | P a g e  

www.ijacsa.thesai.org 

Normal Alignement 

shift

Misalignement 

TSV

Substrat

µbump

(b)

Isolation leak Delamination

TSV

Substrat

µbump

(a)

Void Break Fill-fail

TSV

Substrat

µbump

(c)

open µbumps short

TSV

Substrat

µbump

(d)

Impurity between 

pilar & µbump

Impurity between  

µbumps

TSV

Substrat

µbump

(e)

 
Fig. 1. Schematic presentations of TSV defects: (a) Defects due to substrate; (b) Defects due to misalignment; (c) Defects due to Cu pillar; (d) Defects in micro-

bump; (e) Defects due to impurities. 

This paper proposes a novel test and repair methodology 
of TSVs defect in 3D-ICs that integrates IBIST and BISR 
techniques. The proposed TSV’s test architecture use the 
IBIST methodology in which a parallel test is applied in dies 
(layer) to speed the test process. The outcomes of the test 
results are investigated with a view to repair the identified 
faulty TSVs. The classification of TSVs into clusters with 
spare TSV aims to increase reparability rate. This work 
extends the repairing capabilities of BISR by enabling the 
correction of multi defectives TSVs based on TDMA 
technique. In fact, the TSV cluster was portioned in two 
bundles in which the shifting and replace process were 
properly implemented to transmit data. Moreover, the data is 
sequentially conveyed in two packets based on TDMA 
technique, which increase the number of spare TSV in each 
cluster. 

The remains of this paper are organized as follows. 
Section II demonstrates the proposed combination between the 
new IBIST structure and the repairing architecture BISR. 
Section III presents the proposed repair process. Experimental 
results are illustrated in Section IV. Finally, conclusions are 
drawn in SectionV. 

II. PROPOSED 3D IC BASED IBIST METHODOLOGY TEST 

WITH TSV REPAIR 

A. Testing TSV based IBIST Methodology 

Fig. 2 presents the IBIST architecture, which is composed 
of detecting circuit, which is designed to be included between, 
transmitter and receiver components of each layer. The 
controller manages the different test tasks by means of an 
appropriate algorithm. The main component to detect the 
defectives TSVs is the test pattern generator (TPG) that 
includes a linear feedback shift register (LFSR). 

The pattern source generates the test vectors, which are 
employed to test the TSVs. It comprises a sub-circuit that 
provides the LFSR functionality [18]. LFSR is a shift register 
used to generate pseudo-random test vectors. In the proposed 
test architecture, pattern generator in layer k-1 sends a test 

vector to layer k to test a k group of TSV in order to accelerate 
the test process for a big number of TSV groups. The test 
vectors are generated at layer k are simultaneously sent to the 
layer k+1 and the XOR logic port. In which the pattern 
coming from the layer k-1 is analyzed with XOR gate. 
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Fig. 2. The proposed architecture of the IBIST technique. 
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When the IBIST is in the test mode, the test vectors will be 
transmitted to the TSVs under test. In the end of test process, 
the test result well introduce to the analyzer. This last gives 
out an error signature, based on comparison between test data 
resaved from layer k-1 and data generated in layer k, which 
localize the defectives TSVs. This last step in test process 
verified the state of TSV, whether is correct or has another 
impact. While the analyzer is composed of XOR gate, 
according to the error signature (0, means that the TSV under 
test is defect free) or (1, means that the TSV is defective). 

The controller in Fig. 2 is the management of the data 
traffic and getting synchronization between several blocks of 
circuits. It starts by producing a test pattern with LFSR bloc 
and continue the computation path by triggering the generated 
pattern from the layer k-1 to layer 𝑘 via TSVs groups. 
Thereafter, the received test pattern at layer k will be analyzed 
according to same vectors generated in this last. Thus, the 
faulty TSVs are labeled and localized. Then, the result given 
by the analyzer stocked in the signature register. Moreover, 
the controller’s backup register can be used to reduce the 
allocated area of BISR and IBIST .The algorithm controlling 
the IBIST process test procedure in all 3D-IC rows. The 
labeled localized signal information will be transmitted to the 
BISR component to start repair step. 

B. Architecture for TSV Repair 

To enhance the yield of TSVs, it is crucial to extend the 
test architecture shown in Fig. 2 to support the TSV repair 
step. Fig. 3 shows the conceptual scheme of the enhanced 
repair TSV architecture. The repair circuits are inserted at the 
two terminals the transmitter and the receiver. In addition, a 
repair register designed in the bottom die for storing the repair 
information (error signature and selected signal of MUXs) of 
all dies (each die have a repair register to store repair 
information of TSV between dies).  Each terminal of a TSV 
has one MUX to switch the signal path of TSV and exchange 
defective ones by redundant TSV. 

The error signature is extracted from IBIST component to 
the repair register in first step of repair process. In this 
architecture, a spare TSVs (STSV) is used to repair in case of 
one defective TSV. The MUXs is serves to switch signals that 
give more flexibility in the substitution of the faulty TSV and 
repair the crosstalk noise. Crosstalk defect is the most widely 
mentioned hindrance of 3-D. It emerges due to undesirable 
interaction between TSVs and active components like the 
MOSFET and the FinFET or among TSVs [21]. 

In the second step of repair process, two classes are 
proposed based on the number of defectives TSVs. The 
premier one is launched at the detection of unique defective 
TSV as illustrated in Fig. 4(a). The defective TSV is insulated 
and switched by redundant TSV. Fig. 4(b) and (c) describe the 
second-class, which start in case of detecting multi defectives 
TSVs based on TDMA fault tolerance technique. 

In [22] a high-speed time division multiplexing (HSTDM) 
methodology was instituted to bridge problem of high 
frequency of traffic in FPGA communication while not 
altering the delay. Furthermore, according to this new added 
HSTDM technique, no additional delay was acquired with 

strict time budgeting and user-constraints [22]. The 
introducing of the TDM technique in the aim to reduce the 
complexity of the global interconnect hardware and to reduce 
the global area and power consumption, lead to the efficiency 
very high inter-FPGA communication. The range of 
transferring data on the TSVs at very high clock frequency is 
in the scale of Giga hertz [23]. By this ability to transmit data 
in high-frequency TSV used as high-speed interconnects in 
[24] and they are served as inter-die communication interface 
in 3-D NoC [25]. 

Therefore, the high-speed characteristics of TSV can be 
exploited to design TDMA-based 3-D IC. The high-data-rate 
transfer were achieved by the design operating at high clock 
frequency for inter-die communication this lead to no extra 
delay is induced on signal path. 

The principal idea in repair using TDMA technique is to 
subdivide input bits in tow bundle. The first faulty TSV is 
switched by using the spare then the three bits of available 
TSVs is shipped from bottom to upper layer and stored in a 
FIFO. 

After that the bit of second defective TSVs are transmitted 
on fault-free ones (Fig. 4(c)). If all bits are correctly saved in 
FIFO, then it will be triggered to the output. Input data bits are 
organized in two bundles in the case of multi defectives TSVs 
that lead to increase the number of spare TSVs for each 
bundle. For example, in Fig. 4(b) there are four TSVs and one 
spare. 

 
Fig. 3. Built-in Self-Repair (BISR) architecture for TSV defect. 
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Fig. 4. Type of repair process: (a) Repair in case of one faulty TSV; (b)-(c) 

Steps of repair process in case of defectives TSVs. 

Spare TSVs for each bundle. For example, in Fig. 4(b) there 
are four TSVs and one spare. In state of two defectives TSVs, 
TDMA is exploited and then the first bundle that comprise 
three bits are send on the two fault-free and spare TSVs in the 
repair process (Fig. 5). In Fig. 4(c), three TSVs are valid to 
send the last bit, as three spare instead of one (i.e. the other 
available TSV are counted as spares). 

 
Fig. 5. Algorithm of the proposed test and repair technique. 

C. Enhanced Test Architecture for TSV Repair 

A new test structure proposed for the TSV repair in the 
aim to reduce the area distribution and the cost. As described 
in previous section, to stock the control signals of repair 
architecture a new repair register is needed. The 
reconfigurable architecture has a new register for each TSV. 
As Fig. 3 shows, repair register aims to control the switching 
of repair MUXs. This proposition is to get the control signals 
of repair MUXs in the test process by overall enable signal 
(Aij). 

Fig. 6 presents a normal test operation of 3D-IC after 
repairing component receives error signature. In this 
simulation, When error signature (error in Fig. 6) is 
“0000000”  that means there isn’t a defect in the TSVs that 
leads to the normal operation. Then data_OUT  receives 
data_IN without passing in repair component. 

The new enunciated TSV self-repair architecture is auto 
performed in chip, based on the error signature delivering by 
IBIST, which identifies faulty TSVs. The BISR include a 
control, match register/MUXs, TSV mapping unit and TSV 
spared. When the control in BISR receives the trigger signal 
or address of faulty TSVs from IBIST, the repair process will 
be started immediately. After match register/MUX receives 
the labeled localized information from signature register via a 
controller in IBIST, the information should be decoded at first 
to acquire the reallocation of defective TSVs. 
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Fig. 6. Simulation of IBISR architecture in normal operation. 

 
Fig. 7. Simulation of IBISR architecture in repairing operation. 

TSV mapping unit will repair the defective TSVs by the 
method of shifting and replacing as shown in Fig. 7 that 
presents the simulation results of the repairing method. If there 
is any defective TSV, the MUX will isolate the defective TSV 
by labeled positional information, and switch the signal to the 
neighboring TSV. In Fig. 7, the test pattern is sent in 8 bits 
from layer1 to layer 2 of 3D-IC to test TSVs. After analyzing 
data in layer 2 data test, error signature stored in repair register 
and it used to repair TSV. In this simulation, there is 
“00000001”, the bit in high-level indicates the defect location. 
For instance, the BISR uses the first type of repair process; the 
signal through the defective TSV originally will be switched 
to the neighboring TSV. The count of STSVs (spare TSVs) 
has an effect on the performance of the overall BISR scheme 
and increases the reparability in the proposed architecture. 
Moreover, the yield of 3D IC will be positively influenced. 
Using the parallel processing of IBIST and BISR will reduce 
the processing time of BISR structure. 

To compare the proposed repair architecture of TSV and 
those of existing methodology, the difference is in using the 
multiplexer (MUX) for repairing. In fact, the MUX increases 
the number of register and signal in the circuit but it has a 
good advantage. Moreover, the use of the coder makes the 
solution more flexible to move the defective TSV to another 
TSV and overcome all problem like the crosstalk defect. 

III. EXPERIMENTAL RESULTS 

The 3D-ICs based on TSV technique have been proposed 
to overcome current limitations in manufacturing process of  
IC by stacking multiple dies via hundreds to thousands inter-
die interconnection ( TSVs). New proposed technique includes 
failure affect the system reliability and yield. To improve the 
repair process, a bundle of N TSVs is divided into set with 
spare ones. This leads to a much higher number of repairable 
faulty TSVs [11]. Furthermore, in the proposed approach, the 
spare TSVs are shared among all TSV clusters, the 
reparability rate R (the probability of successful repair) for 
data bundles in the multi defective TSVs that includes the 
uncorrelated TSV faults is: 

 

Fig. 8. Impact of spare TSV number on the reparability rate. 

 
N+r

k=N

N+r
R= 1

k

k N r k

TSV TSVD D   
 

 
                (1) 

Where 
TSVD   is the failure rate for single TSV. 

Fig. 8 presents the reparability and repair group for 
growing number of spares and rates of failure for N equal to 
100 regular TSVs. For each repair group, there is one 
redundant TSV, while for two groups there are two spare 
TSVs and for ten groups there is ten spare. It can be concluded 
that the number of spare TSVs has a high impact to achieve 
higher reparability in- repair group. 

In this repair architecture of multi defectives TSVs, data is 
transmitted in two-bundles whose can increase the reparability 
of circuit. For example, a group that consist of a set of four 
TSVs with one spare and in case of two defective TSVs, 
(Fig. 9(a)) two faulty free TSVs and one spare. With this 
solution, the total of spare TSVs is four. This is because 
partition of data in two- bundle give us in the first bundle one 
spare TSVs and in the second we can use all existing TSVs 
(two faulty free ones plus the redundant TSV) as spare then 
total of spare becomes four. In addition, the same for Fig. 9(b) 
in case of set of teen TSV. 

The proposed test architecture was implemented in FPGA 
Virtex 5 ML 507 to extract the synthesis results. Tables I and 
II summarize the synthesis results of test UNIT architecture 
and the BISR, respectively. The tables show the number of 
slice registers, number of occupied Slice Lookup tables 
(LUTs), number of occupied slices and number of LUT Flip 
Flop pairs used in a various number of data bits of both 
proposed architecture. 
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(a) 

 
(b) 

Fig. 9. Reparability rate based on proposed repair methodology of group 

TSVs. 

TABLE I. SYNTHESIS RESULTS OF TEST UNIT (IBIST) 

Data Bits  

Number of 

slices 

registers  

Number of 

slices 

LUTs  

Number of 

occupied 

slices 

Number of 

LUT 

Flip Flop 

pairs used  

4  46  23  17  54  

8  82  39  29  96  

16  154  64  50  176  

32  298  115  100  339  

64  586  177  204  680  

TABLE II. SYNTHESIS RESULTS OF BISR 

Data 

Bits  

Number of 

slices  

registers  

Number of 

slices  

LUTs  

Number of  

occupied  

slices  

Number of 

LUT  

Flip Flop 

pairs used  

4 5 5 3 5 

8 9 9 5 10 

16 17 22 17 23 

32 33 47 30 48 

64 65 78 61 79 

IV. CONCLUSION 

In this paper, a novel repair process of a defective TSV in 
3D-IC is presented. The proposed technique is based on two 
complimentary methods: IBIST for test, localization of faulty 
TSV and identify a kind the defects based on error signature, 
the second technique is BISR methodology for repair process. 
This last superpose to fault tolerance techniques, redundant 
TSV, and TDMA. In addition, the defective TSVs effectively 
isolated and repaired by a neighboring TSV of the proposed 
BISR structure. In case of multi defective TSVs, existing 
technique by dividing and transmitting data in two bundles to 
increase the reparability rate is improved based on TDMA 
technique. Experimental results and discussion show that the 
great yield improvement can be achieved (100% reparability 
for 30% of failure rate) with little area overhead penalty by 
using the proposed BISR structure. 
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Abstract—Intrusion Detection and Prevention Systems (IDPSs)
are standalone complex hardware, expensive to purchase, change
and manage. The emergence of Network Function Virtualization
(NFV) and Software Defined Networking (SDN) mitigates these
challenges and delivers middlebox functions as virtual instances.
Moreover, cloud computing has become a very cost-effective
model for sharing large-scale services in recent years. Features
such as portability, isolation, live migration, and customizabil-
ity of virtual machines for high-performance computing have
attracted enterprise customers to move their in-house IT data
center to the cloud. In this paper, we formulate the placement of
Intrusion Detection and Prevention Systems (IDPS) and introduce
a model called Incremental Mobile Facility Location Problem
(IMFLP) to study the IDPP problem. Moreover, we propose
a novel and efficient solution called Adaptive Facility Location
(AFL) to efficiently solve the optimization problem introduced in
the IMFLP model. The effectiveness of our solution is evaluated
through realistic simulation studies compared with other popular
online facility location algorithms.

I. INTRODUCTION

Cloud computing has become a cost-effective model for
sharing large-scale services in recent years. Its success is due
to the attractive features offered by the underlying virtualiza-
tion concept, including portability, isolation, live migration,
and customizability of virtual machines. Popular examples of
cloud-based services are Microsoft Azure, Google AppEngine,
and Amazon Elastic Computing Cloud (EC2). Cloud services
are generally categorized into three areas: Software as a Ser-
vice (SaaS), Platform as a Service (PaaS), and Infrastructure
as a Service (IaaS). In SaaS, a third-party provider host
customer’s application over the Internet (i.e., Rackspace and
SAP Business ByDesign). In PaaS model, both hardware and
software are provided and hosted by third-party (i.e., Google
App Engine and Microsoft Windows Azure). Finally, IaaS
refer to providing virtualized computing resources, usually in
terms of VMs (i.e., Amazon EC2, GoGrid and Flexiscale).

Intrusion Detection and Prevention Systems are an essential
defensive measure against a range of attacks [44, 47]. In
enterprise networked system, IDPSs examine packets sent
over networks and trigger alerts when malicious content is
discovered and defend against attacks when prevention mode
is active. Most issues regarding security in cloud systems are
inherited by the current enterprise network [34]. Traditional

distributed IDPSs are best practice in providing security for
large scale networks. However, the deployment of distributed
IDPSs in cloud systems raise many challenges due to the
diversity of its services and the complexity of its infrastructure
[43].

Network Functions Virtualization (NFV) [1] [2] promises
a reprive from the vertically integrated hardware middlebox
model followed for decades, by advocating the use of software
Network Functions (NFs) running on commodity hardware.
This means a reduced acquisition and operational costs, flexi-
ble programability, and easier management [31] [42]. Another
orthogonal idea is the Software Defined Networking (SDN)
that advocates flexible programability in the network. This
is done by the separation of the control-plane from the data
plane and centralized logical control of the network. SDN
simplifies the overall management of the network by allowing
deeper programability of the networking devices. Leveraging
SDN in environments where NFV are used can leads to
several interesting use cases. The high precision control of
forwarding elements (switches) provided by SDN can be used
to orchestrate traffic patterns between various appliances and
NFVs across a data center [22]. In recent years, the cloud
has become a mature platform for deploying scalable and
cost effective services. With huge growth forecasts, the public
cloud industry has grown to become a multi-billion dollar
industry [6]. Combining the agility of the cloud with the
flexibility of Virtualized Network Functions (VNFs) and the
fine-grained control of SDN can bring about a new class of
cloud based services for IDPSs [13].

In this paper, we introduce a model in which infrastructure
providers support Vritual Intrusion Detection and Prevention
Systems (IDPSs) as a Service (IDPSaaS) by leveraging NFV,
SDN, and cloud. IDPSaaS services can be enabled or disabled
for tenant’s Virtual Machines (VMs) on their demands and can
be scaled up or down to cope with their service workloads.
Moreover, the deployment of multiple IDPS instances of a
network functions motivates an interesting challenge, which
we call Intrusion Detection and Prevention Systems Placement
problem (IDPSP). In order to study the IDPSP problem,
we propose Incremental Mobile Facility Location Problem
(IMFLP) based on the online facility location problem. IMFLP
takes into account the online actions, such as live migrations
in cloud, which are ignored in almost all of the existing
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models [21]. To the best of our knowledge, it is the first time
that the online version of facility location problem has been
used to study placement of IDPS. Furthermore, we present
an efficient solution for the optimization problem defined
in this model called Adaptive Facility Location (AFL). This
solution by employing online actions, such as migrations and
switches, adjusts the placement of IDPS instances to efficiently
adapt to changes in service demands. The effectiveness of
our solution is evaluated though realistic simulation studies
and empirically compared with several popular online facility
location algorithms.

The remainder of this paper is organized as follows. In
section II, we formulate the IDPSP problem and present the
IMFLP model for studying this problem. We present AFL in
section III and conduct experiments to evaluate this algorithm
in section IV. The related works are discussed in section V.
Finally, we conclude and discuss about future works in section
VI.

II. PROBLEM FORMULATION

As mentioned before, the placement module receives an
event of an arrival or leaving of a demand, and by information
and functions supported by the management module, adjusts
the placement of facilities. In this section, we introduce the
Intrusion Detection and Prevention System Placement problem
(IDPSP) in section II-A. In section II-B we formally define
our model of facility location problem that can be used for
modeling the IDPSP problem.

A. Intrusion Detection and Prevention System Placement
Problem (IDPSP)

Without loss of generality, we introduce this problem
through an example. Suppose that an infrastructure provider
offers a IDPSaaS service. From the client’s point of view, her
VMs can be installed any time, and the IDPSaaS service can be
requested and enabled for her VMs at any moment. Moreover,
VMs are different and have various service workload on
the IDPS instances (IDPSInst). Let call each unit of VM’s
workload as a demand. Thus, we can view the problem as
dynamic demands that should be served by multiple IDPSInsts.

From the view point of the infrastructure provider, enabling
this service incurs certain amount of the installation, opera-
tional, and management costs. The installation cost includes
the cost of resource consumption of a host machine on which a
IDPSInst is installed, and the cost of certain messages between
the controller and the host. In our system, all IDPSInsts are
same, and therefore the installation cost is same for all IDPSIn-
sts. The operational cost consists of the traffic processing delay
cost, and the cost of steering the traffic to the IDPSInst and
then to the destination VM. It can be shown that the cost of
steering the traffic is related to the distance between IDPSInst
and the VM. Finally, the management cost includes the cost
of certain statistics collection and syncronization messages
between the controller and the IDPSInsts. The management
cost is related to the cost of shortest path between the
controller(s) and the IDPSInst. Optimizing the management

cost is similar to the placement of SDN controllers [8] [29],
and is outside of the scope of the current paper.

Considering Figure 1, suppose that a VM exists on host
a. As illustrated in Figure 1(a), when there is no IDPSInst
enabled (the service-less case), the internet traffic travels the
shortest path from the core switch r to the host a with an
intermediate switch m. Let d(r, a) represents the cost of the
shortest path between r and a. In the service-less case, the
cost of traffic traversal is d(r, a) = d(r,m) + d(m, a). On
the other hand, as shown in Figure 1(b), when the IDPSInst
is installed on a host b (the IDPSInst enabled case), extra
costs are paid. Certain amount of b’s resources are allocated
to the IDPSInst and certain controlling messages from the
controller are exchanged with the host b (the installation cost).
This installation cost is independent of the where IDPSInsts
are located, and only depends on the number of IDPSInsts.
Moreover, IDPSInst adds certain processing delay time t, and
the traffic travels a longer path (the operational cost). Delay
time t is independent of where the IDPSInst is placed and
related to how much traffic is assigned to. Additionally, the
traffic is steered from core switch r to host b, and from host
b to the host a. In this case, the cost of the traffic steering is
d(r, b) + d(b, a) = d(r,m) + 2d(m, b) + d(m, a) (We assume
that the shortest path cost is symetric). By deducting the cost
of service-less case, the extra cost in the IDPSInst enabled
case is 2d(m, b). Because a and b are in the same level
(host level) d(m, b) = d(m, a), and therefore the extra cost
is 2d(m, b) = d(m, b) + d(m, a) = d(a, b), which is the cost
of shortest path between host a containing IDPSInst and host
b containing the VM.

There is another complexity dimension that makes the
problem even more complicated. Assignments of demands to
the IDPSInsts are not irrevocable decisions, and demands can
be reassigned to other IDPSInsts. However, these reassign-
ments are not free of charge and associated with certain costs
related to the routing reconfiguration and transferring source
IDPSInst’s internal state to the destination IDPSInst [22].
Furthermore, after assigning more demands to an IDPSInst
during the time, this IDPSInst can migrate to another location
in order to minimize its distance to the VMs and subsequently
reduce the operational costs; however, migrations are not free
and are associated with certain cost.

VM

m

a b

r

(a) Service-Less Case

VM IDPS

m

a b

r

(b) IDPSInst Enabled Case

Fig. 1. The comparison of the traffic path
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Any model describing this problem must consider the
dynamic nature of the problem, optimizing the installation
and operational cost of the IDPSInsts, and possibility of
assignments switches and IDPS migrations.

B. Increamental Mobile Facility Location Model

In this section, we introduce a new model of facility location
problem called Incremental Mobile Facility Location Prob-
lem (IMFLP) to study the IDPSP problem. Before describing
our model, we briefly describe why a new model of this
problem is needed to be formulated. The details of other
existing models will be discussed in the section V-B.

The offline model of facility location problem has been
studied comprehensively in the literature [15, 9, 40, 16].
Unfortunately, it cannot describe IDPSP, becuase this model
requires demands and their locations to be known in ad-
vanced, but in IDPSP, VMs are installed at any moment
and subsequently their demands are not known beforehand.
In other words, assignments of demands to IDPSInsts are
done without knowledge about the future demands. Hence,
the online model of this problem should be used. However, the
existing online models in the literature (as will be discussed
in section V-B) are not representative for our problem, thus
we design a new model of this problem. Our IMFLP model
relaxes certain constraints of the these models and resolve their
limitations in describing IDPSP problem to model migrations
and assignments switches.

We describe our model of facility location problem by defin-
ing the space and metrics, facilities, demands, and allowed
actions.

Space and metrics. Given a connected weighted graph
M = (V,E) representing the architecture of the data center
network, where V denotes the set of nodes (switches or hosts),
and E : V × V → R+ represents the set of network links.
Vhosts ⊂ V represents host nodes in which demands and
facilities can reside. The shortest path between two nodes
p, q ∈ V is denoted by d(p, q). We also use the notation
of d(V ′, p) to denote the shortest path between the closest
node in a subset V ′ ⊂ V to a node p ∈ V . Moreover, let
B(p, r) = {q ∈ Vhosts, r ∈ R+|d(p, q) ≤ r} indicates the
nodes within distance r to the node p (the points that lie inside
or on the ball with center p and radius r). We assume that the
distance metric is symetric and satisfies triangle inequality.

Facility. In IMFLP, a facility represent a VNF instance and
is uncapacitated. The location of a facility z in the space is
identified by the γ(z) ∈ Vhosts. We use term open or install
interchangeably for the installation of a facility. Besides, the
notation C(z) represents a set of demands that are assigned
to a facility z (z’s cluster).

Demand. A demand u denotes a unit of service workload
of a VM. Similar to a facility, the location of a demand is
given by γ(u) ∈ Vhosts, which is equal to the node that VM
resides. We use term arrive to denote that a new demand from
a VM should be served. We also assume that each VM has a
correct number of demands.

Allowed Actions. In IMFLP following actions are allowed:

• A facility can be opened in any node p ∈ Vhosts at any
time by paying the installation cost f ∈ R+. A facility
also can migrate to another location with the migration
cost k ∈ R+. we assume that k < f . Moreover, a facility
can be closed at any time, and its installation cost is
refunded. However, if any demand is assigned to that
facility, they should switched to a new facility and for
each switch, the certain amount of cost as described next
is payed.

• A demand is allowed to arrive and leave at any time in
any node p ∈ Vhosts. The migration of a VM can be
modeled by leaving of its demands and their arrivals in
the destination node. Furthermore, a demand assignment
can be switched to another facility by paying the switch
cost h ∈ R+. We assume that h ≤ k < f .

Additional notation. Please note, for a demand u and a
facility z, instead of d(γ(z), γ(u)) we simply use d(z, u) to
represent their distance. In addition, we define (x − y)+ =
max(0, x− y) for x, y ∈ R+.

The model is described as follow. Upon arrival or departure
of a demand ut at time t (the input of our model), a new
facility ω or a set of facilities can be opened, closed, or
migrated. Likewise, a subset of demands can be switched to
other facilities. Therefore, the following costs are defined at
time t:

1) Total installation cost (Cins) is the cost of installation
of a set of facilities Ft at time t.

Cins = |Ft|f (1)

Here, |Ft| denotes the number of facilities.
2) Total operational cost (Cop) represents the operational

cost of a set of facilities F .

Cop = g
∑
z∈Ft

∑
u∈C(z)

d(u, z) (2)

As shown in equation 2, this cost is defined based on
the shortest paths between facilities and their assigned
demands.

3) Total migration cost (Cmig) is the cost of migration of
a set of facilities since start time until time t.

Cmig = k
t∑
i=2

∑
z∈Fi

|γi−1(z) 6= γi(z)| (3)

In equation 3, γi(z) represents the location of facility z
at time i. Please note that term |γi−1(z) 6= γi(z)| is 1
if γi−1(z) 6= γi(z), otherwise it is 0.

4) Total switch cost (Csw) denotes the switch cost of a set
of demands Lt at time t.

Csw = h
t∑
i=2

∑
u∈Li

|φi−1(u) 6= φi(u)| (4)

Here, φi(u) represents the facility that demand u is
assigned to at time i. Note that |φi−1(u) 6= φi(u)| is
equal to 1 if φi−1(u) 6= φi(u), otherwise it is 0.
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The objective of the optimization problem in the IMFLP
formulation is to minimize the overall cost (Coveral) as defined
in equation 5.

Coveral = Cins + Cop + Cmig + Csw (5)

The IDPSP problem can be reduced to the optimization
problem defined in the IMFLP model. This optimization
problem is NP-hard (facility location problem is NP-hard,
and our online model is even more complicated than original
problem). Motivated by this observation, we developed an
online algorithm for IMFLP model.

III. ADAPTIVE FACILITY LOCATION (AFL)

In this section, we propose our solution, Adaptive Facility
Location (AFL), for the optimization problem introduced in
the IMFLP model. We introduce two novel algorithms that
use the simple idea of profit and loss for handling a demand
arrival and a demand departure.

However, before describing our model, we justify our selec-
tion over other candidate approaches. In the area of SDN, some
of ubiquitous approaches for modeling the optimization prob-
lems are the linear programming [28, 49], simulated annealing
[48, 36], and Markov approximation [30, 41]. The linear
programming approach solves an offline problem, and is not
descriptive enough to model the dynamicity and online nature
of these kind of problems. In addition, the linear programming
is known that is slow. To deal with the dynamic nature of
these optimization problems, simulated annealing and markov
approximation are used. In the simulated annealing techniques,
at each step again an offline problem is defined, and known
to be trapped in the local minimums, and might suffer from
the bad initial state. Finally, Markov chain techniques might
also affected from bad initial state and slow convergence to
the steady state.

A. Demand Arrival

Two functions namely, migration potential and installation
potential are defined to represent how far facilities and assign-
ments of demands are from the optimal or stable configuration,
and how much profit is gained by the installation or migration
of a facility, respectively. Then by comparing with the cost of
certain actions (the loss), AFL decides which action is applied.

Installation potential function (Potins) is defined as
equation 6. This function represents how much of the current
cost can be reduced by installation of a facility at a node
p ∈ Vhosts. In this equation, ut denotes a new arrived demand
at time t. Ft−1 and Lt−1 represent a set of opened facilities
and demands at time t− 1 just before arrival of ut. The first
term computes the profit of the situation where ut is assigned
to a facility that can be installed at node p against when ut
is assigned to the closest facility in Ft−1. The second term
shows that if some demands are switched to a facility that
can be installed at node p, how much the operational cost of
related to these demands will reduce (recall that each switch
incurs switch cost h).

Potins(p) = g.
((
d(Ft−1, ut)− d(p, ut)

)
+

+
∑

v∈Lt−1

(d(φ(v), v)− d(p, v)− h)+

) (6)

Migration potential function (Potmig) is defined in equa-
tion 7. This function describes how much the migration of a
facility z from its current location to a node p reduces its total
operational cost when a new arrived demand ut is assigned to
z as well. This function can be interpreted in another sense
as well. Each demand v ∈ Ct−1(z) attempts to reduce its
cost by pulling facility z toward its location γ(ut). If a new
arrival demand ut will be assigned to z, ut also tries to pull
facility z toward itself. The potential function Potmig(z, p)
represents how much z becomes more stable by migration
form γ(z) to p. In other words, z is close enough to each
demand v ∈ Ct−1 and more closer to ut in comparison to
facilities Ft−1 including z itself.

Potmig(z, p) = g.
(
d(Ft−1, ut)− d(p, ut)

+
∑

v∈Ct−1(z)

(
d(z, v)− d(p, v)

)) (7)

Algorithm 1 shows AFL algorithm (for the sake of sim-
plicity, we drop t subscript, but we insist that the presented
algorithm is run at time t). By exploiting the aforementioned
functions, AFL attempts to improve the current placement of
facilities and current assignment of demands. Upon arrival of
a new demand u, AFL considers three actions:

1) Installation action: Installation of one new facility in
the best place with the best possible switches.

2) Migration action: Migrating one of the existing facil-
ities (the best one) without any demand switches and
assigning u to this facility.

3) Assignment action: Assigning u to the nearest existing
facility.

As shown in algorithm 1, AFL computes the installation and
migration potentials. By comparing the the computed values,
AFL applies the best action. For the installation action, AFL
calculates the installation potential Potins for every point p
in the distance of f from u (B(u, f)). AFL selects the best
point ωins, which maximizes the Potins. If AFL decided to
apply this action, it switch the neighbor demands to ωins, if
this switches reduce the service cost and the deducted service
cost is bigger than switch cost h.

For the migration action, AFL computes the migration
potential Potmig for each facility z and for each point p in the
space Vhosts. Eventually, AFL chooses the best facility ωmig
to migrate to point ρ that maximizes Potmig .

Ultimately, AFL decides which action is applied. The
installation action is considered first. If it is beneficial
(Potins(ωins)− f > 0), and its profit is greater than best mi-
gration action (Potmig(ωmig, ρ)−k), AFL applies the installa-
tion action. Otherwise, the best migration action is considered.
If this migration is beneficial (Potmig(ωmig, ρ) − k > 0),
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Algorithm 1 AFL-Demand Arrival
F ← ∅;L← ∅;
for all new demand u do

L← L ∪ {u};
ρins ← arg maxp∈B(u,f){Potins(p)};
pins ← Potins(ρins);
ωmig, ρmig ← arg maxz∈F,p∈Vhosts/{γ(z)}{Potmig(z, p)};
pmig ← Potmig(ωmig, ρmig, u);
if (pins − f > 0) ∧ (pins − f ≥ pmig − k) then

ωins ← open a facility at ρins
F ← F ∪ {ωins}
Switch facility of each demand v ∈ L/{u} if

d(φ(v), v) > d(ρins, v) + h;
Assign u to the nearest facility;

else if pmig − k > 0 then
Assign u to ωmig;
Migrate ωmig to point ρmig;

else
Assign u to the nearest facility;

end if
end for

AFL applies this action. Otherwise, it assigns u to the nearest
facility.

B. Demand Departure

Similar to the case of demand arrival, AFL defines closing
potential and migration potential functions to represent how
far the current configuration of a facility whose demand
departures is from the stable configuration. Let u′t denotes a
demand departuring at time t, and z = φ(u′t) represents the
facility to which u′t was connected at time t − 1 just before
departure.

Closing potential function (Potcls) is defined in equation
8. This function denotes the profit of closing a facility and
switching its demands to the closest facilities.

Potcls(z) = g
∑

v∈Ct−1(z)/{u′t}

(
d(z, v)− d(Ft−1, v)− h

)
(8)

Migration potential fucntion (Pot′mig) for the departure
of a demand is defined by equation 9. It can be interpreted
exactly same as the migration potential for a demand arrival.

Pot′mig(z, p) = g
∑

v∈Ct−1(z)/{u′t}

(
d(z, v)− d(p, v)

)
(9)

AFL for the departure considers two actions:
1) Closing action: Closing facility z and assigning each of

its demands to the closest facility in Ft−1/z.
2) Migration action: Migration of facility z to another

location to serve Ct−1(z)/u′t more efficiently.
Algorithm 2 represents AFL’s algorithm for handling a de-

mand departure. For the sake of simplicity, we omit subscript
t from the notation. AFL computes the closing potential of

Algorithm 2 AFL-Demand Departure
z ← φ(u′);
pcls ← Potcls(z);
ρmig ← arg maxp∈Vhosts

{Pot′mig(z, p)};
p′mig ← Pot′mig(z, ρmig);
if (pcls + f > 0) ∧ (pcls + f > p′mig − k) then

Switch facility of each demand v ∈ C(z)/{u′} to the
closest facility in F/{z};

Close facility z;
F ← F/{z};

else if p′mig − k > 0 then
Migrate z to point ρmig;

end if
L← L/{u′}

facility z serving u′ and the best migration potential. First,
AFL considers the closing action. If closing z is beneficial
(pcls + f > 0) and is more profitable than migration action
(pcls+f ≥ p′mig−k), AFL applies this action. Otherwise, the
migration of z is considered, and if this action is profitable
(p′mig − k > 0), AFL migrates z to ρmig . If none of closing
and migration actions are beneficial, AFL only remove demand
u′ from the list of demands.

IV. EXPERIMENTS

We evaluated the effectiveness of our placement algorithm
in several simulation studies. We implemented our AFL algo-
rithm in a discrete event simulator and compared it to other five
popular algorithms namely: FFL [19], AFL [18], OPTFL [17],
RFL [38], and SNFL [20]. The details of these algorithms will
be discussed in section V. The OPTFL, AFL, and FFL algo-
rithms have certain input parameters. We ran these algorithms
for miscellaneous values of parameters and did not observe
substantial difference. Ultimately, their input parameters were
set to the values suggested by their authors, specifically for
OPTFL α = 10 [17], for AFL α = 18, β = 8.0, ψ = 4.0 [18],
and finally for FFL x = 19

8 [19].
In the last decade a tremendous research has been done to

search for an efficient and inexpensive data center networks
(DCN) architecture. Several architectures like fat-trees [3],
VL2 [24], Portland [39], BCube [25] and DCell [26] have
been proposed to address different challenges of current DCN
architectures such as scalability, agility, and reconfigurabil-
ity. For the experiment, we select Al-Fares et al. fat-tree
[3] architecture. This architecture is one of the well known
DCN architectures [27] [37] [7]. Fat-trees are more scaleable
and reliable than conventional tree-based architectures. This
topology allows us to leverage identical cheap commodity
switches in the all communication layers. In the theory, the
over-subscription ratio of this rearrangeable architecture is
1 : 1, which means that this architecture is non-blocking;
however, in the practice preventing packet reordering might
make it difficult to guaranty non-blocking network. The fat-
tree topology proposed by [3] is a k-ary tree in which k
denotes number of ports and number of pods. This topology
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Fig. 2. The fat-tree architecture for 4 pods (k = 4)

connects homogeneous switches with the same number of
k ports. As depicted in Figure 2, the Al-Fares’s fat-tree
consists of three switch layers. At the highest level, there
are (k2 )2 core-switches. Each core-switch is connected to all
k pods (i-th port of a core-switch is connected to the i-
pod). A pod contains k switches (k2 aggregation-switches and
k
2 edge-switches). At the second level, aggregation switches
are connected to k

2 of core-switches upward and k
2 edge-

switches downward. Furthermore, each aggregation-switch is
only connected to edge-switches that are in the same pod.
At the third level, edge-switches are linked to the k

2 hosts
dipping and k

2 aggregation-switches mounting. There are k3

4
hosts which are located in the leaves of this architecture. For
all experiments, the oversubscribing ratio was set to 1 : 1,
which means that this architecture is non-blocking.

The demands are generated randomly (only in the leaves)
from the uniform and normal distributions. The mean and
standard deviation parameters of the normal distribution were
set to 0.5 and 0.1, respectively, and each generated value
was multiplied by the number of leaves and a demand was
generated at the position of the result. Moreover, in all exper-
iments, the value of parameter g was set to 1. All algorithms
receive one demand at a time and reconfigure the placement
of the facilities to serve this demand upon its arrival. The
costs of installation, migration, and switch for all algorithms
are collected. For each configuration, the average of 10 tests
has been reported as the final result. We have conducted
three experiments to evaluate the the behavior of AFL under
different circumstances.

A. Impact of Number of Demands

In this experiment, the impact of number of demands on
the behavior of AFL is examined. As depicted in Figure 3,
five tests for 1024, 2048, 3072, 4096, and 5120 number of
demands for uniform (Figure 3(a)) and normal distribution
(Figure 3(b)) are conducted. We assign 6, 2, 1 for f , k and h,
respectively. The idea behind choosing these values is that we
assume that the cost of installation of a facility f is always
greater than the cost of migration k and switching h, and the
cost of migration is equal or greater than the cost of switching.
Moreover, The space is the fat-tree with 1024 hosts. For each
test, each algorithm receives one demand at a time and returns
a placement of facilities.

TABLE I: AFL’s Costs
Demands Facility Service Switch Migration Total
64 97.30% 2.70% 0.00% 0.00% 584.8
128 95.51% 4.43% 0.04% 0.02% 1667.7
256 92.40% 7.37% 0.15% 0.08% 3551.9
512 87.54% 11.66% 0.42% 0.38% 6525.8
1024 72.19% 24.36% 2.15% 1.30% 12798.7

Note: We omit word cost from the headers. For instance, by the Facility we
mean Facility Cost

As shown in Figure 3, the total cost of all algorithms in
the uniform distribution are considerably greater than normal
case. The reason is that in the uniform case the demands
spread in more hosts in comparison to the normal distribution
that demands tend to arrive in the middle hosts. As depicted,
AFL outperforms all other algorithms in all cases for both
distributions. The average of overall costs of AFL is 11.82%
and 14.46% lower than the second best algorithm in the case
of uniform and normal distributions, respectively.

B. Impact of Number of Hosts

In this experiment, the impact of number of hosts is studied.
Fat-trees with 64 (k = 8), 250 (k = 10), 432 (k = 12), 686
(k = 14), and 1024 (k = 16) hosts are generated and employed
as the space for each test. In each test, 1024 demands are
generated from uniform and normal distributions. Similar to
the previous experiment, values of f , k, and h are set to 6, 2,
and 1, respectively.

Figure 4 depicts the results of this experiment. Figures 4(c)
and 4(d) represent the results for the uniform and normal
distribution, respectively. Similar to the previous experiment,
the total costs in the uniform case is noticeably greater than the
normal case. As shown, AFL outperforms the other algorithms
in both distributions and in all cases. The total cost of AFL
is lower than the second best algorithm by the average of
14.16% and 15.66% for the uniform and normal distributions,
respectively.

The different costs of AFL for the uniform generated
demands are shown by table I. Facility and service costs are
the most significant part of the overall cost. By increasing
the number of demands, the migration and switching costs
increase. In the case of 64 demands, AFL does not migrate or
switch, however, when the number of demands increase, AFL
migrates certain facilities and switch some of demands in order
to reduce the total cost. For instance, the switch and migration
costs is 3.45% of the total cost for the 1024 demands. It means
that AFL by paying small amount of migration and switch cost
saves a significant amount of the facility and service cost. In
the case of 1024 points, AFL pays 2914.2 lower than the best
second algorithm by paying extra 441.5 migration and switch
cost in the average.

C. Impact of Cost Parameters

In this experiment, the impact of the costs parameters (f ,
k, and h) is investigated. For all tests, the space is fixed
to the fat-tree with 1024 hosts (16-ary tree). Note that in
this k-ary tree, the maximum distance between two points
is 6 (Please note that we fixed the value of g to 1 in all
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Fig. 3. Impact of Number of Demands

0

5000

10000

15000

20000

25000

30000

1024 2048 3072 4096 5120

To
ta

l
C

os
t

Number of Demands

SNFL
AFL

OPTFL
FFL
IFL

RFL

(a) Uniform Distribution

0

2000

4000

6000

8000

10000

12000

14000

16000

1024 2048 3072 4096 5120

To
ta

l
C

os
t

Number of Demands

SNFL
AFL

OPTFL
FFL
IFL

RFL

(b) Normal Distribution

0

1000

2000

3000

4000

5000

6000

7000

128 250 432 686 1024

To
ta

l
C

os
t

Number of Points

SNFL
AFL

OPTFL
FFL
IFL

RFL

(c) Uniform Distribution

0

500

1000

1500

2000

2500

3000

3500

4000

4500

128 250 432 686 1024

To
ta

l
C

os
t

Number of Points

SNFL
AFL

OPTFL
FFL
IFL

RFL

(d) Normal Distribution

Fig. 4. Impact of Number of Hosts

experiments). Similar to the previous experiment, demands
and facilities are located in the hosts. In particular, we vary
the cost of installation, switch, and migration to investigate
the impact of these parameters on the performance of our
algorithm compared to others. We strictly specify that the cost
of switching h to be always less or equal than the cost of
migration k but cannot exceed the facility installation cost
f (i.e, f < k ≤ h). We run several tests for low, medium,
and high values of f , k and h. Specifically for the facility
cost f , 2, 4, 6 are considered as low, medium and high values,
respectively. For the migration cost k, the values 1, 3, 5 and
for the switch cost h, the values 1, 2, 4 are selected as the low,
medium and high values, respectively. Ultimately, 10 different
configuration of values for the cost parameters are examined.
Furthermore, we select the number of demands from 1024,
2048, 3072, 4096, 5120 and randomly place them on leaves
based on normal and uniform distribution. Figure 5 shows the
overall cost of our algorithm compare to others when changing
the installation, switch, and migration cost parameters.

Figures 5(a), 5(b), 5(c), 5(d), and 5(e) represent the results
of tests for 1024, 2048, 3072, 4096, and 5120 demands,
respectively. As shown, for all configuration of cost values

in all tests AFL outperforms the other algorithms except for
the three configurations of cost values, 651, 652, and 654 in
Figures 5(a), 5(b). However, as can be seen in figures 5(c),
5(d), and 5(e), by increasing the number of demands, AFL
again outperforms the other algorithms in these configurations
as well. It seems that by increasing the number of demands,
AFL converges to the more stable configuration and performs
more efficient.

D. Evaluation of Demand Departure

In this experiment, we examine the behavior of our solution
for demand departures. Because we did not find any online
algorithm in the literature considering demand departures, we
compared our algorithm with a famous offline facility location
greedy algorithm with approximation ratio of 1.61 [32]. The
same configuration as experiments for the impact of number
of demands and number of hosts (sections IV-A, IV-B) are
used. A fat-tree with 1024 hosts, and values of 6, 2, 1, and 1
for parameters f , k, h, and g, respectively.
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V. RELATED WORKS

A. Existing Systems

Network Function management solutions in the existing lit-
erature can be classified in to two separate groups. 1) Systems
that deal with NFs that are deployed on pre-designated static
hardware. These include systems such as CoMB [45], SIMPLE
[42], xOMB [5] and PLayer [33]. 2) Systems that deal with
VM based NF deployments, such as Stratos [23].

Static NF deployments are a step up from the traditional
NFs, and introducing software based NFs within pre-placed
commodity or specialized hardware. This gives such NFs the
ability to use the best of both software and hardware world:
multiple NFs can co-exist on the same high speed hard-
ware and work in a coordinated manner to provide superior
performance [45]. Since the NF itself is in software, it is
easy to update and maintain. The hardware can also evolve
independently of the software as the hardware and servers
on which the NFs are hosted can be upgraded and replaced.
This comes at price - the location of the NF, due to its rigid
placement, might not always be ideal. The demand for NFs is
not always uniformly distributed with in the data center [23].

B. Facility Location Problem

Facility Location Problem (FLP) is one of the well-known
problems in the location theory. This classical optimization
problem is concerned with optimal locations of certain facil-
ities to minimize the cost of providing service to demands
[46] with the offline settings. This problem is known to
be NP-Hard, and several approximation algorithms has been
developed for this problem [46]. The best known algorithm

TABLE II: Algorithms for OnFLP and IncFLP models

Algorithm Competitive Ratio Time complexity a
Adversarial Random

RFL O(log n)b 8 Ω(logm)c

OPTFL O( logn
log logn ) - O(m2 + log dmax)d

SNFL 4 log n+ 1 + 2 - O(m|M ||F |)
IFL O(1) O(1) O(mm′|Fmax|)e

FFL 14 O(1) O(m|Fmax|)
a The complexity of processing mth demand
b n is the number of all demands
c The number of demands at time t
d dmax is maximum distance in the space
e Fmax denotes the maximum number of facilities opened by

the algorithm

is proposed by Li et al. [35] and achieves 1.448 approxima-
tion ratio. In addition, several models of this problem with
offline settings have been defined in the litereture. Farahani
and Hekmatfar [15] provided extensive review of different
models of offline FLP, and Boloori Arabani and Farahani [10]
overviewed the dynamic models.

Unfortunately, none of the above models are not applicable
for our problem, becuase they do not consider the online
nature of the problem. Hence, we focus on online models of
FLP. Fotakis [21] overviewed the online models of FLP and
identified two major models of online version of FLP, namely
Online Facility Location Problem (OnFLP) and Incremental
Facility Location Problem (IncFLP). In addition, some of the
other relaxed version are discussed here. Table II represents
the well-known algorithms, and their competitive ratios for all
models.

1) Online Facility Location Problem: Meyerson et. al.
[38] for the first time designed the Online Facility Location

www.ijacsa.thesai.org 278 | P a g e

Note: Please note that x-axis in the figures represent different values for f, k, h  as the first, second, and th ird digit, respectively. For instance, 652 represents 
6, 5, and 2 for f, k, and h, respectively.

Fig. 5. The total costs of the algorithms for the different values of f, k, and h for 1024 leaves



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 7, 2018

Problem (OnFLP). In OnFLP, demands come one at a time
and each demand is irrevocablely assigned to a facility upon
its arrival; however the location of demands and facilities are
not change during the time. Meyerson also proved that there
is no algorithm that can be constant competitive against an
adversary.

a) Random Facility Location Problem (RFL): Meyerson
also proposed the first algorithm for OnFLP [38] called Ran-
dom Facility Location (RFL). RFL is pretty straightforward for
the uniform facility cost. Upon arrival of each new demand
ut, RFL opens a facility with probability min{1, d(Ft−1,ut)

f }
in location γ(ut).

b) Optimal Facility Location Problem (OPTFL): The
first deterministic algorithm for OnFLP is Optimum Facility
Location (OPTFL) proposed by Fotakis [17], which achieves
to the optimum competitive ratio for OnFLP. OPTFL defines
the unsatisfied demands L that contains demands no having
contributed in opening a new facility. Each v ∈ L at time t
contributes in opening a facility by d(Ft−1, v). OPTFL marks
each new arrived demand ut as unsatisfied and appends ut to
L. S = B(ut,

d(Ft−1,ut)
α ∩ L) is a set of unsatisfied demands

that are close to ut. The potential function of S is defined
by P (S) =

∑
v∈S d(Ft−1, v). If P (S) < f , OPTFL opens

no facility and assign ut to the nearest facility. If P (S) ≥ f ,
then the algorithm opens a new facility in a location ω ∈ S
and removes S from L (L = L/S). The location ω is the
center of the smallest radius ball S′ ⊆ S whose potential
P (S′) ≥ 1

2P (S).
c) Simple Non-Uniform Facility Location (SNFL): Sim-

ple Non-Uniform Facility Location (SNFL) [20] uses the same
idea of OPTFL [17], but this algorithm defines the potential
function in a different way. There are no unsatisfied demands,
and for each point z (either demand or facility) at time step t,
the potential function is p(z) =

∑
v∈L(d(Ft−1, v)−d(z, v))+

in which L denotes the set of previous demands and also the
new arrived demand ut. Upon arrival of demand ut, SNFL
adds ut to L, computes potential p(z) for all z ∈ M , and
finds the point ω maximizing p(ω)− fω . If p(ω) > fω , SNFL
opens a new facility at ω (Ft = Ft−1 ∪ {ω}) and assigns ut
to ω. If p(ω) ≤ fω then SNFL does not open any new facility
and assigns ut to the nearest existing facility.

2) Increamental Facility Location Problem (IncFLP):
Motivated by the framework of incremental clustering [11]
and incremental k-median [12], Incremental Facility Location
Problem (IncFLP) is developed. In contrast to ONFLP, two
existing facilities and corresponding demands clusters can be
merged in this model. A merge rule procedure determines
whether two facilities will be merged. When a new demand
ut arrives, the algorithm applies a facility-opening rule and a
merge rule to determine whether a new facility opens, and two
existing facilities will be merged.

a) Incremental Facility Location (IFL): Incremental
Facility Location (IFL) [18] is the first algorithm proposed
for the IncFLP model. IFL introduced a new concept merge
ball B(ω,m(ω)) for each facility ω, in which m(ω) is the
merge-radius. IFL also defines C(ω) and Init(ω). In fact,

Init(ω) is a set of demands initially assigned to a just opened
facility ω, and C(ω)/Init(ω) are demands that initially are
assigned to other facilities different from ω, and gradually
are assigned to ω by the merge rule (m(ω) ⊆ C(ω)).
Moreover, IFL makes sure that no merge operation increase
the total service cost of the demands in Init(ω) intensely.
Hence, it keeps m(ω) decreasing by maintaining invariant
|Init(ω) ∪ B(ω, m(ω)

ψ )|.m(ω) lower than or equal to βf , in
which ψ and β are appropriate positive constant integers.

3) Relaxed incremental Facility Location Problem (RFLP):
Fotakis [19] suggested another model for FLP that is similar

to IncFLP, though the demands can be reassigned to a nearest
facility. We call this model Relaxed incremental Facility
Location Problem (RFLP).

a) Fast Facility Location (FFL): Fast Facility Location
(FFL) [19] introduces the final distance function used for
the merge rule. The final distance for each facility ω and
a point p is defined as g(ω, p) = d(ω, p) + 2m(ω). In this
definition m(ω) denotes ω’s replacement distance. For a point
p and a facility set F , the replacement distance is g(F, p) =
minω∈F {g(ω, p)}. FFL works as follows. When a new de-
mand ut arrives, the algorithm computes δ = g(Ft−1, ut) and
opens a new facility ω in the location of ut with probability
of min{1, δ

xf }. If ω opens, the replacement radius m(ω) is
set to min{xf,g(Ft−1,ut)}

6 . Then, FFL considers every facility z
which ω is inside B(z,m(z)), and merges z with ω. Notice
that the demands assigned to these facilities will be reassigned
to the nearest facility, not necessarily to ω.

4) Comparison of IMFLP with the other works: It is worth
noting that our formulation of IMFLP is different from OnFLP,
because assignment decisions and locations of facilities can be
changed. Furthermore, the difference the incremental version
[19] is that switch a demand to any other facility is allowed in
the IMFLP model. Regarding the RFLP, switches are allowed
but is free of charge. Finally, [14, 4] are the most similar model
to ours, however; they assumed that the number of demands
is fixed and known in advance, and they just change their
locations.

VI. CONCLUSION AND FUTURE WORKS

We formulated the Intrusion Detection and Prevention Sys-
tems Placement (IDPSP) problem for cost-effective support
as services in Cloud-based environment. Incremental Mobile
Facility Location Problem (IMFLP) model was proposed to
study this problem, and Adaptive Facility Location (AFL)
solution was presented and evaluated for solving the optimiza-
tion problem in this model. For the future works, we plan
to implement this system as a real cloud service. Moreover,
we intend to improve upon the proposed placement model.
Certain constraints have been ignored in the formulation of
the optimization problem in the IMFLP model for the sake
of simplicity. We plan to add these constraints in the future
model to make IMFLP model more applicable.
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Abstract—One-way carsharing system is a mobility service
that offers short-time car rental service for its users in an
urban area. This kind of service is attractive since users can
pick up a car from a station and return it to any other station
unlike round-trip carsharing systems where users have to return
the car to the same station of departure. Nevertheless, uneven
users’ demands for cars and for parking places throughout the
day poses a challenge on the carsharing operator to rebalance
the cars in stations to satisfy the maximum number of users’
requests. We refer to a rebalancing operation by car relocation.
These operations increase the cost of operating the carsharing
system. As a result, optimizing these operations is crucial in
order to reduce the cost of the operator. In this paper, the
problem is modeled as an Integer Linear Programming model
(ILP). Then we present three different car relocation policies
that we implement in a greedy search algorithm. The comparison
between the three policies shows that car relocation operations
that do not consider future demands do not effectively decrease
rejected demands. On the contrary, they can generate more
rejected demands. Results prove that solutions provided by our
greedy algorithm when using a good policy, are competitive with
CPLEX solutions. Furthermore, adding stochastic modification
on the input data proves that the results of the two presented
approaches are highly affected by the input demand even after
adding threshold values constraints.

Keywords—Carsharing; car relocation; ILP; greedy algorithm;
CPLEX; green city

I. INTRODUCTION

It is straightforward that convenient transportation systems
are crucial for supporting the economic development of cities
[1], [2]. Generally, people in urban areas commute using
different modes of transportation, such as public transport
buses, trains, taxis, private cars, bikes, etc. Private cars are
more attractive to users for their high flexibility and comfort.
However, the increasing number of private cars has serious
consequences related to environment issues, traffic and parking
congestion [3]. Then, numerous efforts have been made to
motivate people to use more sustainable modes of transporta-
tion like biking, walking or the use of public transportation
facilities when possible. In June 2007, Vélib was successfully
launched in Paris. 20,000 self-service bikes were deployed
over 1500 stations [4]. Within the first year, the number of
subscribed members exceeded 200,000 members and the bikes
have been used 26 million times. The success of this system

has motivated cities all over the world to adopt this idea
of sharing vehicles, which includes carsharing, bikesharing
and other vehicle sharing concepts. Carsharing is one of
the innovative solutions that can contributes in promoting
sustainable car use. Many studies stated that private cars
spend most of their time parked, since many car owners use
their cars occasionally. Thus, in this case, one shared car can
replace many private owned ones. Carsharing offers on demand
access for cars distributed in a defined urban area. Therefore,
carsharing systems offer the benefits of owning a private car
without actually having to buy it. Carsharing is based on the
model of Pay As You Go service, so users do not have to afford
all the fees of owning a car like insurance and maintenance,
they just pay during the time they access the service as an
alternative of ownership in a market shift as predicted in “the
age of access” [5]. Usually, users of this kind of systems rent
cars for short periods of time. It is a complementary solution
for the existing public transportation facilities. It offers the
comfort and flexibility of private cars and the reduced costs of
public transportation. According to Navigant Research, global
carsharing service revenues will grow up to US$6.2 billion
by 2020 [6]. This kind of system has been implemented
since the end of forties in Europe [7]. However, they were
not successful since it was not easy to monitor the system
and protect it from vandalism. Thanks to the advances in
Information and Communications Technology (ICT), better
facilitation, monitoring and management of reservations and
payment operations of these systems have become available
[8]. System operators and users are able to locate the stations
and check the availability of vehicles in real time. In our
study, we are dealing with one-way carsharing systems. Unlike
round-trip carsharing systems, one-way carsharing systems
allow users to take a car from a station and to drop it off
in any other one. Although the one-way option makes the
system more attractive to users, carsharing operators encounter
difficulties in maintaining enough numbers of vehicles in
stations to satisfy user demands. If stations are full, users who
want to drop off their cars at the destination station cannot find
a free parking place. On the other hand, user demands to take a
car from empty stations will not be satisfied. If this imbalance
problem occurs frequently, system clients lose their enthusiasm
for using the service since it is not reliable and available when
they need it. Recently, vehicle-sharing systems have generated
a great interest of research in its different majors to solve

www.ijacsa.thesai.org 281 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 7, 2018

the problems that arise upon operating these systems. We
will focus in this paper on the problem of car relocation in
order to meet user demands. In one-way carsharing systems,
the relocation problem is technically more difficult than the
relocation problem in bikesharing systems. In the latter, we can
use a truck to move several bikes at the same time, while we
cannot do this in carsharing system because of the size of cars
and the difficulty of loading and unloading cars. This paper
presents an exact approach for the relocation problem in one-
way carsharing system, followed by a heuristic approach using
a greedy search algorithm. The focus is on providing different
analysis and results to highlight the particular aspects related
to this problem. In the literature, papers do not emphasize on
the workload and cost of employees recruited to locate cars
between the stations. The objective in this paper is to bring the
attention to the complexity of these operations and to provide
different analysis for this problem. This paper is structured as
follows. The next section presents a practical example for the
relocation problem. This is followed by the formulation of an
Integer Linear Programming model for the problem. Then, the
platform and mobility data used for this study are described.
After that, a greedy algorithm and three relocation policies
are explained. Different results and analysis are presented in
Section VI. Finally, conclusion and future works are provided.

II. LITERATURE OVERVIEW

In the literature, we find many papers dealing with the
relocation problem in one-way carsharing system. In 1999,
Barth et al. developed a simulation model performance analysis
of a multiple stations shared-use vehicles [9]. They found
that the carsharing system is most sensitive to vehicle to trip
ratio, to the relocation algorithm, and to the charging policy
used in case of electrical vehicles. Other papers proposed that
carsharing operators can involve users in the system to relocate
cars [10], [11]; despite the fact that this technique was fruitful
in alleviating the imbalance problem, it highly depends on
clients participation, which is obviously not always guaran-
teed. Mitchel et al. proposed dynamic pricing for mobility-
on-demand systems which include carsharing [12]. A price
incentive strategy is used to motivate users to change their
origin or destination stations to other stations near to them
based on system needs. In a different study, a decision support
system is presented by [13] to help carsharing operators to
decide the values of operating parameters in a near-optimal
way. Tuning these parameters reduces, between 37.1% and
41.1%, the number of relocation operations, it decreases the
staff cost of 50%. It also reduces the zero vehicle-time between
4.6% and 13.0%. The author in [14] presented a multistage
stochastic linear integer model with recourse for dynamic
decision-making problem of vehicle allocation. They optimize
trip selection in a way that the operator accepts or refuses
trips reservations that maximize the profit of the carsharing
system. Results showed profit increase but the model was not
applied on real network and under real conditions. In [15], the
author proposed stochastic mixed-integer programming model
to minimize the cost of cars relocation operations in a way
that satisfy p-proportion of all near-term demand scenarios.
The study used historical data originated from the Intelli-
gent Community Vehicle System (ICVS), which is no longer
operational. Authors proved the robustness of the solutions
through simulations that consider stochasticity in generating

redistribution plans.

III. RELOCATION PROBLEM IN A PRACTICAL EXAMPLE

This paper is dealing with one-way carsharing systems,
which consists of many stations scattered in an urban area.
A station has a predefined number of parking spots for its
users. System users can take a car from a station and return it
to any other station. When a user arrives at an empty station
to drive a car, his request will be rejected. On the other side
when a user wants to return a car to a station that is full,
his request will be rejected as well. Users expect that cars
are always available in stations when they need it, and they
expect to find a free parking place at the destination station
when they want to return the rented car as well. However,
maintaining this level of service is not an easy task. This should
be done by employees recruited to redistribute cars between
the stations; in the following, we refer to these employees
by “jockeys”. However, when the operator fails to solve this
imbalance problem, users tends to abandon the system, which
leads to potential system failure. We modeled our one-way
carsharing system by a simple time-space network. To simplify
the idea, an example of a simple carsharing system is provided
below. Table I shows how many vehicles are available avit in
each station i for each time step t. We have three stations
S1, S2 and S3. At time t = 0, we have the initial number of
available vehicles in each station. Table II shows the number
of cars outit that users would like to rent by station and by
time step. Table III shows the number of cars init that users
would like to return to each station at each time step. In Table
IV, we see the number of rejected user demands to take a
car because a station is empty outrit while Table V shows the
number of rejected demands to take a car because a station
is full inr

it
for each time step. In this example, we consider

that a station can host at most five cars. It is obvious that the
values in these five tables must be non-negative. The input for
the system consists of the initial number of available vehicles
at t = 0 and the values in Tables II and III. While all other
values are calculated based on the aforementioned input. To
get the number of available cars, we use this equation:

avit = avit−1
+ (init − inr

it
)− (outit − outrit) (1)

In (1), available vehicles in station i at time t is equal to
the number of available vehicles at the same station in the
previous time step added to the number of arriving cars to the
same station at time t minus the number of cars that could not
be returned because the station is full. Then, we subtract the
number of cars that go out of the station minus the number of
rejected requests to take a car out of the station because there
is a lack of cars.

TABLE I. NUMBER OF AVAILABLE CARS

t 0 1 2 3 4 5 6 ... T

S1 2 2 3 3 3 4 5 ... ...

S2 4 2 2 1 0 0 0 ... ...

S3 3 3 4 4 5 3 3 ... ...

As we can see in Table IV, we have one rejected demand in
station S2 at time t = 6. This rejected demand occurs because
station S2 does not have any vehicle at t = 5 and there is one
request for vehicle at t = 6. On the other side, we see in Table
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TABLE II. NUMBER OF REQUESTS FOR DEPARTING CARS

t 0 1 2 3 4 5 6 ... T

S1 0 0 0 0 0 0 0 ... ...

S2 0 2 0 1 1 0 1 ... ...

S3 0 0 0 0 0 2 0 ... ...

TABLE III. NUMBER OF REQUESTS FOR ARRIVING CARS

t 0 1 2 3 4 5 6 ... T

S1 0 0 1 0 0 1 2 ... ...

S2 0 0 0 0 0 0 0 ... ...

S3 0 0 1 0 1 0 0 ... ...

TABLE IV. NUMBER OF REJECTED DEMANDS BECAUSE OF AN EMPTY
STATION

t 0 1 2 3 4 5 6 ... T

S1 0 0 0 0 0 0 0 ... ...

S2 0 0 0 0 0 0 1 ... ...

S3 0 0 0 0 0 0 0 ... ...

TABLE V. NUMBER OF REJECTED DEMANDS BECAUSE OF A FULL
STATION

t 0 1 2 3 4 5 6 ... T

S1 0 0 0 0 0 0 1 ... ...

S2 0 0 0 0 0 0 0 ... ...

S3 0 0 0 0 0 0 0 ... ...

V that we have one rejected demand in station S1 at time t
= 6 since this station has four vehicles at t = 5 and there are
two requests to return cars at t = 6.

IV. ILP FOR THE RELOCATION PROBLEM

We adapted the car relocation model presented in [13] to
our study. Thus, a two dimensional time-space matrix N × T
is used to model the relocation problem, N stands for the total
number of stations S = {1, 2, .., N} and T is the number of
time steps during a day starting from 1 to T . Each element of
the matrix represents a station Si at time t. For each station
s ∈ S we generate T nodes to represent that station at each
time t. Then we put all the S × T nodes in one row vector
V = (11, ..., 1T , ..., N1, ..., NT ). An employee has three sorts
of activities:

1) Relocating: is the action taken by the jockey to move
a car from a station i to another station j.

2) Moving: is the action taken by the jockey to move
himself from his current station to another station in
order to begin a relocation activity.

3) Waiting: when the jockey is not involved in relocating
or moving activities we say that the jockey is waiting.

Therefore, to represent these activities three sets of arcs are
generated in the time-space network. An arc a1 is constructed
for each node it ∈ V , to represent a waiting activity between
it and it+1; this set is called A1 = {..., a1(it, it+1), ...}. Also,
N−1 arcs a2 are constructed for each node it in V , to represent
the move activity from station i and station j, ∀ i, j ∈ S, i 6= j,
from time t to time t+ tij where tij stands for the number of
time steps required to move from station i to station j; this set
is named A2 = {..., a2(it, jt+tij ), ...}. likewise, N −1 arcs a3
are built to represent relocation activities, this set is denoted

A3 = {..., a3(it, jt+tij ), ...}. The staff that is responsible for
these activities is denoted by a set E = {1, ..., e, ...,W}, W
represents the number of recruited employees. An ILP Model
is formulated for the relocation problem. Six different decision
variables are declared:

• ue: When an employee e is used at least once during
the day, its associated binary variable takes the value
1, while it takes the value 0 otherwise.

• waiteitit+1
: When an employee e is involved in a

waiting activity at station i from time t to t + 1,
the associated binary variable is assigned the value
1, while it remains 0 otherwise.

• moveeitjt+tij
: When an employee e is involved in a

moving activity from the set A2, the associated binary
variable is assigned with the value 1, while it remains
0 otherwise.

• releitjt+tij
: When an employee e is involved in one

of the relocation activities within the set A3, the
associated binary variable is assigned the value 1,
while it remains 0 otherwise.

• outrit : This variable can be assigned with integer val-
ues. It represents the number of rejected user demands
to rent a car from station i at time t.

• inr
it

: This variable can be assigned with integer val-
ues. It represents the number of rejected user demands
to give back the rented car to a station i at time t.

On other side, the input parameters for the ILP are listed
below:

• avi0 : Represents the number of available cars in
station i at time 0.

• outit : Represents the number of requests to rent a car
at time t from station i.

• init : Represents the number of requests to give back
a car at time t to a station i.

• pi: Represents the number of parking spots in a station
i.

• cij : Denotes the estimated cost of a relocation or
moving activity from a station i to station j.

• ce: Denotes the estimated cost of an employee during
a day.

• cin: Stands for the estimated cost of the rejection of
a demand to give back a vehicle to a station.

• cout: Stands for the estimated cost of the rejection of
a demand to rent a vehicle from a station.

Also, one dependent variable is used:

• avit: Denotes the remaining available cars at station i
at time t.

The relocation problem can be modeled by the ILP model
below:
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Min Z = cij(
∑

(it,jt+tij
)∈A3

∑
e∈E

moveeitjt+tij

+
∑

(it,jt+tij
)∈A4

∑
e∈E

releitjt+tij
)+ cout

∑
it∈V

outrit

+cin
∑

it∈V

inr
it
+ ce

∑
e∈E

ue

(2)

Subject to:∑
i∈S

waitei1i2 +
∑

i,j∈S
i6=j

moveei1j1+tij
+

∑
i,j∈S
i6=j

relei1j1+tij

= ue ∀e ∈ E

(3)

waiteit−1it
+

∑
(jt−tij

,it)∈A3

moveejt−tij
it

+
∑

(jt−tij
,it)∈A4

relejt−tij
it
− waiteitit+1

−
∑

(it,jt+tij
)∈A3

moveeitjt+tij
−

∑
(it,jt+tij

)∈A4

releitjt+tij

= 0 ∀ it ∈ V, e ∈ E, t > 1

(4)

avit = avit−1
+ (init − inr

it
)− (outit − outrit)

+
∑

(jt−tij
,it)∈A4

∑
e∈E

relejt−tij
it
−∑

(it,jt+tij
)∈A4

∑
e∈E

releitjt+tij
∀ it ∈ V

(5)

avit ≤ pi ∀ it ∈ V (6)

inr
it ≤ init ∀ it ∈ V (7)

outrit ≤ outit ∀ it ∈ V (8)

ue = (0, 1) ∀ e ∈ E (9)

waiteitit+1
∈ {0, 1} ∀ (it, it+1) ∈ A1, e ∈ E (10)

moveeitjt+tij
∈ {0, 1} ∀ (it, jt+tij ) ∈ A2, e ∈ E (11)

releitjt+tij
∈ {0, 1} ∀ (it, jt+tij ) ∈ A3, e ∈ E (12)

inr
it ≥ 0 ∀ it ∈ V (13)

outrit ≥ 0 ∀ it ∈ V (14)

avit ≥ 0 ∀ it ∈ V (15)

Equation (2) represents the objective function. It minimizes
the weighted aggregation of the number of rejected requests
to rent or to give back a car, the number of needed staff
and the required moving and relocating operations needed to
decrease the number of rejected demands. Constraint (3) serves
to ensure that an employee cannot perform more than one task
at a time and to assign the value 1 to the variable ue when
the associated employee e is engaged in an activity at t = 1.
Constraint (4) ensures that an employee cannot be engaged
with a new activity before he completed the last one and to
assure the continuity of activities for an employee if he is
engaged at t = 1. Constraint (5) is used to get the remaining
available cars at each station at each time step. It is calculated
based on the number of remaining cars in the previous time
step, the number of cars entering and leaving the station by the
users and the number of cars moved in/out of the station by the
staff. Constraint (6) ensures that the number of available cars
at a station will not exceed its capacity. Constraints (7) and
(8) are used to make sure that the number of rejected demands
will not be greater than the number of demands. Constraints
(9)-(12) are used to impose binary values to the associated
variables, and constraints (13)-(15) ensure that the associated
variables are non-negative.

V. GREEDY ALGORITHM TO SOLVE THE CAR
RELOCATION PROBLEM

A. Motivation Behind the Greedy Algorithm

As described earlier in Section IV, the car relocation prob-
lem is modeled as an ILP model. The model is solved using
CPLEX. The model was tested using different configurations,
it was evident that the running time gets significantly bigger
when the number of jockeys increased. It was also noted that
stations number, the average number of trips per car and the
maximum number of parking spots in each station highly affect
the running time. These parameters highly influence number
of rejected demands. After running the model with CPLEX
with some complex configurations, CPLEX could not give a
solution before two days of execution. While the solver could
not give any solution for other complex configurations. Fig. 1
shows the variation of CPLEX’s running time with respect to
the number of jockeys used. This experiment uses a configura-
tion of a simple carsharing system which has 10 parking spaces
per station, 18 stations and 83 cars. The average trips per car
for this experiment was 12. It was clear that the running time
of CPLEX grows significantly when the number of jockeys
is increased. This observation was a good motivation to look
for another approach to get a result more quickly. For this
reason, a simple greedy algorithm is developed to minimize
the number of rejected demands while reducing the number
of required relocation operations. A relocation operation is
performed through two steps: first, a station is selected to take
a car from it, then the destination station is chosen to move
the car for it by the jockey to rebalance the system.

In this paper, different relocation policies are proposed
which are implemented later using a greedy algorithm. This
algorithm uses a policy pattern to assess the impact of each
policy on resulting rejected demands. When the greedy algo-
rithm is executed, one second of running time was enough to
build a good non-optimal solution for configurations regardless
of their complexity, and the used policy.
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Fig. 1. CPLEX execution time when solving the relocation problem (10
parking places per station, 18 stations, 12 trips per car, 83 cars).

B. Relocation Policies

To increase client satisfaction, it is important to choose a
good relocation policy in order to reduce the total number of
rejected demands. Different approaches were tested using the
greedy algorithm:

• Policy 1: The jockey moves one car from the nearest
station to his current station, and if several, he chooses
the one that has the highest number of available
vehicles, to the nearest station, and if there are several
ones, to the station that has the lowest number of
available vehicles.

• Policy 2: The jockey moves one car from the station
that has the biggest number of available vehicles, and
if several, the nearest station, to the station that has the
lowest number of available vehicles, and if several, at
the closest station.

• Policy 3: The jockey moves one car from the station
having the soonest rejected demand because it is full
to the station having the soonest rejected demand
because it is empty.

NB: In our examples (Fig. 2 and 3), we consider that
the only car movements are done by jockeys for relocation
purposes.

1) Policy 1: In this policy, the priority is given to the
time needed to move between the stations. For each operation
decision, the jockey chooses the operation that takes the
shortest possible time with the objective of having enough time
to do the maximum number of relocation operations that can
be done during the day. During each relocation operation, the
jockey starts by determining the closest station to his present
location in order to take a car from this station. If more than
one station found on same distance, he selects randomly a
station having the biggest number of available vehicles. Then,
the jockey chooses the closest station again and if he finds
many, he selects the one that has the minimum number of
available vehicles among them. For example, Fig. 2 shows
a representation of this policy with four stations. The circles
represent the stations. The name of the station and the number
of available cars at a specified time are displayed in each circle.

In our example, the jockey starts the relocation operation by
going to the nearest station from his location which is S3. This
moving activity is done without a car from the system. Then,
in a second step, he drives a car from the selected station S3

to the station S1, because, first, it is the closest station and,
second, because it presents the minimum number of available
cars.

S2, 8 

cars 

S4, 5 

cars 

S3, 7 

cars 

S1, 1 

car 

S1, 1 

car 

S3, 7 

cars 

S2, 8 

cars 

S4, 5 

cars 

Step 1 

Step 2 

Current Station at 

time t 

Fig. 2. Simple relocation operation using Policy 1.

2) Policy 2: Policy 2 prioritizes the balancing of the cars
over the station, aiming to rebalance the number of available
cars in each station. Policy 1 has some similarities with Policy
2, but here, the order of selecting stations is reversed. During
each relocation operation, the jockey starts by looking for
stations having the highest number of available vehicles, and
he selects the closest station in the list. After that, stations
having the minimum number of cars are selected, and the
jockey chooses the closest. As we can see in Fig. 3, the jockey
chooses station S2 in the first step since it presents the highest
number of cars, while the choice in the later step remains the
same since station S1 has the lowest number of cars. 
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S4, 5 

cars 

S3, 7 

cars 
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car 

S1, 1 

car 

S3, 7 

cars 

S2, 8 

cars 

S4, 5 

cars 

Step 1 

Step 2 

Current Station at 

time t 

Fig. 3. Simple relocation operation using Policy 2.

3) Policy 3: Policy 3 considers that an estimation of what
will happen in the future is known by the jockey, so he
can foresee the rejected demands even if they occur after
several time steps. In addition, in this policy the jockey can
see the effect of each relocation operation on the overall
system, so the jockey will not remove or add cars when this
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may cause a station to be empty or full respectively. Here,
the aim is to get rid of the maximum number of rejected
demands during a single relocation operation. The relocation
operation starts at step 1 by looking for the list of stations
where the soonest rejected demands will occur as a result
of stations filling up (inr

it
> 0) and the list of stations that

have cars that can be delivered to other stations that will
need cars for future demands. In step 2, the jockey tries to
find the list of stations where the soonest rejected demands
will occur because empty stations (outrit > 0) and the list of
stations that may be in shortage for future demands. From these
lists, the jockey chooses the target station for the relocation
operation in order to reduce the maximum number of rejected
demands while preventing to generate future rejected demands.
When choosing the best relocation operation, if we have many
possibilities with the same effect on rejected demands, we
privilege the operation that reduces rejected demands in the
closest stations and the soonest possible. In Fig. 4 we propose
the flow chart to implement Policy 3 in a greedy algorithm. A
greedy algorithm makes the optimal choice at each iteration
up to the local optimum.

VI. EXPERIMENTATION AND RESULTS

A. Mobility Data

The mobility data used for this study consists of socio-
economical information and survey data that are collected by
professional for the objective of regional planning. This data
describes people mobility flows in a region of 20 km x 10 km
in Paris. The region of the study is plotted into a grid of cells
having the same size. A cell has two characteristics:

• The type of the terrain: it describes structure types
that are dominant in the area associated to the cell
(commercial center, business center, buildings, roads,
houses, etc.).

• Attraction weight: based on the terrain type and survey
data, this information attributes a dynamic attraction
weight to each cell for each 15 minutes of the day.

A 3D matrix F = (fi,j,t) represents the people mobility
between different cells, where fi,j,t stands for the number of
persons who want to move from cell i to cell j at time t. We
consider t to be a period of 15 minutes during the day, which
makes 96 time periods. Then the flow mobility data is plotted
on a map using GIS shapefiles. As a result, 400 cells have been
detected as a potential origin or destination point knowing that
some cells are eliminated because of their geographical nature
e.g. lakes, plains, etc. The final flow mobility data consists of
400 x 400 x 96 elements, which makes 15,360,000 records to
represent how people move during the day.

B. Platform for Locating Stations

In order to locate station for a carsharing system in the
region on the study, [16] developed a dedicated platform. The
platform uses the mobility data that are described earlier in
this study. To locate the stations, a multiobjective memetic al-
gorithm has been implemented in the platform. The algorithm
optimizes three objective functions:

• Objective 1: The location of the stations should max-
imize the mobility flow between the cells.
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Fig. 4. Flowchart of the Relocation Algorithm using Policy 3.

• Objective 2: The location of the stations should max-
imize the balance between the ingoing and outgoing
flows in each station.

• Objective 3: The location of the stations should min-
imize the standard deviation of the flows in order to
obtain a uniform flow during the day.

Each cell is considered to cover the demand in a radius
of 300 meters. Special filters and probability distribution are
applied on the mobility data to forecast the potential users for
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the service. A study has been carried out with the carsharing
operator to set the desired system parameters. We used this
platform to generate the data for this study. The generated
dataset consists of the four matrices described in Section III.
For each generated dataset, we use four parameters:

1) Total number of cars in the system.
2) Total number of stations in the system.
3) Average trips number by car.
4) Parking spots number for each station.

C. Relocation Policies Comparison

Fig. 5 shows a comparison of three policies described
earlier, these results concern a generated dataset for a car-
sharing system that consists of 20 stations having 10 parking
places each and 150 cars that have an 9 average trips. As
we can see, the performance of policy 1 and policy 2 is
rather similar in the beginning. After that, when the number
of jockeys is increased to be more than 19, policy 1 and
policy 2 start to generate new rejected demands rather than
reducing them. Policy 1 is worse than policy 2 in minimizing
the rejected demands number. This result is logical, since
policy 2 gives the priority to the relocation operations which
aims to redistribute the cars in order to rebalance the system.
Bad relocation operations may lead to an augmentation in the
number of remaining rejected demands in the future. On the
other hand, policy 3 performs much better than the other two
policies. This can be explained by the fact that the jockey has
an estimated knowledge of the future rejected demands. With
this knowledge, the jockey is able to take better relocation
decisions in order to reduce the maximum number of rejected
demands, keeping in mind not to generate future rejected
demands. This policy is better from the other two policies
since relocation decisions are taken only when needed. When
relocation operations are not advantageous to the system, the
jockey does not relocate cars but he waits until the appropriate
moment for better relocation operations. Fig. 6 clearly shows
that the number of relocation operations is somehow constant
using policy 1 and policy 2. While in policy 3, the number
of relocation operations is decreasing, likewise the number of
remaining rejected demands which also decreases.

D. Comparison of CPLEX and Greedy Algorithm

As we can see in the subsection VI-C, the comparison
of the performance of the three proposed policies shows that
Policy 3 is the best approach for the relocation problem. In the
remaining part of this paper, our greedy algorithm implements
the policy 3, exclusively. In order to assess the performance
of our greedy algorithm we solved the same problem with the
same data with CPLEX. Fig. 7 shows that the results of the
greedy algorithm are competent with the results obtained by
CPLEX; especially the greedy algorithm takes less than one
second to deliver a solution while CPLEX may take a long
time before delivering a solution as shown in Section V.

E. Stochastic Data Results

After solving the relocation problem using our greedy
algorithm and CPLEX, each jockey is affected to a path that
should be followed in order to cut down rejected demands.
The path is constituted of a series of relocation operations
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Fig. 5. Comparison of the performance of the three relocation policies.
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Fig. 6. Number of relocation operations with the three relocation policies.

to be done during the day. A relocation operation tells the
jockey from which station and when, a car should be moved,
and to which station and when, it should be dropped off.
When the number of jockeys is increased in Policy 3, the
number of remaining rejected demands decreases as well as
the number of needed relocation operations as shown in Fig.
5 and 6. In order to measure the robustness of the resulted
relocation operations, we used a special Gaussian method to
add stochastic noise to the input data for the incoming and
outgoing cars; knowing that the added stochastic noise does not
exceed 10% of the original data. In Fig. 8 we see an example of
stochastic input data modification on the number of incoming
cars at a station in our carsharing system. After that, using the
original data, the resulted relocation operation plan is applied,
then these operations were evaluated on the input data that was
modified in a stochastic manner regardless of the number of
available cars; we call this step blind relocation. As shown in
Fig. 9, when the number of jockeys is increased the number
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Fig. 7. Comparison results between the greedy algorithm and CPLEX (18
stations, 10 parking spots by station, 88 cars with the average of 12 trips by
car).

of remaining rejected demands is decreased with stochastic
input data. However, as much as the number of jockeys is
increased, the difference between remaining rejected demands
increases when using the original data as well as when using
stochastic modified data (see both curves with triangles). This
is due to the fact that each stochastic modification on the input
data, in any station at any time step, will be aggregated and
propagated to all the following time steps that concern this
station. Thus, since the number of available vehicles in each
station at each time step is used to make the decision of the
relocation operation, the resulted relocation operations can lose
its efficiency drastically when the input data of user demands
is changing.
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F. Integrating Threshold Values in our Greedy Algorithm

In another step, the greedy algorithm is changed by inte-
grating lower and upper threshold values in order to measure
the effect of threshold values on the relocation operations when
using stochastic modified data. The lower threshold is used
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Fig. 9. Effects of threshold values and stochastic data on the total number
of remaining rejected demands.

to avoid relocating a car from a station when the number of
available vehicles in the station before the relocation operation
is less than or equal to the lower critical threshold. In this
example, this value is set to one. That is if the station has only
one car before the relocation operation, then the algorithm does
not apply the relocation in that station. The upper threshold
value is used to avoid relocating a car to a station when the
number of available cars in the destination station is greater
than or equal to the upper critical threshold. In this example,
it is set to the maximum number of places in the station
minus one. As shown in the chart below, the performance
of the threshold strategy in terms of reducing the number of
rejected demands (curves with squares) is worse than without
threshold constraints. In addition, shown in Fig. 9 the threshold
values does not bring improvement for the blind relocation
on stochastic data compared to blind relocation without using
threshold values. In both cases, the difference in the number of
reduced rejected demands starts to be small when the number
of jockeys is small, but gets bigger as the number of jockeys
increases. On the other side, it is clear that the number of
relocation operations when using threshold values, is less than
the number of relocation operations without using threshold
values since threshold adds a constraint on the decision of a
relocation operation until all rejected demands problems are
solved as shown in Fig. 10.

G. Identification of Mobility Patterns During the Day

As described earlier, when the number of jockeys is in-
creased, the number of rejected demands decreases as well.
However, the cost of relocation operations increases as well.
In this study, we consider that we are using each jockey for the
whole day, which is impractical. However, in real life there will
be staff shifts that depend directly on the demands and needs
of relocation operations. In the literature, relocation operations
that are carried out at night are called static relocation since
user demands for cars is considered negligible during this
period. Static relocation is necessary to provide the stations
with the appropriate number of cars for the next morning.
In static relocation, there are no time window constraints to
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Fig. 10. Number of relocation operations when using threshold values and
without using them.

deliver cars to stations at specific times, unlike cars relocation
during the day where some stations have urgent needs for cars
to satisfy user demands on time. In our approach, relocation
operations are carried out during the day. When analyzing
the time at which the rejected demands are solved using our
greedy algorithm with policy 3, we get the histogram in Fig.
11. This histogram compares the total number of reduced
rejected demands per hour of the day when using 15 jockeys
for the whole day and when using them from 7:00 to 19:00.
When analyzing the histogram in Fig. 11 we can detect some
relocation patterns during the day. There are some periods of
high activity such as the period from 8:00 to 10:00 and from
17:00 to 19:00. There are also periods of low activity such as
period from 11:00 to 16:00. These patterns can be explained
by the fact that these intervals correspond to periods of high
mobility of customers in the morning when they go to work
and in the evening when they come back home. On the other
side, we notice that when we limit the working time until
19:00, the number of reduced rejected demands in the late
hours (17:00 to 19:00) increases. This can be explained by the
fact that the jockey can anticipate rejected demands and reduce
them even before their occurrences. Knowing that the number
of reduced rejected demands at any time t of the day, does not
only represent the number of reduced rejected demands that
occur at time t, but it also includes the anticipated rejected
demands that occur in the future but reduced by relocation
operations performed at time t.

Thereby, the required effort for the jockeying operations,
will not be the same during the day; likewise, the number of
jockeys should vary as well. Thus choosing the appropriate
number of jockeys per time interval is a key factor to reduce
the cost of jockeying operations.

In another experience, we divided the working time of
jockeys into three periods with an interruption of work between
them:

1) From 7:00 to 9:00
2) From 11:00 to 13:00
3) From 17:00 to 19:00

Then we compared the performance of the jockeys in this
case with their performance when they work from 7:00 to
19:00. As we can see in the chart below in Fig. 12, even when
we divide the working time into three periods, the number
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Fig. 11. Number of solved rejected demands in each hour of the day using
15 jockeys.

of reduced rejected demands decreases. However, the slope
is smaller since the number of working hours is smaller. We
conclude that the company must evaluate the cost of rejected
demands in regard to the cost of the jockeying hour.
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Fig. 12. Number of remaining rejected demands when varying working hours.

VII. CONCLUSION AND PERSPECTIVE WORKS

The one-way car sharing service is appealing to users since
they are not required to return the car of departure station
and for its flexibility. Nevertheless, this flexibility leads to an
imbalance in cars distribution. The imbalance problem affects
the image of the service and makes it less attractive to users. To
cope with problem, relocation operations are vital to increase
the satisfaction of the clients. In this study, three different
policies of car relocation are compared. The performance of
Policy 3, where the jockey has information on the future state
of the system based on historical data and predictions, is much
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better than the two other policies that do not consider any
future information. It was proven that the implementation of
intuitive policies that are based on basic decisions such as
the total distance covered by jockeys and the available cars at
stations without considering the propagation of the effect of
these relocation operations on the future, which may influence
the overall service, will not have a great impact in minimizing
the number of rejected demands. On the contrary, applying
these policies may require more relocation operations, which
will eventually rise the total cost of the system. Taking into
consideration the historical data to make future estimation is
crucial in order to minimize the number of rejected demands.
From another side, we see that jockeys pass by inactivity
periods when there is no need for relocation operations.
Analyzing these periods, suggests that working hours of each
jockey can be reduced and so, we can decrease the car sharing
operation cost. In addition, we found that the effectiveness of
the resulted relocation operations is highly dependent on the
input data even when we use threshold values for the relocation
operations. As perspective, it is possible to implement a new
heuristic approach based on stochastic model using historical
data, in the aim of solving the relocation problem. This can be
modeled in a simulation environment that considers real life
parameters.
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Abstract—Load balancing, reliability, and traffic are among 

the service-oriented issues in software engineering, and cloud 

computing is no exception to this rule and has put many 

challenges ahead of experts in this field. Considering the 

importance of the load balancing process in cloud computing, the 

purpose of this paper is to provide an appropriate solution for 

load balancing load in complex cloud systems using an adaptive 

fuzzy neural system. This system consists of four layers, and a 

particular operation is performed on each layer. The results of 

the experiments show that the system has better performance in 

the criteria mentioned above (balancing, traffic and reliability). 

Keywords—Load balancing; cloud computing; adaptive fuzzy 

neural system 

I. INTRODUCTION 

Cloud computing has caused many changes in the world of 
information and communication technology because of its 
efficiency. It is gaining more and more popularity due to its 
easy access, low costs, and comfortable usage. Small 
companies can conduct business in the field of technology and 
information processing, and bigger companies can 
significantly cut their expenses in maintenance, manpower, 
and processing equipment by using cloud computing [1], [2]. 
The majority of the physical servers in cloud computing work 
with the virtualization technique. Each virtual machine needs 
a specific amount of materials such as central processing unit, 
memory, bandwidth, sending and receiving data, etc. to 
maintain the application Function Segmentation and security. 
Furthermore, virtualization technology enables a number of 
virtual servers to work on the same physical machine used to 
improve the efficiency of Physical server resources and reduce 
energy consumption. Therefore, virtualization can help 
managers achieve an efficient solution for the flexible 
management of resources by using virtualization Technique, 
we can enable more than one virtual machine to work on one 
physical machine, and each of them will provide their required 
resources by cutting a section of the machine Physical 
resources. Data centers of virtual machines in cloud 
computing have broadened to such an extent that the quality of 
positioning the virtual machines has become an important 
issue for producers of cloud computing in order to prevent 
interference in load balance between virtual machines and 
losses due to non-compliance with the quality of the virtual 
machine based on the Service Level Agreements (SLAs) in 
cloud computing [5]-[8]. 

II. LITERATURE REVIEW 

In [9], the authors have claimed that I/O virtualization is a 
big challenge, and there is no ideal solution. When virtual 
machines want to access these non-sliceable resources, an 
interference in their performance occurs, and the SLA is 
violated. Hence, one of the main problems of cloud computing 
is the interference between the virtual machines and their load 
imbalance of the SLA, and the effective placement of virtual 
machines greatly reduces or increases the profitability of the 
cloud computing of virtual machines. In [10], researchers have 
only considered the strategy of placing virtual machines but 
have not considered the quality requirements of user 
applications in load balancing of virtual machines [11]. They 
have provided a framework for load balancing strategies in the 
cloud computing environment and have proposed a method to 
evaluate the resource allocation strategies in the cloud 
computing environment, seeking to focus on optimizing the 
awareness and compatibility of network load balancing 
strategies. The framework for network load balancing in cloud 
computing is based on active criteria. Network topology, 
taking into account traffics, and the optimal change of the 
criteria corresponding to the user's dynamic needs, which 
plays a major role in determining the Internet architectures 
and protocols and shaping load balancing management 
strategies in cloud computing, are the most important results 
of the research [12]. 

It is possible to provide a linear scheduling strategy for 
load balancing in the cloud environment. The separate 
scheduling of resources and tasks includes the waiting time 
and the response time. In this research, a linear scheduling 
algorithm for scheduling tasks and resources called LSTR is 
designed which schedules tasks and resources, respectively. 
Here is a combination of Nimbus and Cumulus services to 
create a server-provider. IaaS cloud environment, KVM/Xen 
virtualization, and LSTR scheduler have been used to balance 
load and maximize operational capacity and resource 
utilization [13]. In [14], dynamic load balancing is done using 
virtual machines for the cloud computing environment. This 
research adopts a system which uses virtualization technique 
to balance the dynamic load of the data center based on 
applied demands and service resource optimization. In this 
research, this concept is introduced as a rough criterion for 
exploiting multidimensional resources in the service. In 
addition, this research effectively develops a series of 
innovations to prevent overload in the system and use it in 
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energy storage. The experimental results show that the 
proposed algorithm is desirable. 

In the distributed type, dynamic load balancing algorithms 
are implemented by all the nodes in the system, among which 
the task of load balancing is divided. The interaction between 
nodes to achieve load balancing can be in two forms of 
cooperation and without cooperation. In the first form, the 
nodes work along with each other to achieve a common goal 
(for example, to improve the overall response time). In the 
second form, each node works independently towards a local 
goal, such as improving the response time of a local work. 
Dynamic load balancing algorithms with distributed feature 
generate more messages than the non-distributed type. An 
advantage of this method is that if one or more nodes fail 
within this system, this does not cause the entire load 
balancing process to stop. To create resources in cloud 
computing, an efficient model provides two interactive 
performance evolutionary classes to determine the minimum 
number of servers required for SLAs. For both classes, the 
probability of a response time smaller than x is considered to 
be y. Two server allocation strategies are used; the first one is 
the shared allocation and the other is exclusive allocation. The 
FCFS scheduler determined an allocation strategy for 
distributing response time to develop an innovative algorithm 
that required the least number of servers. This algorithm was 
used in operational conditions and yielded favorable results 
[15]. 

In [6], the researcher presented a game theory approach to 
load balancing for cloud computing services. The purpose of 
this research is to solve the problem of the service quality by 
limited load balance. Service seekers require that their 
complex parallel computing problem be provided by 
requesting the resources they need. In this research, the game 
theory has been used to solve the load balancing problem and 
a suitable two-step solution has been proposed. First, each 
customer independently solves his/her problem without 
considering the load balancing multiplex. An appropriate 
binary programming method is proposed for the independent 
optimal solution. Second, an evolutionary mechanism is 
designed that changes the multiplex strategy of the initial 
solutions of different customers. The overall result is that an 
appropriate solution can always be found [16]. Moreover, in 
another study, the dynamic load balancing used in cloud 
computing was studied by using multi-criteria distributed 
analysis. In this research, a two-step process method is 
proposed for managing dynamic autonomous resources in 
cloud computing in two stages. First, a distributed architecture 
divides resource management into independent tasks, each of 
which is run by agent nodes that are physical machines of firm 
connection at the data center. Second, automated agent nodes 
are configured through a number of decision-making criteria 
using the fuzzy configuration method. Simulation results show 
that the proposed method is flexible [17]. 

In different studies, load balancing was done to provide 
services in cloud computing environments. These load 
balancing algorithms are provided for Software-as-a-Service 
(SaaS) to minimize the cost of infrastructure. The proposed 
algorithms designed are a safe way enabling SaaS providers to 
manage client changes, map client requests to infrastructure 

layer parameters, and set up virtual machines [18]. This 
research analyzes and validates the algorithms for minimizing 
the costs of SaaS providers in the cloud computing 
environment. The optimal allocation algorithms are 
investigated in cloud computing clusters and a possible model 
for tasks (requests such as CPU, memory, and storage) in 
cloud computing is presented. The proposed model can split 
the source allocation problem into two balancing and 
scheduling problems and consider the join-the-shortest-queue 
and power-of-two-choice algorithms with the maxweight 
scheduling algorithm. This research shows that algorithms 
optimize operational power and limit the optimal queue length 
in heavy traffic [19]. In [20] a tool is presented for modeling 
and simulating the real-time assignment of virtual machines in 
the cloud data center. The innovative method was applied to 
schedule resources dynamically in a cloud data center that has 
runtime constraints on RMs and PMs. This method focuses on 
timing simulation in the Infrastructure-as-a-Service (IaaS) 
layer. Simulations indicate that the multidimensional 
information source designed and implemented in real time 
shows that the results have improved compared to previous 
approaches. In [21], load balancing and automatic load 
balancing for cloud services are surveyed with fuzzy logic and 
ant colony, and a method is developed to support cloud agents 
for an optimal configuration in using dependencies on cloud-
based applications that require high security. This method uses 
the model-driven principles of UML and the Bayesian 
networks to store, analyze, and optimize the configuration in 
the cloud space. 

Therefore, the load balancing of the whole system is 
performed by the central nodes of each cluster. Centralized 
dynamic load balancing receives fewer messages. Hence, the 
total number of interactions within the system is reduced 
compared to that of the distributed type. However, centralized 
algorithms can cause a limiting operation (bottlenecks) on the 
central node, and the load balancing process fails when the 
central node collapses. Therefore, this algorithm is more 
suitable for networks with a smaller size. 

III. PROPOSED APPROACH 

For the virtual machine load balancing problem, the virtual 
machines are embedded in the physical machines in such a 
way that the cloud provider’s profit is maximized. Each 
physical machine limits sources for hosting a number of 
virtual machines. Each virtual machine has its own resource 
requirement and rental rates. In the virtual machine load 
balancing problem, each physical and virtual machine can be 
considered as a backpack and an item in the multi-backpack 
problem, respectively. The physical machine limits sources to 
host a number of virtual machines [9]. A virtual machine has 
its own demand for resources and rental price. The purpose of 
the virtual machine load balancing problem is to balance the 
load of virtual machines in the physical machine as much as 
possible, while not exceeding the resources of each physical 
machine. In addition, the cloud provider can maximize profits 
by load balancing of the virtual machines in the physical 
machines. With the above mappings, the problem of the 
virtual machine load balancing can be turned into a multi-
backpack problem. 
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Fig. 1. Proposed system. 

Without considering the interference of the virtual 
machine in the virtual machine load balancing, the 
requirements of the virtual machine’s quality of running 
applications in the virtual machine may be violated. Different 
from the problem of the usual placement of the virtual 
machine, the load balancing problem aware of the quality of 
the virtual machine considers the following three factors in the 
virtual machine load balancing: 1) demands for resource from 
a virtual machine, 2) requirements for the virtual machine's 
quality of applications, and 3) interference in virtual machines. 
To integrate these three factors, we consider the problem of 
virtual machine load balancing aware of the quality of service 
to the virtual machine load balancing based on the prediction 
of the cloud provider's profit for these factors. Then, the load 
balancing problem aware of the quality of service can be 
formulated as an integer linear programming model to obtain 
an optimal solution. However, solving the integer linear 
programming requires noticeable computing time. In this 
section, a load balancing algorithm is proposed in a complex 
cloud system using an adaptive fuzzy neural system. 

Fig. 1 shows the structure of the proposed fuzzy system 
with four layers. Each layer has its own operations, each of 
which is described below. 

A. Definition of the Rules 

In this fuzzy network, each rule in the proposed method is 
defined as follows: 

The K
th

 rule: If   is equal to  and  is equal to

, then  

Where  refers to a single fuzzy rule and  refers to a 

set of fuzzy rules. Here are four network layers. 

B. The First Layer (Input Layer) 

In the first layer, the values for each node (input variable) 
are transmitted directly to the next layer. Therefore, no 
calculations are required. In other words, each node is 
associated with an input variable, and as a result of this layer, 
each input is transmitted exactly to the next layer. The trained 
dataset tag (S) will be described in relation (1): 

           (1) 

C. The Second Layer (Calculation Of Membership Function) 

In the second layer, each node is calculated corresponding 
to a fuzzy set and membership value. In this layer, the fuzzy 

set  is obtained by the Gaussian membership function and 

from equation (2): 

(           (2) 

In this equation,  shows the center of the fuzzy set 

and   
  shows the width of the fuzzy set. This Gaussian 

membership function is widely used in neural fuzzy systems. 
In other words, in the second layer, each node corresponds to 
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a fuzzy rule and the value of its membership function is 
calculated, and the Gaussian function is used for this network. 

D. The Third Layer (Fuzzy Rules) 

In the third layer, each node represents a fuzzy logic rule, 
and the AND operation of their set is done by multiplying the 
output of the membership functions. 

 (3) 

  is used as a criterion for deciding whether to 

produce a new fuzzy rule. In this equation,  is obtained from 

equation (4): 

          (4) 

E. Fourth Layer (Output Layer) 

In the fourth layer, each node corresponds to an input 
variable, and the defuzzification operation is performed in this 
section. In this layer, the total weight of the outputs of the 
previous layer with a bias value is considered for calculating 
the output of the layer. The output of the fourth layer is 
obtained using equation (5): 

 (5) 

In the layer b, the bias is related to the values computed by 
the system in this layer. 

The purpose of training the network structure is to 
partition the input space generated under the influence of a 

number of fuzzy rules. As mentioned above,  is used 

as a criterion for deciding whether to produce a new fuzzy 
rule. For the first input data  ⃑   , a new fuzzy rule is 
generated to which the membership function with the 
Gaussian center and Gaussian width are allocated using 
equation (6): 

 

         (6) 

In this equation,  is a predetermined value that 

defines the initial Gaussian width in the first cluster. For 

successful input data , the value of K is obtained using 

equation (7): 

K=arg             (7) 

Where r(t) is the number of rules available at time t, and as 

long as , the new rules are created. 

F. Parameters of the Proposed Method 

In the experiments conducted in this paper, it is assumed 
that the cloud computing system has 250 physical machines 
randomly distributed in 10 clusters. Each of the clusters is 
located in a local area on a 100 × 100 square plate. Of the 10 
clusters, one as the central cluster organizes all of the 10 
clusters of the physical machine and is determined as a tree 

topology. In each cluster, the physical machines are randomly 
located in a local area in the cluster. In addition, there is a 
switch in each cluster of the physical machine to provide intra-
cluster and inter-cluster communications between physical 
machines. 

Based on the architecture of the cloud computing system, 
simulation experiments have been performed on the following 
parameters: 

1) In each physical machine, there are a number of virtual 

machines available. The number of virtual machines available 

is randomly assigned between 0 and 10. 

2) The amount of resources available (the available 

central processing in GHz, the available memory space in 

gigabytes, the available storage space in gigabytes) is triple. 

The source interval [(12,129,200), (96, 3000, 9600)] is 

randomly used to decide the resources available to each 

physical machine. 

3) The bandwidth is assumed to be in the range of 10 

gigabytes/second to 40 gigabytes/second. 

4) The number of virtual machines in each simulation run 

is 200 to 1000. 

5) To simulate the profit metric, the cost of a virtual 

machine (revenue) and the payment of a fine resulting from a 

esiywis lacqwlv ywiqclwie we c ywilacq ecivwes are allocated. 

IV. ESTREMIREPX 

Some pciceslsie cis iieewrsisr tii qicr  cqceiweu 
lsivewlase we lvs iqiar  environment. Xies cquiiwlvee 

wehiiys lvses hciceslsie cer iiscls   the ihlwecq qicr  cqceis 
iysi ilvsi cquiiwlvee. Pvs hciceslsi s of  isqwc wqwlv ,licttwi, 

sttwiwseiv, sli.  are aesr li icqiaqcls lvs eae si it lcese 
susialed. Pvses tciliie essr li  s ihlwewwsr li wehiiys 

evelse hsitiieceis .Pvses   factor e essr li  s wehiiysr cl c 
isceiec qs iiel .Pvs   factor of iseiaiis sttwiwseiv cer 

aestaqesee of resources  we aesr li iieliiq lvs usefulness of  
iseiaiise .Pvwe tcilii eviaqr  s ihlwewwsr tii  useful load 

balance.  Xicqc wqwlv rseieeliclse lvs c wqwlv it ce cquiiwlve 
li hsitiie qicr  cqceiweu ie c evelse bwlv cev qwewlsr 
eae si it eirse. Pvwe hciceslsi eviaqr  s wehiiysr. 

Esehiees lwes   is the  ceiael it lwes spent by an algorithm li 
ceebsi  specific qicr  cqceiweu   in distributed systems.  Pvwe 
hciceslsi eviaqr  s ewewewwsr. bcwqiysi Piqsiceis 
Tciceslsie  show tvs c wqwlv it ce cquiiwlve li hsitiie qicr 
 cqceiweu bvse a  eirs qiese wle iieesilwie . This section 
indicates  lvs iseaqle isqclsr li iiwlsiwc eaiv ce lvs iysicqq 
licttwi it lvs adaptive fuzzy neural evelse, iiehalclwiecq 
 sestwle, points sensitive to rsqcve, cer iaeeweu lwes.  Rciv it 
these criteria  we rweiaeesr we c graph. 

A. Overall Traffic 

Fig. 2 shows the outcomes of overall traffic in three 
different methods. As the diagram shows, the adaptive fuzzy 
neural system has a better effect on the overall traffic, the ant 
colony algorithm is somehow similar to clustering. Also, the 
overall traffic of the topology of the tree is less than that of the 
FAT tree. 
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Moreover, Fig. 3 shows the comparison of efficiency using 
the proposed method, the clustering method, and the ant 

colony base algorithm in different topologies. 

 
Fig. 2. Change in overall traffic generated by the proposed method. 

 
Fig. 3. Minimum productivity. 

The proposed algorithm not only leads to the optimization 
of overall network traffic, but it is also for network 
productivity. The adaptive fuzzy neural system refers to a 
situation in which the method of overall traffic and 
productivity is optimized. By using the data in this paper, 
traffic has been used among the same virtual machines for 
different network topologies. As seen in Fig. 2 and 3, although 
the proposed method slowly increases overall traffic, it further 
reduces overall traffic and improves network performance. 
Also, when the FAT tree and VL2 use multiple paths, their 
effects are more significant. 

B. Patterns of Critical Points 

When the traffic matrix of the virtual machine is created, if 
the system wants to overlap some traffic, the network path 
generates Critical points, leading to aggregation. Fig. 4 shows 
the change in the number of Critical points created in the three 
methods, including the adaptive fuzzy neural system, 
clustering, and ant colony in different topologies. Compared to 
the two methods, in the proposed method, the number of paths 
of Critical points has decreased significantly, and the number 
of paths of the Critical points in the FAT tree has been to 8%. 
Although the proposed method cannot completely avoid 
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network aggregation, it greatly improves network performance. 

 

 
Fig. 4. Change in the number of critical points created. 

C. Changes in Profit 

The following simulation results are shown for 50 
simulation runs on average. The benefits obtained are shown 
by creating different numbers of the virtual machines from 
200 to 1000. As seen in the figure, the profit from all 
algorithms increases along with the number of virtual 
machines. However, random fit algorithms, the first fit, do not 
consider the minimum fit of virtual machine interference. By 
creating more virtual machines, the virtual machine 
interference increases. The virtual machine interference 
influences the quality requirements of the virtual machine of 
the applications. If the effect of virtual machine interference is 
not controlled, violating the quality of the virtual machine will 
result in fines being imposed to reduce the profitability of the 

cloud provider. In an adaptive fuzzy neural system, the virtual 
machine interference has dropped as much as possible. There 
is a linear process in profit growth by increasing the number 
of virtual machines created. Compared to the two algorithms, 
the proposed algorithm can increase their profits by 
approximately 12%, 9%, and 21%. 

D. Reliability and Load Balance 

Reliability should be calculated by a timetable that 
calculates the time associated with different activities such as 
sending and receiving packet. The reliability of the initial 
phase (when the node enters the network) is ignored because 
the lifespan of the network is very high and is considered 
about tens or even hundreds of days, and can be ignored due 
to the very low initial phase (Fig. 5 & 6). 

 
Fig. 5. Comparison of the reliability based on the size of packages. 
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Fig. 6. Comparison of load balances with packages received. 

 
Fig. 7. Comparison of reliability towards time. 

In Fig. 7, the most important comparison has been made in 
terms of reliability which is calculated based on the number of 
packages received. As can be seen, the reliability of the 
proposed method for the number of packages received is 
higher than that of other methods. 

E. Execution Time 

The execution time of the proposed method is measured in 
seconds. Due to the parallel characteristics of the adaptive 

fuzzy neural system, the algorithm can be applied to memory 
machines and parallel calculations can be used to reduce time 
and improve performance. The execution time in seconds is 
acceptable for analysis in the data center, especially for 
solving the NP-Hard problem. Although the time performance 
of the adaptive fuzzy neural system is slightly weak, the 
algorithm shows more accurate results. Experiments confirm 
that the use of the adaptive fuzzy neural system is suitable for 
analyzing problems. 
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V. CONCLUSION 

In general, load balancing can be effective by dividing the 
flow of performance between all nodes. This paper 
investigated the load balancing in complex cloud systems 
using the adaptive fuzzy neural system. As can be seen in the 
figures, tree topology has a better overall optimization and 
also contains the largest amount. It can be concluded that the 
tree topology is more likely to generate aggregation among 
similar virtual machines. Although the FAT tree has a large 
overall traffic, it can smooth traffic due to its multi-path 
connections. There is a great difference between the minimum 
path efficiency and the optimal amount for VL2. Therefore, 
the distribution of traffic is non-uniform. According to the 
results of the graphs, the efficiency of the proposed method is 
greater than that of the clustering and base ant colony method. 
The delays in the Critical points of the proposed method are 
approximately 7% better than that of the other two methods. 
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Abstract—Healthcare has seen a great evolution in current 

era in terms of new computer technologies. Intensive medical 

data is generated that opens up research in healthcare analytics. 

Coping with this intensive data along with making it meaningful 

to deliver knowledge and be able to make decisions are the most 

important tasks. To deduce the authenticity of the data on basis 

of precision, correction, associations and true meaning is 

important to validate the understanding of correct semantics. In 

case of medical diagnosis to form accurate understanding of 

associations while removing ambiguity and forming a correct 

picture of the case is of utmost importance. To come up with the 

right metrics for the diagnostic solution we have explored the 

known criteria to validate healthcare analytics techniques 

involved in formation of diagnosis that results in betterment and 

safety of patients under observations and heading towards 

possible treatments. In this work, we have proposed a thematic 

taxonomy for the comparison of existing healthcare analytics 

techniques with emphasis on diabetes and its underlying diseases. 

This analysis lead us to propose a data model for hybrid 

distributed simulation model for future Context Aware 

SmartHealth cloud platform for diagnostics. This platform is 

designed to inherit smartness of unsupervised learning which in 

turn would keep updating itself under supervised learning by 

qualified experts. Finally, the accuracy would be determined 

using HUM approach with biomarkers or a better accuracy 

model than AUC. The recommended action plan is also 

presented. 

Keywords—Healthcare analytics; medical diagnostics; HL7; 

cloud platform; SmartHealth; big data 

I. BACKGROUND 

Going through some early histories of medical informatics 
[1] we get to know of the major research that was carried out in 
1977 in Bosnia and Herzegovina. In it the periodic data 
analysis of healthcare services and performance available in 
Bosnia and Herzegovina was done and later in 1982, the first 
Local Health Information System (LHIS) with health databases 
with supervision of 6000 citizens was tested. Izet Masic and 

Arif Agovic, an electronics engineer in Energoinvest Ltd. in 
Sarajevo, were known as the creator and pioneer of Medical 
Informatics in Bosnia and Herzegovina. A Healthcare 
Informatics Society BiH was established in 1987. Realization 
of ‗Development of Information System of healthcare B&H in 
circumstances of electronic data manipulation‘ project started 
in 1986 after approval by the Executive Board of Association 
of healthcare communities B&H. It was planned to be in three 
phases: (i) first phase (1985-1990), (ii) second phase (1991-
1995), and (iii) third phase (1996-2000). Several trials and 
projects failed during their inception or due to war. 

Only, biggest progress was seen in pharmaceutical industry 
where 43 pharmacies in Sarajevo centrally connected for 
receipt collection and analysis. It took three years of testing 
and Izet Masic finally defended it in his Master‘s thesis [1] but 
the later planned activities got interrupted during and after war 
(1992-1995) and due to lack of funds. A need was there to 
introduce health informatics in medical profession to train 
medical specialists and physicians to be able to give quality 
services in healthcare using technologies that have quantitative 
and qualitative growth in diagnostics and therapy. In 1985, 
Professor Izet Masic launched a separate course ―Informatics 
and Economics in Health‖ of 30 hours‘ duration and some of 
these postgraduate students became MSc and PhDs in this 
subject who were then able to offer their services in B&H 
universities and abroad. After the war (1992-1995), the B&H 
went through a very tough time with lack of electricity, gas, 
water supply and food. And, during these circumstances 
Society for Medical Informatics carried out eight scientific and 
professional events where 500 papers were presented and 
published in the proceedings. That was a miracle. 

From then onwards several proceedings and congress 
participations were done. Finally in 1993, SMI BiH launched 
the professional and scientific journal Acta Informatica Medica 
(AIM) and it is being published continually since then [1]. In 
Bosnia and Herzegovina, there is also a library system BiH-
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SBMNI been established during 1984 to 1990, by a group of 
medical librarians and informatics professionals in BiH. 
Currently, the interest is in establishing higher education in the 
field of Medical Informatics and the question revolves around 
Cathedra for Medical Informatics, University of Sarajevo. 
Several surveys have been carried out to analyze the level of 
higher education in medical informatics and future 
development required. 

From then onwards, the healthcare informatics is rapidly 
adopting current trends of cloud computing to store big data 
coming in from miscellaneous platforms; hospitals, social 
networks, IoT and other wearable devices, etc. The study in [2] 
led researchers community to form consensus for adopting 
cloud computing in hospitals in a strategical manner as part of 
smart city project led by ICT [3] in Bandung city of 
Indonesia [4]. 

Currently, the use of ICT in hospitals [3] for playing 
strategic role is a viewpoint that is being worked out for 
rightfully implementing healthcare analytics in the field. 
Exploration through exploitation is carried out extensively to 
enhance hospital performance in administration as well as 
services sector; prediction, diagnosis, treatment, etc. 

The need is realized to conquer these problems through 
computation [5]. The use of computation specially in medical 
diagnostics is a complex task. Till now to expect a complete 
diagnostic system is understood as unrealistic. But, no matter 
how much complex it is advances are being made using 
artificial intelligence (AI) techniques. Computers have 
advantage over humans as they do not get fatigued or bored. 
Computers update themselves within seconds and are rather 
economical. If automated diagnostic system is made such that 
it would take care of routine clinical tasks in which patients are 
not too sick, then doctors would be free to focus on serious 
patients and complex cases. For analysing complex medical 
data, the use of artificial intelligence is known to be more 
capable [6]. The way artificial intelligence exploit and relate 
the complex datasets giving it a meaning to predict, diagnose 
and treat the particular disease in a clinical setup. Several 
artificial intelligence techniques with significant clinical 
applications are reviewed. Its usefulness is explored in almost 
all fields of medicine. It was found that artificial neural 
networks were the most used technique while other analytical 
tools were also used and those included fuzzy expert systems, 
hybrid intelligent systems, and evolutionary computation to 
support healthcare workers in their duties, and assisting in tasks 
of manipulation with data and knowledge. It was concluded 
that artificial intelligent techniques have solution to almost all 
fields of medicine but much more trials are required in a 
carefully designed clinical setup before these techniques are 
utilized in real world healthcare scenarios. Artificial 
intelligence (AI) is termed to be part of science and 
engineering known to exhibit computational understanding to 
be said as behaving intelligently through the creation of such 
artifacts that form the stimulus in it. Alan Turing (1950) 
explained intelligent behaviour [6] of a computer that could act 
as any human for cognitive tasks applying logics (right 
thinking) and this theory was later termed as ‗Turing Test‘. The 
application of AI techniques in the field of surgery was first 
experimented in 1976 by Gunn, exploring the diagnosing of 

abdominal pain with computer analysis. The challenge lies in 
collecting, analysing and applying all the medical knowledge 
for solving complex medical problems. Medical AI relates to 
developing AI programs such that they help in forming the 
diagnosis, making therapeutic decisions and predicting the 
outcome. Artificial Neural Networks (ANN) on the basis of 
their recognition for classifying and pattern identification have 
been known to be widely used for solving several clinical 
problems. 

This paper is to highlight important factors and criteria 
required for establishing successful and trusted means of 
automated medical diagnostics through healthcare analytics. 
The challenge lies in development of automated medical 
diagnostics to reap its long term benefits to human kind is 
enough of motivation to dig deep into this domain. 

II. LITERATURE REVIEW 

Previous research confirms [3], [7], the successful 
application of analytics is found to be effective after significant 
degree of digitization accomplished. It was also recognized that 
the potential of analytics in clinical domain is stronger than in 
the administrative domain. Specific to automate medical 
diagnosis, the artificial neural networks (ANN) approach is 
greatly studied in combination with fuzzy approach [5]. There 
are some most common risks and precautions associated when 
forming a medical diagnosis [5]: 

 To reach a well-established diagnosis a physician is 
required to be well versed with some very experienced 
cases and that experience does not come through 
completing academics but after lots of experience in a 
specialized field or disease. 

 In case of new or rare disease even the experienced 
physicians feel to be at the same level as an entry level 
doctor. 

 Humans are good at observing patterns or objects but 
fail when need to find the associations or probabilities 
for their observations. Here computer statistics helps. 

 Quality in diagnosis relates to physician‘s talent and 
years of experience. 

 Doctor‘s performance gets affected with the emotions 
or fatigue. 

 To train the doctors in specialties is expensive as well as 
a long procedure. 

 Medical field is always evolving with new treatments 
and new diseases are coming up with time. It is not easy 
for a physician to keep abreast with so much change 
and new trends in medicine. 

Currently, 14 hospitals in Italy were observed for their 
activities and users‘ involvement in the use, adoption, and 
improvement of ICT infrastructure and services based solutions 
[3]. The prime data source was 107 semi-structured interviews 
of level C and other hospital informants in a time period of 3 
years. There are three paths taken for exploration and 
exploitation paradox management for enhancing hospital 
performance: (i) digitization of the assets utilized within 
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hospitals, (ii) ICT-based integration among healthcare 
stakeholders, and (iii) the disruption of clinical and 
administrative decision making through the use of analytics, 
coping the conflicting demands attached to medical sector. 
Analysing various case studies, the possible wastage of 
energies is saved in ICT-based innovation and prioritization of 
possible paths is achieved when moving towards the 
management of exploration and exploitation paradox. This 
research [3] divides its analysis activities in three domains: 
(i) ICT introduction process, (ii) hospital, and (iii) healthcare 
system within a hospital. The analysis through different case 
studies produces evidences to demonstrate the theory in Fig. 1 
[3]. As shown in Fig. 1 [3], the three complimentary ICT-based 
paths maintaining a balanced exploratory and exploitative 
stimuli act in a given approach: 

i. Digitization of assets utilized within hospitals ((1)—(2)) 

ii. ICT-based integration among healthcare stakeholders 

((2)—(3)—(5)) 

iii. The use of analytics for disruption of clinical and 

administrative decision making ((2)—(4)—(5)) 

The three paths are successful in managing the exploration-
exploitation paradox for short as well as long term. It is found 
that their overall effectiveness is felt stronger in the clinical 
domain rather the administration domain. The other limitation 
observed is that it is not easy to distinguish and separate these 
interlinked forces. The whole operationalization has to keep 
into consideration all the pros and cons and there are many 
factors attached to its success. 

Disease outbreaks are happening all over and at all times. 
Computational prediction, identification, confirmation and 
responsiveness to these diseases is important as well. 
Therefore, Predictive Analytical Decision Support System 
(PADSS) [8] integrates in a cloud based healthcare platform 
that is Message Oriented Middleware (MOM). It connects 
healthcare organizations to share patients‘ data using a 
customized Health Level Seven (HL7) platform having Fast 
Healthcare Interoperability Resources (FHIR) specification. 

Considering chronic kidney disease (CKD) [9], accurate 
prediction with time is important for lowering cost and 
mortality rate. Adaptive Neurofuzzy Inference System 
(ANFIS) is proposed that uses real clinical data of 10 years for 
newly diagnosed patients with CKD to predict renal failure 
time frame. It is deemed as highly successful measure to 
predict GFR variations in long future periods within uncertain 
body condition and dynamic nature of CKD progression. The 
limitation of this experiment was only that urine protein was 
missing as variable input for predicting GFR in 6 to 18 months‘ 
evaluation time. 

For detection in medical imaging [10] is also required in 
healthcare practice and Automated Computer-Aided Detection 
(CADe) tool is there. There is a high rate of false positives (FP) 
as well that would add to cost for achieving success (high true 
positive rate) in highly sensitive cases per patient using state-
of-the-art methodologies. But for high false positive or false 
negative rate that would add to the low sensitivity the 
application of CADe is not seen in the clinical practice. An 
updated multi-tiered hierarchical CADe system improved in 

performance and was named as deep convolutional neural 
networks (ConvNets). ConvNets is open for advancements as it 
has been commercially tried on natural images as well as 
biomedical applications for detection of mitosis in digital 
pathology. It learns from supervised training to detect features 
from images through two cascaded layers for filtration using 
convolutional filters. It can be applied to detect from two and 
two and a half dimensional observations. 

Usage of ConvNets through multiple 2D, 2.5D and 3D 
representations on CADe problems proves its success by 
avoiding overfitting analogous data. ConvNets in applications 
build better accurate classifiers for CADe systems pruning FPs 
maintaining high sensitivity recalls. Even with the threshold 
value of 95% sensitivity with 1FP per patient it is not found 
optimal for colonic polyp CADe System for polyp sizes 
between 6mm to 9mm.  Better results are observed with the 
polyp sizes larger than 10mm. 

Diagnostic accuracy is determined by applying statistical 
measures in medicine [11] in the context of multi-category 
classification. 

To determine the success of data fuzzification an 
experimental setup was created to analyse the medical 
diagnosis done by physicians and automate it with machine 
implementable format. Eight different diseases were selected 
for extracting symptoms from few hundreds of cases and MLP 
Neural Networks was applied [5]. Later results were discussed 
to conclude that effective symptoms selection for data 
fuzzification using neural networks could lead to automated 
medical diagnosis system. A diagnostic procedure is work of 
an art of specialized doctors and physicians. It starts from 
patient‘s complaints and discussion with doctor that leads to 
perform some tests and examinations and on basis of results 
the patient‘s status is judged and diagnosis is formed. Then the 
possible treatment is prescribed. Patient remains under 
observation for some time where the whole diagnostic 
procedure is repeated and refined or even rejected if needed. 
We all are aware of the complexity of forming a medical 
diagnosis as even the profession requires twice the study than 
other professions. There are diversified symptoms history that 
is caused for diversified reasons. All these causes have to be 
included in the patient history. 

To propose [5] a medical diagnostic system several 
interviews were conducted of expert doctors getting some 
diagnostic flow diagrams of various diseases and associated list 
of symptoms. The dataset was created such that hundreds of 
patients were tested against 11 symptoms (features) and 9 
diseases (classes). First eight classes were associated with 
specific illnesses and the ninth one was defined for 
normal/healthy person. Multilayer perception (MLP) neural 
network was used with application of back propagation GDR 
training algorithms. The simulation was developed on 
MATLAB with NETLAB toolbox. A three-layer feed forward 
perceptron was kept to keep the structure simple and focus on 
the hidden nodes with the training iterations as variable 
parameters. The performance of classifier was tested while 
changing the parameters. Also, feature fuzzification rule [5] on 
the accuracy of diagnosis was investigated. With k-folding 
scheme, the lack of dataset was overcome to give better 
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accuracy for validation. So, the training procedure was 
repeated k=5 times with 80% as training dataset and 20% as 
testing. The mean was taken for all the outcomes of 5 tests. 
88.5% best accuracy was achieved with 30 nodes at the hidden 
layer. Then, membership-based fuzzification scheme [5] was 
applied to the dataset converting it to fuzzified set of 
symptoms. A linear membership function was selected for each 
symptom with experts‘ consultation. From three to five 
linguistic variables were linked to each symptom and 
classification tests were repeated. Maximum performance was 
achieved with diagnostic accuracy of 97.5%. 

ANNs an exploration of Baxt is also found a successful 
technique in clinical domain [6] for diagnostics. He came up 
with a neural network model to diagnose acute myocardial 
infarction accurately validating his work later with similar 
accuracy. ProstAsure Index is a classification algorithm 
extracted from ANN that classifies prostates as benign or 
malignant. This model gave the diagnostic accuracy of 90%, 
sensitivity of 81% and 92% specificity. Other relevant surgical 
diagnostics with application of ANNs are appendicitis and 
abdominal pain, glaucoma, retained common bile stones and 
back pain. PAPNET [6] is another computerized screening 
application based on ANN that assists cytologist in cervical 
screening and this application was commercially available. 
Thyroid, breast, oral epithelial, gastric, urothelial cells, 
peritoneal effusion cytology and pleural enjoyed varied level of 
diagnostic accuracy with application of ANNs. In the field of 
radiology, the inputs to ANNs are both human observations 
and digitized images. ANNs are good at analysing plain 
radiographs, CT, ultrasound, radioisotope and MRI scans. 
Various wave forms like ECGs, EEG, EMG, and Doppler 
ultrasound as well as hemodynamic patterns are well 
interpreted using ANNs pattern recognition ability. Correct 
prognosis is also very important to carry out appropriate 
treatment strategy and follow up. ANNs exploiting non-linear 
relations between variables are well suited to analyze complex 
cancer data and it can predict survival of breast and colorectal 
cancer patients better than colorectal surgeons. ANNs have 
also been applied to predict outcomes of lung and prostate 
cancer. 

Then there is another AI domain ‗fuzzy logic‘ [6]. It is the 
science of thinking, reasoning, and inference been applied in 
real world phenomenon of varying degrees. It sees beyond 
black and white into the varying shades of grey. Medicine is 
known to be a continuous field and the data is imprecise and 
thus fuzzy logic applies to it. Fuzzy expert systems reach to the 
conclusion through its ‗if-then‘ structure modelling. Fuzzy 
logic was found to be better than multiple logistic regression 
analysis for diagnosing the patients with lung cancer having 
tumour. Then, fuzzy logic has been applied to acute leukaemia, 
and breast and pancreatic cancer diagnosis. It has also been 
applied to capture ultrasound images of breast and ultrasound, 
and CT scan images of liver lesions and MRI images of brain 
tumours. It is also being used to predict survival of patients 
with breast cancer. Fuzzy controllers are there for 
administration of vasodilators that controls blood pressure, and 
anesthetics in the operating room. 

Evolutionary computation is yet another AI domain that 
mimic the natural selection and survival of the fittest 

mechanism in natural world to solve the problems and its most 
widely used form in medical field is ‗genetic algorithms‘ [6]. 
Genetic Algorithms are applied to reach diagnosis, prognosis, 
processing signals and analyse medical images, and plan and 
schedule. They are used to predict outcomes in critically ill 
patients, melanoma, lung cancer and response to warfarin. 
They are also used to analyse mammographic micro 
calcification, MRI segmentation of brain tumours for 
measuring efficacy of treatment strategies, 2-D images to 
diagnose malignant melanomas. 

Then finally there is hybrid intelligent systems [6] 
combining the strengths of ANNs, fuzzy logic, and 
evolutionary computation. 

In spite of many different AI techniques [6] that can be 
readily used for solving several clinical problems there is 
hindrance in its acceptance by clinicians who would mostly 
reject the biochemical results produced by autoanalyzer or 
images resulted from magnetic resonance imaging. So the 
obligation lies at the researcher‘s end to authenticate and 
validate its successful application in real clinical setup. There is 
no doubt that this future technology resulting in ‗medical 
intelligence‘ would add to the ability of future clinician. It is 
concluded that for managing the exploration-exploitation 
paradox for short as well as long term the overall effectiveness 
is felt stronger in the clinical domain rather the administration 
domain. The other limitation observed is that it is not easy to 
distinguish and separate the three interlinked forces identified 
in Fig. 1 [3]. The whole operationalization has to keep into 
consideration all the pros and cons and there are many factors 
attached to its success. It is also observed that there is no 
universal solution till now for healthcare diagnostics meeting a 
standard protocol. 

III. ANALYSIS OF PREVIOUS DIAGNOSTICS SYSTEMS 

For managing the exploration-exploitation paradox for 
short as well as long term, it is found the overall effectiveness 
is felt stronger in the clinical domain rather the administration 
domain. The other limitation observed is that it is not easy to 
distinguish and separate the three interlinked forces identified 
in Fig. 1 [3]. The whole operationalization has to keep into 
consideration all the pros and cons and there are many factors 
attached to its success. The successful application of PADSS 
[8] is a strong motivation to take it to the next step in 
healthcare towards medical diagnostics in compliance with 
HL7 standards. It also demonstrates the successful utilization 
of Google Cloud Platform with Google BigQuery where there 
is need to make SQL queries more efficient by tuning. While 
evaluating of various healthcare analytics platforms it is 
visualized that mostly artificial neural networks or fuzzy logic 
algorithms form the basis of several proposed techniques and 
recent research has included deep learning algorithms as deep 
convolutional neural networks ConvNets on CADe problems 
proved its success. 

Further it is observed that by selecting symptoms of eight 
different diseases a dataset containing few hundreds of cases 
was created and Multilayer Perception (MLP) Neural Networks 
was applied [5]. Later results were discussed to conclude that 
effective symptoms selection for data fuzzification using neural 
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networks could lead to automated medical diagnosis system. 
Simulation was developed on MATLAB with NETLAB 
toolbox. A three-layer feed forward perceptron was kept to 
keep the structure simple and focus on the hidden nodes with 
the training iterations as variable parameters. 

Recently, evolutionary computation is another AI domain 
exploited that mimic the natural selection and survival of the 
fittest mechanism in natural world to solve the problems and its 
most widely used form in medical field is ‗genetic algorithms‘ 
[6]. Genetic Algorithms are applied to reach diagnosis, 
prognosis, processing signals and analyze medical images, and 
plan and schedule. Then finally there is hybrid intelligent 
systems [6] combining the strengths of ANNs, fuzzy logic, and 
evolutionary computation. 

These previously proposed healthcare analytics systems 
and techniques have been validated against the accuracy 
achieved. There are different metrics for evaluating accuracy 
level. It is seen that sensitivity of CADe [10] is improved from 
57% to 70%, from 43% to 77%, and 58% to 75%. Statistical 
model based on HUM analysis [11] over biomarkers showed 
65% accurate classification. ANFIS [9] is evaluated by 
accessing Normalized Mean Absolute Error that is lower than 
5%. PAPNET [6] is said to have diagnostic accuracy of 90%, 
sensitivity of 81%, and 92% specificity. In MLP neural 
network [5] 88.5% best accuracy was achieved with k-
modelling and maximum performance was achieved with 
diagnostic accuracy of 97.5% with membership-based 
fuzzification scheme. Further accuracy results are depicted in 
Table I. 

TABLE I. TAXONOMY MATRIX FOR EVALUATION OF HEALTHCARE ANALYTICS 

Authors Diseases Proposed Technique/System Algorithms/Platforms Tested Accuracy Level 

Gastaldi and 

Corso, 2015 
X 

Management of exploration and 
exploitation paradox in 14 Italy 

Hospitals 

X 
Case study using 107 
semi-structured 

interviews 

X 

Ramesh et al., 

2004 

Acute myocardial 
infarction and 

Surgical 

Diagnostics 
including 

appendicitis and 

abdominal pain, 
glaucoma, retained 

common bile stones 

and back pain 

Neural network model 
Artificial Neural Networks (ANN), 

ProstAsure Index 
Simulation 

Diagnostic 

accuracy of 90%, 

sensitivity of 
81%, and 92% 

specificity 

Ramesh et al., 

2004 

Thyroid, breast, 

oral epithelial, 

gastric, urothelial 
cells, peritoneal 

effusion cytology 

and pleural 

Neural network model ANN Simulation 

Diagnostic 
accuracy of 90%, 

sensitivity of 

81%, and 92% 
specificity 

Ramesh et al., 

2004 
Cervical screening PAPNET ANN Experimented 

Diagnostic 

accuracy of 90%, 
sensitivity of 

81%, and 92% 

specificity 

Alan Turing, 

1950 
X Turing Test Cognitive behavior Theory X 

Gunn, 1976 
Diagnosing of 
abdominal pain 

Computational analysis AI techniques 
Applied in field of 
surgery 

X 

Neto & 

Ferraz, 2016 
X 

PADSS integrated in cloud 
based healthcare platform 

Google Cloud Data Store Prototype 
Compliant to 
HL7 standard 

Boukenze et 

al., 2016 

Chronic kidney 
diseases (CKD) 

Predicts the chronic kidney 
diseases (CKD) 

C4.5 learning algorithm using 

classification model with ORANGE 

or TANAGRA 

Simulation 63% 
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Norouzi J. et al., 

2016 

Chronic kidney 

diseases (CKD) 

Adaptive Neurofuzzy 

Inference System 
(ANFIS)  

Neurofuzzy Simulation 

Normalized Mean 

Absolute Error lower 
than 5% 

Roth et al., 2015 

Lymph nodes, 
sclerotic metastases 

and colonic polyps 

Computer-Aided 

Detection (CADe) 

Deep convolutional neural 

networks (ConvNets) 

Experimentation on three 

datasets 

Improves the sensitivity 

of CADe from 57% to 

70%, from 43% to 
77%, and 58% to 75% 

Li J., 2013 
Synovitis and 
leukemia 

Statistical Accuracy 
Model 

(HUM) based analysis 
1000 simulations using 
Monte Carlo  

65% accurately 
classified 

Moein et al., 

2009 

Eight diseases 
classified with ninth 

one a healthy 

person 

Medical diagnostic 

system 

Multilayer perception (MLP) 

neural network 

Simulation was 

developed on MATLAB 
with NETLAB toolbox 

88.5% best accuracy 
was achieved with k-

modeling 

, maximum 
performance was 

achieved with 

diagnostic accuracy of 
97.5% with 

membership-based 

fuzzification scheme 

Izet Masic, 1977 X 

First Local Health 

Information System 

(LHIS) in Bosnia and 

Herzegovina 

X 

It took 3 years to process 
and test health data by a 

specially designed 
software package 

ARCHIVE on a Personal 

Sinclair QL computer 
that was later redesigned 

in Clipper, DBASE III, 

and FoxBASE 

Realization of 

Healthcare Informatics 

was formed 

Sordo, 2002 
Screening of Pap 

(cervical) smears 
PAPNET ANN 

In cardiovascular 
domain, neural networks 

were trained using ECG 

measurements of 1120 
patients suffering from 

heart disease and 10,452 

normal people without 
any history of heart 

attack 

15.5% more sensitive 

than the interpretation 

program and 10.5% 
more sensitive than the 

cardiologist for 

diagnosing 
abnormalities 

 
Sordo, 2002 

Predict breast 

cancer 

Entropy 

Maximization 

Network (EMN) 

ANN Experimented 

Most accurate in 

predicting five-year 

survival of 25 cases 

Sordo, 2002 Cancer 
Drug Development 
Solution 

ANN Simulation 

Correctly classified 

91.5% from anticancer 

agents (drugs) 
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A. Comparison of Analytical Tools and Techniques used in 

HealthCare 

In Fig. 1, the taxonomy, clearly demonstrates that there is 
an exemplary work already been done in developing and using 
various healthcare analytics techniques for prediction, 
detection and diagnosis of various chronic diseases. 

There are various artificial intelligence and machine 
learning algorithms been employed that contributed in 
emergence of different clinical systems. There are some 
specific tools and platforms used that are mostly believed to be 
state-of-the-art technologies including google cloud platform, 
MATLAB, Weka, and design methodology like DFDs. But in 
most cases these systems have been proposed and only limited 
number of systems have been commercialized yet. Major 
example of commercially used systems is Papnet that is for 
diagnostics of cervical cancer. This is due to the limitation 
posed by the level of accuracy achieved and in acceptance 
from clinical domain. 

If we carefully elaborate the picture we see that there have 
been systems developed for focused areas like; prediction, 
detection and diagnosis with respect to the particular disease 
mostly chronic. Narrowing our focus, we see that PADSS is a 
prediction system proposed for large scale patient data that was 
distinguishable by the standard nomenclature understood by 
HL7 using FHIR specification. It became part of the Global 
Public Health Intelligence Network (GPHIN) project that was 
supported by WHO and Centers for Disease Control. This is 
the most unique and large scale project that underwent in 
medical field. The platform used was Google cloud platform 
and Google bigquery. Its basis was previous system 
PREVENT that used XML-based syntax and object-oriented 
approach for which it was criticized. 

Then for detection there is hierarchical two-tiered CADe 
system been discussed here that uses ConvNets a deep 
convolutional neural networks algorithm to detect lymph nodes 
and colonic polyps. Analogous data from three datasets is 
represented in 2D, 2.5D and 3D representation. 

For diagnosis there is system that is prominent is Papnet 
which is commercially available. For other diagnostic 
measures there are fuzzy expert systems and hybrid intelligent 
systems that use various state-of-the-art algorithms and tools. 

In 2009, there was conducted an experiment for proposing 
a diagnostic system that included eight different diseases. The 
algorithm used was Multilayer Perception (MLP) neural 
networks within MATLAB integrated with NETLAB. The 
accuracy achieved was 97%. 

Accuracy is determined in all these systems through 
measuring sensitivity or using statistical accuracy tools like 
HUM or biomarkers. The most authentic accuracy measure 
would be to compare the system with a known standard or the 
system should be in compliance with a standard as in PADSS. 

B. Application of Healthcare Analytics on Data of Diabetes 

and Underlying Diseases using Various Learning 

Algorithms 

Taking the comparison done in Table II of various 
healthcare analytics systems we aim to provide universal 

diagnostic solution for diabetics and patients forming risk or 
suffering from underlying other diseases of liver cirrhosis, 
kidney disease, cardiovascular complications, etc. [12] already 
refers to a detailed systematic review on application of data 
mining and machine learning techniques to perform analytics 
on diabetes mellitus (DM) for prediction and diagnosis, finding 
complications associated to it and its linkage with the genetic 
background and environment to assist betterment in healthcare 
management. 

It is known that the patient diagnosed with diabetes has to 
be very careful in keeping the blood sugar controlled otherwise 
there are chances that long-term diabetes may develop certain 
complications in form of some known chronic diseases 
(mayoclinic.org) mainly; cardiovascular disease, brain stroke, 
nerve damage (neuropathy), kidney damage (nephropathy), eye 
damage (retinopathy), foot damage, worse skin conditions, 
hearing impairment, alzheimer‘s disease, etc. 

IV. AIMS AND OBJECTIVES 

LHS [17] is in its development phase with a lot to compute 
and found extendable. Based on the thematic taxonomy in 
Tables I, II and III the optimal diagnostics system for diabetics 
patients those are threatened by underlying diseases is yet a 
problem to be achieved with many challenges. 

1) Data and Simulation Model for a universal diagnostic 

system primarily for diabetes leading to other chronic diseases 

with the perspective of efficiency and reliability with 

maximum accuracy is required. 

2) Providing a test bed with automated real time patient 

data to input into diagnostics system is an important concern 

for validation through simulation. 

3) diagnostics system for diabetic and its underlying 

diseases is not present in current scenario and has our attention. 

4) Finding an optimal big data healthcare analytics 

technique for diagnostics in compliance with HL7 standard still 

remains a challenge. 

TABLE II. COMPARISON OF VARIOUS HEALTHCARE ANALYTICS SYSTEMS 

 
Platfor

m 
Model 

Algorith

m 
Tool 

Standar

d 

PADSS 
Google 

Cloud 
OLAP X  

BigQuer

y 
HL7 

Predictive 

Analytics 
X  

Classificatio

n Model 
C4.5 Weka X  

ANFIS X  

ANFIS 

prediction 

Model 

Genfis3 
MATLA

B 
X  

Hierarchic
al two-

tiered 

CADe 

CADe X  

Deep 

ConvNet

s 

X  X 

Medical 

Diagnostic 
System 

X  X  

MLP 

neural 

network

s 

MATLA

B with 

NETLAB 

X  

PAPNET X  

Neural 

network 

model 

ANN X  X  
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Fig. 1. Detailed taxonomy of healthcare analytics. 

TABLE III. HEALTHCARE ANALYTICS APPLIED FOR DIAGNOSTICS OF DIABETES AND LINKED DISEASES 

Citation  Disease Application Algorithm/System Dataset Tool/s Accuracy 

[13] Diabetes Diagnosis 
Hybrid System (ANN & 

FNN) 

Pima Indians Diabetes 

(taken from UCI 

machine learning 

repository) 

Matlab 7.0.0 84.2% 

[13] Heart Disease Diagnosis 
Hybrid System (ANN & 

FNN) 
Cleveland Heart Disease Matlab 7.0.0 

86.8% but IncNet 

outperformed it with 90% 
accuracy 

[14] 

Diabetes, Liver, 

Breast Cancer, 

Hepatitis, etc. 

Diagnosis 

Hybrid Intelligent 
System (optimizing 

SVM & MLP using 

GSA, PSO & FA 
evolutionary algorithms) 

11 datasets of various 
diseases obtained from 

UCI (that included Pima 

Indian Diabetics & 
BUPA Liver Disease) 

Weka 

Optimized MLP technique 

with Firefly Algorithm 
(FMLP) in proposed Hybrid 

System was found better 

[15] 

Diabetes, heart 
disease, breast 

cancer, iris, skin 

cancer etc. 

Compression of 

Training Set 

Comparison of instance 

selection algorithms 

Wisconsin breast cancer, 

Cleveland heart disease, 

appendicitis, Iris, wine, 
Pima Indians diabetes, 

Skin Cancer 

Tested for 

classification 
algorithms kNN, 

SVM, SSV, 

NRBF, FSM & 
IncNet 

Prototype selection algorithms 
Explore, RMHC, MC1, LVQ, 

DROP2-4 and DEL, are the 

most effective. RMHC and 
LVQ algorithms also finished 

tests with high level of 

accuracy on the unseen data. 
ENN algorithm came at the 

top, especially for KNN & 

NRBF and ENRBF. These 
algorithm may stabilize the 

learning process, except the 

SSV or SVM models. 

[16] 

Clinical 
Medicine 

(Psychological) 

Approximation 

and 
classification 

(Diagnosis) 

IncNet is integrated with 
Extended Kalman Filter 

learning algorithm and 
bi-central transfer 

functions while rotating 

constant values in 
multidimensional spaces 

Minnesota Multiphasic 
Personality Inventory 

(MMPI) test 

Not mentioned 
IncNet outperforms C4.5 & 
FSM Rule Opt. with accuracy 

of 99.23% 
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V. PROPOSED SOLUTION 

This paper has started off with proposing a solution to our 
first problem of defining a data model and validate a proposed 
simulation model in [18] based on it that would give us a 
testbed in future to propose detailed solution. 

A. Universal Data Model 

As mentioned previously researchers are interested to 
propose Healthcare Analytics Platform for Diagnostics of 
Diabetic and underlying other chronic diseases like; Liver 
Cirrhosis. Comprehensible Knowledge Model for Cancer 
Treatment (CKM-CT) proposed in [19] greatly contributes to 
visualize the limitations posed when defining a universal data 
model. In [19] researchers acknowledge the close interaction 
and support of clinicians with technologists. Experts in 
knowledge domain are highly recognized to assist in retrieving 
raw patient data in form of EHRs and transforming it into 
structured form using CRT algorithm integrated in CKM-CT 
model. CKM-CT is said to be generalized with some 
limitations of availability of latest technological facilities and 
infrastructure. Our aim is to use machine learning techniques 
that would assist to apply deep learning over the universal 
diagnostic data model that would become part of context aware 
SmartHealth cloud platform derived for our problem. Our 
confidence in proposed model is based on study of various 
healthcare analytics platforms earlier been used in cloud 
context as in PADSS mentioned in Table II. 

B. Proposed Data Modelling Methodology 

Our research would be an extended version to connect with 
LHS in future that would be in compliance with latest HL7 
coding standards for coming up with medical diagnostics as in 
PADSS [8] that is for prediction of diseases integrated in cloud 
based healthcare platform. Further when setting up a 
benchmark for our system Adaptive Neurofuzzy Inference 
System (ANFIS) is seen as one of the successful approach for 

diagnosis of chronic kidney diseases [9]. It is focused over a 
single disease where Multilayer perception (MLP) neural 
network [5] is tested over eight diseases with 97% accuracy 
level achieved. Our measure of accuracy would be based on 
HUM using biomarkers or a better approach than AUC. The 
major simulation platform for SmartHealth used would be 
AnyLogic as modelled in [18] and Google Cloud as in PADSS 
[8]. The system may further be standardized if the simulation 
platform is HIPAA enabled or the dataset is following or is 
convertible to HIPAA HL7 coding standard. 

By standardized we mean the specification given by Fast 
Healthcare Interoperability Resources (FHIR) regulating 
HIPAA HL7 standard to be followed. But to converge the 
heterogeneous healthcare big data coming in from different 
platforms it has to be structured and modeled to fit FHIR data 
modeling guidelines. After being transformed in structured 
diagnostic data model if still it fails to map with FHIR 
specified data model fields then it may be modified to fit our 
built model (shown in Fig. 2). Later these modeled patients‘ 
diagnostic profiles would be clustered to train diagnostic 
learning model using analytics. 

EHR is relatively structured form of health data. Therefore, 
it may be used to train the diagnostic learning model as in [20]. 
We would use it to cluster patient‘s data in three categories: 
(i) diabetic, (ii) prediabetic, and (iii) having family history (as 
shown in Fig. 3). Further nested clusters would be found for 
various other variables like; age, and diabetes type, etc. 

Thus, learning model (Fig. 3) would be trained to find 
different sequences in symptoms and lab test results through 
finding correlations in one diagnosis or multiple diagnosis 
characteristics [21]-[23] of a patient in multiple visits. This 
diagnostics and history of diagnosis would also reach 
prognosis of co-occurrence [24], [25] of other chronic 
underlying diseases. 

 
Fig. 2. Universal data model for diagnostics to apply on any disease. 
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Fig. 3. Nested cluster model to develop accurate learning diagnostics model for diabetes. 

VI. EVALUATING PROPOSED SOLUTION 

Based on the extensive analysis of healthcare analytics 
platforms (Table I) detailed taxonomy (Fig. 1) is extracted for 
prediction, detection and diagnostics systems spanning various 
diseases. Moving forward we focused particularly on systems 
involving our domain of diabetes and linked diseases 
(Table III). This analysis lead us to compose our problem 
statement to construct a universal diagnostic system for 
diabetes and its underlying diseases that is context aware based 
on its ability to integrate with the latest technology of IoT 
embedded with cloud to give personalized service to patients 
wherever they go. To start with solvation of our problem we 
were able to devise a generic data model (Fig. 2) for any 
particular disease and in our case that would take patients data 
related to diabetes or other interlinked diseases. This data 
would be heterogeneous in nature coming from biosensors and 
other apps to become part of socially context aware 
SmartHealth cloud platform. The data would be structured with 
respect to its nature based on patient profile and examination 
history, current health issue or symptoms identified, the list of 
most probable diseases that are associated to a particular 
patient, any tests underwent and reports, etc. If the diagnosis is 
reached then patient gets the feedback for the next immediate 
action otherwise he/she is examined for next possible disease. 
The detailed scenario of how this data is evaluated at different 
stages using healthcare analytics techniques (as shown in 
Fig. 3) as part of hybrid distributed simulation environment 
within AnyLogic is demonstrated in Fig. 3 [18]. 

Detailed data model abstraction enabled us to build the 
simulation in detail in [18] and not compromising on abstract 
level to miss out important details. Our cloud platform 
considers to be integrated with societal role in future but at the 
moment is assumed to take input from biosensors and 
computing the in-formal information gathered by patients 
forming a patient profile graph as mentioned in [26] and shown 
in Fig. 1 of [8]. We have already selected our data formation 

clustering method to be Random Dynamic Subsequent method 
proposed in [27]. Further when performing machine learning 
heuristics we consider the proposed deep patient representation 
using unsupervised deep feature learning method shown in 
Fig. 2 of [28] to form diagnostics of diabetes and the 
underlying disease of liver cirrhosis. Still it is kept in 
supervision of human doctors not to let patients suffer any risk. 
The metrics to validate the accuracy of our model would be 
determined using HUM approach with biomarkers or a better 
accuracy model than AUC. 

VII. CONCLUSION AND FUTURE DIRECTIONS 

Based on our study of previous healthcare analytics 
techniques been utilized for prediction, diagnosis, treatments, 
and prognosis it is determined that researchers have focused 
over best approaches with respect to the maximum accuracy 
level achieved. These approaches properly integrated with the 
latest techniques would be used for coming up with future 
standardized medical diagnostics. We are working towards 
proposing a diagnostic system keeping in view for its 
commercial universal use by clinicians for various chronic 
diseases like; diabetes mellitus and its underline diseases 
particularly liver cirrhosis. The system should be such that it 
would be visualized for coming up with optimal healthcare 
analytics technique. In future the system would be enhanced 
exclusively for treatments or cover the diagnosis of diseases 
that have been left out due to limited time or limitation of 
proposed healthcare analytics technique. 

The simulation in [18] embedded with proposed data model 
for SmartHealth cloud platform is found to be technically 
intelligent and sound in its process flow when compared in 
[18] to SelfServ platform and Societal Information System for 
Healthcare simulations [29], [30]. It acquires the smartness of 
unsupervised learning while at the same time it keeps it under 
supervision of qualified doctors that would assist in 
complicated diagnostic case and continuously update the 
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knowledgebase not compromising on the risk associated. This 
SmartHealth cloud platform is a very comprehensive and 
complete visualization of our future vision of LHS [17]. 
Currently, it lacks actual implementation due to limited 
resources and time. Still we have done considerable effort in 
paving the way with clear detail of the scenario for making a 
hybrid distributed cloud in future that is intelligent enough to 
assist in Complex Event Processing (CEP) in service oriented 
community (SOC) for health. It is clearly understandable as we 
explored the challenges of building DSM [31] integrated with 
big data that forms the bases of our hybrid distributed cloud 
that actual simulation and implementation of SmartHealth 
cloud is a complex task. It is estimated to  take huge span of 
time and expert skills giving us a novel machine learning 
framework to support our SmartHealth cloud platform. 

VIII. RECOMMENDED ACTION PLAN 

Our detailed data model would be in compliance with latest 
HL7 coding standards for coming up with self-learning 
medical diagnostics as in PADSS [8] that is for prediction of 
diseases integrated in cloud based healthcare platform. Further 
when setting up a benchmark for our system Adaptive 
Neurofuzzy Inference System (ANFIS) is seen as one of the 
successful approach for diagnosis of chronic kidney diseases 
[9]. But, it is focused over a single disease where Multilayer 
perception (MLP) neural network [5] is tested over eight 
diseases with 97% accuracy level achieved whereas we would 
structure the data using sequential and hierarchical clustering to 
become part of learning diagnostic model in Fig. 3. Our 
measure of accuracy would be based on HUM using 
biomarkers or a better approach than AUC. The simulation 
platform mostly used is MATLAB with NETLAB tool box. 
Other good platform for real scenario comprising of large scale 
patients‘ data would be Google Cloud Platform [8] used for 
PADSS or AnyLogic for hybrid cloud simulation as evaluated 
in [18] against NetLogo and other distributed simulation tools 
discussed. 
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Abstract—Parkinson’s disease is a neurological disorder. It is 

the second most common disease after Alzheimer’s. Incidence 

rates for this disease are increasing rapidly with increasing life 

expectancy. The search for measures to diagnose the disease and 

monitor symptoms is an important step, despite the fact that it 

presents a number of challenges. Among the symptoms related to 

this disease is the disturbances of the voice which particularly 

occur in a remarkable way called  hypokinetic dysarthria which 

is presented by the poverty of the gesture in all the 

characteristics of the speech (phonatory, prosodic, articulatory 

and rhythm). Our goal is to do a study based on voice analysis at 

the level of the glottis to examine some early parameters 

measured using the LF model and clinical manifestations to help 

diagnosis of the disease. 

Keywords—Parkinson’s disease; LF model 

I. INTRODUCTION 

The work presented in this paper focuses on variations and 
analysis of the parameters of the glottal source in Parkinson's 
speech. This research can be relevant for different speech 
signal domains; it announces the characteristics of the speech 
source of normal speakers and those with Parkinson's disease 
(PD). It is a chronic neurodegenerative disease with a variety 
of motor and non-motor symptoms. The second most 
commonly diagnosed after Alzheimer's disease [4]. It results 
in the slow and progressive death of a set of neurons of the 
human brain that have an important role in the control of 
movement [1]. It is a loss of muscular control and cognitive 
impairments, known by the trembling of the body and the 
voice called dysarthria [2]. Age is the simplest factor in this 
disease, so that the prevalence rate is 0.5% to 1% for the age 
of 65 to 69 years and 3% for the oldest 80 years [5], [3]. It is 
therefore preferable to detect it in advance before it is well 
developed. Although there are other symptoms of this disease, 
no final biomarker exists or specific measures for diagnosis 
[10]. The latest research findings indicate that approximately 
70-90% of patients with this disease have a form of vocal 
disability [6] and this index may be one of the best symptoms 
of this disease. The idea of studying the speech signal and its 
tremors that either occur in instantaneous frequencies or in a 
variation in amplitudes is a good index for the diagnosis and 
monitoring of the progression of this disease. Ideally, such a 
measure would be non-invasive and could be acquired outside 
the clinical setting without the need for expert assistance. In 
this context, several studies have been carried out on acoustic 
measurements based on jitter and Shimmer and NHR ratios, 
fundamental frequency [7], intensity and formants [8] or joint 
model [9]. In our work, we are interested in measuring the 

spectrum of the glottal source, estimated from the speech 
signal to identify parameters that behave differently in 
Parkinson’s and Healthy speech. This study was motivated by 
all the research that used glottal behavior and characteristics 
[10]-[13]. 

The organization of this document and as follows. In the 
first section, we present the glottal model also the voice data 
used in the analysis of the sources. The next section describes 
the experience and the results obtained and finally a 
conclusion. 

II. METHODOLOGY 

A. Acoustic Modeling of Speech Production 

The acoustic theory of speech production presented by 
[15] is based on the analysis of glottal sources. It is a theory 
that allows the functional separation of speech production in 
two parts (source and filter) to improve the understanding of 
this phenomenon. The filter is assumed linear time invariant 
(LTI), which means that each short-term speech segment 
contains constant parameters without any interaction with the 
glottal source. These hypotheses are clearly simplifications, 
since the exact physical description of the generation and 
propagation of sound in the vocal organs leads to a complex 
set of differential equations [16] in order to facilitate and 
separate the components of the model and understand their 
functioning. The acoustic speech signal S (n) is the result of 
the convolution of the waveform of the glottis source g (n), 
which presents the volume of the airflow exiting the lung to 
the vocal cords with an impulse response of the filter leaving 
the voice path representing the frequencies of resonant 
formants and the radiation of the lip r (n). 

 ( )   ( )  ( )  ( )                      (1) 

In the z domain, the model can be defined as: 

 ( )    ( )  ( )  ( )                   (2) 

Where R(Z) represents the discrete time radiation 
impedance and V(Z) the discrete time speech signal of the 
volume velocity at the glottis and E(Z) the discrete signal 
enters the time domain. Any loss in the system occurs by 
radiation on the lips through which has a high-pass filtering 

effect modeled with a single Zero such that R(Z) = 1-     

1) Glottal source: The production of the speech signal 

requires the use of several organs, a flow of air coming out of 

the lungs passes through the larynx where the vibration of the 
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area is produced by the voice piles. The opening between 

these two stacks is called the Glottis slit or glottis [13], see 

Fig. 1. 

The air pressure exerted on the cells is sufficiently high to 
separate them and allows the flow of air to flow so that the 
glottis is released to close. Several factors contribute to 
movement.  The first is the nature of the elastic tissue which 
forces the vocal folds to return to its initial position, the 
second is described by the Bernoulli effect [18] (the retro-
aspiration effect of the cordial mucosa) and the third by the 
action of the Decreased Pressure [14]. 

This cycle is repeated several times periodically, its 
duration is called the fundamental period noted T0 and its 
rhythm determines the fundamental frequency of the voice 
(number of vibrations per second denoted F0 expressed in 
Hz). 

The flow waveform is the result of vibration of the vocal 
chords from an open position and a closed position that form 
the two most important phases of the glottal flow impulse 
during each cycle. 

 
Fig. 1. The Positions of the Open Vocal Cords (A) and Closed (B). 

 
Fig. 2. The different instants and periods of the LF Model. 

a) LF Model 

Several models exist to determine the characteristics of the 
glottal flow. We chose to use the Liljencrants fant (LF) model 
[19] in this document because it gives a good fit in the 
waveform. 

This model can be presented with parameters such as tp, te 
and ta (see Fig. 2). It is composed in two parts opening and 
closing and calculated as follows: 

 ( )  {
                           

                                                               

 
  

   
[   (    )     (     )]            

  (3) 

Where ta is related to the return phase of the model and tp 
is the positive peak of the flux also defined by the zero point 
before the derivative of the flux and α, ε the parameters 
controlling the shape of the model [20]. 

The pulse form of this model can also be presented with 
other parameters. 

 The R parameters 

In the section, a set of parameters was determined and are 
expressed in quotients for to describe the shape of the glottal 
source signal E (t) and characterize the shape of the pulse of 
the model LF. 

The Rk parameter is defined by (4), it is the measure of the 
asymmetry in the cycle, Rg represents the normalizer of the 
fundamental frequency presented in (5) and Rd in (6) to 
capture all the variation of the model LF It is related to the 
fundamental frequency and the other two parameters Rg and 
Rk. 

   
     

  
                  (4) 

   
 

   
                 (5) 

       (
 

  

  

   
)                (6) 

The interval between the beginning of the glottal impulse 
and the instant where tp reaches the maximum is called the 
opening phase, see (2). At this moment, the vocal folds begin 
to close and the amplitude of the flow begins to decrease until 
the sudden closure of the globe. The time that corresponds to 
the duration of passage of the area flux through the globe 
when the folds are open is known by the open phase is 
measured by the following formula te –Ta. With Ta the point 
where the   tangent to the exponential in  t = te, it also serves 
to determine the phase of transition between the open phase 
and the closed phase known by the return phase is calculated 
by the following formula [21]: 

                         (7) 

Finally, the last phase of the cycle when the folds are 
completely closed at time tc. The model can also be presented 
by other parameters, which are correlated with the quality of 
the voice and its spectral properties as in [22]. 
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 The parameters NAQ and QOQ 

Several temporal characteristics can be determined as a 
function of time derived from the glottal form [23], using the 
model LF and its parameters such as the open quotient Qq, the 
asymmetry coefficient αm and the speed quotient Sq. These 
moments are always difficult to detect correctly. To solve this 
problem a new parameter has been proposed by Hacki [24] 
describing the open time of the glottis named quasi-open 
quotient (QOQ). It is defined by the ratio between the time of 
opening and closing of the glottis and corresponds to the 
period during which the flow of the glottis is greater than 50% 
of the difference of two maximum and minimum flows. 
Laukkanen [25] has to experience that this parameter can be 
used to study the variation of the glottal source in case of 
stress and emotion as well as Airas and alku which have 
announce that this quotient and the best parameter to use to 
test the degrees of reflection of the changes of phonation [26]. 

The temporal characteristics of the glottal source can also 
be presented by measuring the amplitude of the glottis and its 
derivative. 

    
   

        
                (8) 

It is the normalized amplitude quotient (NAQ) proposed 
by Alku et al [27] using two amplitudes f_ac the amplitude of 
flow and d_peak the negative peak amplitude (see Fig. 3). 

 
Fig. 3. Parameters needed for NAQ and QOQ measurement. 

III. EXPERIMENTAL DETAILS 

The aim of this article is to determine whether the 
parameters of the glottal signal have remarkable 
characteristics between the two databases PD and HC. To 
evaluate this, we used Matlab to measure its various 
parameters and anova for statistical measurements. 

A. Database 

In this study we used, recording of 36 native Czech 
speakers, the PD age group 64.21 ± 9.46 SD (extreme 41-82). 
Before the experience each patient did a neurological 

examination to rank them according to the scale of which 
varies from 1 to 5 according to the degree of unilateral motor 
disorder as well as the classification scale (UPDRS III) also 
The H&Y score was 2.1 ± 0.4(1–3),. The healthy control 
group (HC) with a mean age of 64.21 ± 9.22 (42-80) years. 
None of the HC group participants had a history of 
neurological disorders or speech. The study was approved by 
the Ethics Committee of the General University Hospital in 
Prague, Czech Republic, and all participants provided 
informed and written consent. 

The description of some records used in this document is 
displayed in the following Table I: 

TABLE I.  SOME CHARACTERISTIC OF PARKINSON’S PATIENTS 

Participant 

code 
Gender 

Age 

(years) 

Age of 

disease 

onset 

(years) 

Duration 

of disease 

from first 

symptoms 

(years) 

UPDRS 

III total 

UPDRS 

III 

18. 

Speech 

PN301 M 74 64 10 22 2 

PN302 M 77 70 7 14 1 

PN304 M 76 70 6 23 1 

PN307 M 66 61 5 - - 

PN314 F 62 57 5 32 0 

PN316 F 61 57 4 38 2 

PN401 M 56 55 1 8 0 

PN403 M 68 59 9 12 0 

PN405 M 76 65 11 27 2 

PN407 M 55 44 11 16 0 

PN409 M 79 70 9 9 0 

B. Recording 

The recordings of the speakers are recorded in a quiet 
room with a professional microphone (Beyer-Dynamics Opus 
55, Heilbronn, Germany) placed 5 cm from the mouth of each 
patient. All of his recordings were digitized at a sampling rate 
of 48 Khz with 16-bit quantization. All speakers pronounced 
the vowel a under the control of a speech specialist without 
any time limit was imposed during the recording. 

IV. RESULTS 

Glottic pulse parameters related to time and frequency 
provides quantitative information for the examiner about their 
importance in biomedical applications. To prove it, we used 
both types of recording of PD and HC speakers, regardless of 
age or gender. The results for each glottal parameter are 
shown in the following Table II. This table presents the mean 
value and standard deviation calculated for all patients in two 
PD and HC groups. A remarkable difference can be observed 
in the different parameters. 

The analysis of group differences between PD and controls 
performed using a rank sum of Wilcoxon. It is a non-
parametric statistical test that uses the data distribution 
assumption the same with the Spearman correlation reliability 
test that is used if the static correlation variables do not have 
affine relationships, see Table III. 
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These parameters were also tested following the clinical 
manifestations with a significant correlation between the NAQ 
parameter and the UPDRS discourse 18 (Z = 0.36, p <0.04) 
(Table IV). 

TABLE II.  THE RESULTS OF MEASURING THE MEAN AND THE STANDARD 

DEVIATION OF GLOTTAL PARAMETERS FOR PD AND HEALTHY SPEECH 

 

 

Results 

PD speech 
HC speech 

Average 

 

Standard 

Deviation 

 

Average 

 

Standard 

Deviation 

 

Ee 
0,0566 0,0926 -0,1447 0,1393 

Te 
0,0027 0,0029 0,0043 0,0149 

Tp 0,0025 0,0027 -0,0256 0,0999 

Rd 
0,0140 0,0179 0,0391 0,0667 

Rg 0,1730 0,1383 0,2971 0,3193 

Rk 
1,1767 1,3183 1,2827 3,3212 

TABLE III.  THE RESULTS STATISTICAL DIFFERENCES BETWEEN ALL 

GROUPS 

Variable Spearman correlation   Wilcoxon rank sum test 

 
PD vs HC 

 

PD vs HC 

Z p Z p 

NAQ 0,81 p< 0.001 -2,19 p < 0,05 

QOQ 0,78 p< 0.001 -1,84 p = 0,06 

TABLE IV.  THE CLINICAL MANIFESTATIONS WITH NAQ ET QOQ 

Variable  

 

UPDRS UPDRS speech UPDRS rigidity 

Z p Z p Z p 

NAQ 0,24 0,17 0;36 0,04 -2,19 0,96 

QOQ -0,17 0,93 0,96 0,98 0,078 0,66 

V. DISCUSSION AND CONCLUSION 

This work, we presented a glottal analysis based on the 
estimation of flux and the extraction of some parameters in the 
time domain in order to examine their relations in the two 
bases PD and HC. The results found are based on several 
direct correlations to demonstrate voice quality and glottal 
velocity. A significant effect was found with the NAQ 
parameter through a positive correlation describing the 
amplitude variation during pronunciation and reflecting the 
distinctive effect of Bradykinesia in Parkinson’s disease. 

Another presented part of our paper is the analysis of 
glottal source local relations and the clinical manifestations 
described by the UPDRS speech scale. Our results show that 
the NAQ parameter confirms the intelligibility of the 
manifestation. 

There is a limit in this analysis, in particular that our 
results are based on a relatively small number of PD patients 
who are heterogeneous in terms of age, duration of illness and 
gender of the patient. 
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