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Editorial Preface

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current
home desktop computers to put a man on the moon. In that 50 year span, the field of computer science has
exploded.

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the
calculation process has given birth to fechnology once only imagined by the human mind. The ability to communicate
and share ideas even though collaborators are half a world away and exploration of not just the stars above but the
internal workings of the human genome are some of the ways that this field has moved at an exponential pace.

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for
quality research. We want to promote universal access and opportunities for the international scientific community to
share and disseminate scientific and technical information.

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we
deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a
place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field.

We utilize the talents and experience of editor and reviewers working at Universities and Instifutions from around the
world. We would like to express our gratitude to all authors, whose research results have been published in our journal,
as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review
process.

We hope that this edition of IJACSA inspires and entices you to submit your own conftributions in upcoming issues. Thank
you for sharing wisdom.

Thank you for Sharing Wisdom!

Managing Editor
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VoIP Telephone Systems based on Open Source
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Abstract—The inherent needs of organizations to improve
and amplify their technological platform entail large expenses
with the goal to enhance their performance. Hence, they have to
contemplate mechanisms of optimization and the improvement of
their operational infrastructure. In this direction arises the need
to guarantee the correct operation and non-degradation of the
services provided by the platform during the periods with a
significant load of work. This type of scenario is perfectly
applicable to the field of VVolP technologies, where users generate
elevated loads of work on critical points of the infrastructure,
during the process of interaction with their peers. In this
research work, we propose a solution for high availability, with
the goal of maintaining the continuity of the operation of
communication environments based on the SIP protocol in high
load. We validate our proposal through numerous experiments.
Also, we compare our solution with other classical VolP
scenarios and show the advantages of a high availability and fault
tolerance architecture for organizations.

Keywords—Cluster; high availability; load balancer; VolP;
SIP; kamailio; corosync; asterisk; SIPp

. INTRODUCTION

The rise of new technologies in the field of
communications through the usage of computer networks has
driven the growth of organizations. Motivated by their interest
in an efficient application of resources, these organizations
invest on innovative communication mechanisms, to establish
connections between devices for the exchange of information,
allowing the communication of well-identified entities.
Usually, these communication technologies follow well-
regulated operating schemes, which clearly define intermediate
points, states, processes, and possible behaviors of
communication, also known as communication protocols.

Extrapolating these concepts, organizations interested in
optimally diversifying their communication capacities are
inclined to use these state-of-the-art technologies and protocols
of communication. However, there are cases in which the
magnitude of some organizations requires network
infrastructures that prioritize the performance and stability of
the communication platform, and it is at this point that the
following topics of interest arise:

Eric Gamess®

MCIS Department
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Gomez*
School of Computing
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Caracas, Venezuela

1) Optimization of the network infrastructure at the level
of performance

2) Scalability and longevity of the network infrastructure

3) Adequate performance of the communication system in
stressful conditions

4) Backup plan to tackle faults and malfunction events.

In this work, we propose a Voice over IP (VolP) solution
based on the Session Initiation Protocol [1][2][3] (SIP), and the
usage of tools that allow the establishment of a network
infrastructure of high availability and good performance, such
as Kamailio [4], Corosync [5], Asterisk [6][7], among others.
To validate our work, we test our suggested architecture under
high stress and report the obtained results.

The following document is organized as follows. Section Il
presents the communication problems faced by large
organizations when it comes to scalability and fault tolerance.
Section |1l introduces some general solutions for high
availability. The related works are discussed in Section IV. In
Section V, we propose our high availability architecture for
VolIP based on open source software. The test scenarios and
definitions are presented in Section VI and Section VI,
respectively. In Section VI1II, we analyze the results of our tests
to validate the proposed architecture. Finally, Section IX
concludes the paper and gives some directions for future work.

Il.  ORGANIZATIONAL PROBLEMS

From a technological perspective, there are some
limitations in existing IP telephony architectures aimed at the
provision of a high-quality telephony service, particularly in
high-volume conditions where a significant workload must be
supported, such as organizational environments, in which users
rely on services in a sustained and repetitive manner. These
limitations can lead to a point in which an organization, for the
sake of the improvement of the quality of service and non-
interruption of the business, opts for proprietary solutions that
in many cases represent a significant monetary investment. The
main problems faced by organizations that use open-source
software solutions for telephony are those that prevent the
continuity of the service in environments of high concurrency
and high demand.
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Many of these problems are due to the fact that some
organizations ignore the expected requirement parameters in
the environments in which the service is provided within their
networks. Therefore, these organizations do not evaluate
certain topological and architectural solutions with open-source
software tools to face their limitations, which could be solved
by offering proactive mechanisms of high availability and
contingency, in case of malfunction of their systems. In
addition, if the possible growth in the requirements of the
services managed by the organization is anticipated, a good
approach in the management and configuration of the services
to be offered within the architecture, plus load balancing
solutions, would allow greater scalability in the service.

The concept of high availability and continuity of the
operation in computer networks is a solution for environments
of high workload. However, the high cost associated with
implementing proprietary solutions to improve the quality of
the communication service makes them unfeasible for some
organizations. Therefore, our interest in proposing an
architecture of high availability through the usage of open-
source software tools. Our solution considers that the particular
limitations of each piece of software can be overcome by the
coupling of multiple tools synchronized with each other to
offer a standout service, that is, by using the famous saying
“Unity is Strength.”

Il.  HIGH AVAILABILITY SOLUTIONS

In any type of communication solution, faults are highly
probable. Therefore, contingency mechanisms are required to
resolve these faults automatically, with the smallest possible
response time, and when possible, in a transparent way for
users. To achieve this goal, a high availability solution must
have the following aspects:

¢ high availability mechanisms

¢ load balancing mechanisms

e division of services

e monitoring and management of services and load.

A. High Availability Mechanisms

From the computational point of view, the term
“availability” refers to the period of time a service is available.
When seen as an expression, “availability” can be either the
response time of the service or whether it is accessible to be
consumed by the users [8]. Hence, “high availability” refers to
“... a system that is continuously operational and available for
the use of the services provided to end-users” [9]. Providing
high availability to a system or service is not an easy task,
since not every service manages mechanisms to support it.
Therefore, offering high availability in a system requires a
specific design and implementation, mitigating all the points of
failure that a system may have.

Redundancy is important in a system that offers high
availability. Redundancy generally consists of backup
components that automatically “kick in” if one component
fails. It can be achieved at the level of the nodes that provide
the service, i.e., the servers that are managing the service. The
two most commonly used high availability cluster
configurations are active-passive and active-active.
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1) Active-Passive: In an active-passive scheme, one of the
nodes is processing the requests received by the critical service
(thus considered as the active node), while the other node is
monitoring the active node and ready to take over as soon as
the active node gets disconnected or is unable to serve [10].

2) Active-Active: In an active-active scheme, both nodes
are actively providing critical services simultaneously. One of
the main purposes of an active-active cluster is to achieve load
balancing, that is, distribute the workload. In case of a failure
of either node, the other node will be responsible for the
provision of all the critical services [10].

B. Load Balancing Mechanisms

Let consider two servers or nodes with similar
characteristics that are setup as telephone exchanges, one
active and one passive. The basic idea is that the passive server
will take over when the active server faces a failure. Now, if
the active server were to fail due to very high service
requirements  (numerous controls for calls managed
simultaneously: user registration, start of calls, end of calls,
etc), it is very likely that the same will happen to the other
server after the failover, since they are servers with similar
characteristics. To solve this kind of problems, it is advisable to
distribute the load among multiple servers (load balancing).

In the concept of load balancing, multiple servers are
offering the same service and do the same tasks. Usually, an
appliance (specialized physical device) or software solution is
in charge of the load balancing management. It receives all the
requests that are directed to the servers and is in charge of
redirecting the traffic to one of the servers that it considers
appropriate, through different techniques and mechanisms to
balance the workload.

Load balancers can be divided into stateless and stateful
load balancers:

e Stateless Load Balancer: Stateless load balancers
typically use hashing algorithms to transform part of the
data taken from the requests or packets into a low hash
value, for the selection of a server from the farm [11].
This method can permit a certain level of persistence;
For example, if the data to be hashed is the source IP
address of the client, all requests made by a single client
will be sent to a specific server. There are multiple
hashing methods: hash based on IP source, hash
buckets, etc.

o Stateful Load Balancer: Stateless load balancers have
certain limitations in a fair distribution of workloads.
Stateful load balancers maintain the state of the
sessions. To accomplish this, the balancer must be able
to determine when a session starts and when it ends.
When a session is started, the target server is
determined using load distribution mechanisms. Once
determined, all subsequent packets that belong to the
same session will be sent to the same destination server,
until the end of the session [11].

There are many methods for load distribution, such as:

¢ Round-Robin: The Round-Robin method is one of the
most popular and simple methods of load distribution.
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Its distribution is based on granting the incoming
requests to a different server, until all servers have
received one. After reaching this point, the process is
repeated with the subsequent requests. Some of the
advantages of Round-Robin are its simplicity and the
few resources needed by the balancer. Also, the method
is very fast, even in large architectures with numerous
servers in the farm. However, it has the disadvantage of
providing a rather poor mechanism of load distribution,
because it has no mechanisms to evaluate the load of
each element of the farm.

e Choice by Load: In this load balancing technique, each
server of the farm is monitored by a program known as
a server-side agent. The server-side agent provides real-
time information about the load of the server where it is
running, such as: CPU load, memory usage, disk 1/0,
etc. Hence, the load balancer obtains information about
the load conditions of each server in the farm with a
very high level of detail [11], before it determines
which server is the most suitable to take the next
request.

Many parameters can be used to assess the load of the
servers in the farm. The parameters to choose will depend on
the application. Some of the most common load parameters
are: CPU utilization, RAM utilization, quantity of connections,
and quantity of transactions or active calls (very common in
solutions based on SIP). In many cases, parameters are
combined for a better load evaluation.

C. Division of Services

When there are multiple tools with the ability to offer the
same functionality, it is important to consider which one can
provide it in the best way. Throughout this paper, the
advantages of the division of functionalities of certain services
will be described, with the corresponding evidence to support
the decisions.

D. Monitoring and Management of Services and Load

The establishment of monitoring and management service
mechanisms within a high availability solution allows the
identification of failure points, as well as the efficient
determination and management of the components involved in
its operation. The monitoring mechanisms permit to have an
instant state of the situation, which facilitates the decision to be
taken on the exposed services.

IV. RELATED WORKS

Some studies and solutions related to providing
mechanisms of contingency and scalability in IP telephony
systems currently exist. Throughout this section, some related
researches will be described and analyzed, highlighting their
advantages and weaknesses.

A. High Availability for SIP: Solutions and Real-Time
Measurement Performance Evaluation

This research proposes the creation of a transparent and
practical failover solution for proxy servers, for both SIP and
RTP [12]. The objective is to increase the availability, stability,
and scalability of multimedia systems based on SIP by using
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active-passive failover mechanisms with floating IP addresses,
for both SIP and RTP.

1) SIP redundancy architecture: In order to have
redundancy through SIP, it is essential to have two or more SIP
servers. Also, each SIP server must be aware of all the SIP
transaction made [12]. This is achieved by replicating all
messages received by the active server to all the backup
servers, even if these last ones are not available to the public.
To accomplish this, the authors proposed the creation of a
daemon called High Availability Daemon (HAD), which is run
in each SIP server, including a SIP proxy.

2) RTP redundancy architecture: The approach of the RTP
architecture is very similar to the one for SIP. However, the
RTP proxy allocates two port numbers for each forwarding
relation. Data which are received on one port are forwarded to
the other peer through the other port number. This prior
knowledge by the RTP proxy is done through a mapping list
that is shared by HAD.

To begin the RTP message exchange of a SIP session, the
RTP proxy opens the ports and virtually interconnects with the
peer. At this point, it does not know what are the IP addresses
and ports of the peer and learns them when receiving the first
RTP message of the peer (the mapping list is updated) [12].
This mapping list must be exchanged with the other RTP
proxy. HAD is in charge for this, thus storing the mapping list
and replicating it with the other HAD of the other RTP server.
HAD receives mapping requests from the SIP proxy and
forwards them to the local RTP proxy. Additionally, HAD
intercepts the local RTP proxy responses and forwards the
chosen port to the backup system. Figure 1 and Figure 2 [12]
refer to the operation mechanism of the HAD daemon, for SIP
and RTP, respectively.

3) Load Balancing scheme: In this work, a DNS load
balancing mechanism based on SRV registers was used. The
load balancing module is responsible for requesting in static
time interval the number of SIP servers available to the DNS
server (DNS records) and resolves its Fully Qualified Domain
Name (FQDN). This means that for each SIP domain, the DNS
server has multiple DNS records for the DNS proxies added by
it.
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The balancer is responsible for querying the DNS and
maintaining the DNS records. The SIP client, when making a
SIP request, will first reach the balancer and, based on the
information provided by the DNS and the weight of the
different services, forward the request to the SIP server with
more priority. This, however, is only required for certain SIP
messages. Once a SIP client has established the connection
(sending an INVITE and receiving an OK from the SIP server),
it is not required to pass through the balancer again.

4) Differences with our proposed architecture: In contrast
to our work, the authors wrote their own HAD daemon from
scratch, and did not use a well-known and debugged software
developed by the community. This solution is error-prone,
since their software has only been exposed to a very small
group of people. Finally, another clear difference is the use of a
DNS-oriented balancer, which is stateless oriented, resulting in
unfair balancing.

B. On The Reliability of Voice over IP (VolP) Telephony

The architecture proposed by Pal, Gadde, and Latchman
[13] consists of:

e Two or more virtual servers with Kamailio.

e Two or more virtual servers with FreeSWITCH
[14][15].

Calls are routed from the clients to the Kamailio servers
using a distributed DNS-based ENUM (E.164 Number to URI
Mapping) system with priority settings [13]. If at any moment
a particular Kamailio virtual server is down or running at its
full capacity, the calls will be rerouted to another Kamailio
server. If none of these servers is active, the call will be
rerouted directly to any of the FreeSWITCH that are
responsible for the voice messaging, music on hold, and
automated attendant (see Figure 3 [13]).

To provide hardware redundancy, the authors propose Ultra
Monkey [16], that uses Linux Virtual Server (LVS), for the
creation of high availability in network services. Ultra Monkey
is a framework that uses the Heartbeat protocol to monitor if
two servers are operating properly or not (presence of periodic
messages). In this proposed architecture, there are two
balancers configured in an active-passive clustering scheme
with Ultra Monkey. At any moment, if the active balancer
stops responding requests, the balancer that was in passive
mode will pass to active mode and will process the requests.
Heartbeat uses a plugin called IPFail that helps determine, at
layer 3 (via ICMP messages), whether the balancers are
working properly or not.

Vol. 9, No. 9, 2018

Client makes a call

Call approved

Kamailio
virtual

Kamailio
virtual
Senver 1

Call
approved

FreeSWITCH
virtual
Server

Call on Hold

End Call ~—| Voice Mail

Fig. 3. Operating Scheme.

1) Differences with our proposed architecture: The use of
Heartbeat as a communication and membership protocol
differentiates this work from our proposed architecture. It is
worth to remember that many developments in this field are
migrating from Heartbeat to Pacemaker/Corosync, that is,
Heartbeat can be considered as a project that is losing
popularity. Also, the selected balancer, Ultra Monkey, does not
maintain the state of SIP, resulting in a lower quality balancer
than Kamailio.

C. Design and Implementation of a System to Interconnect

VoIP Services and CERN’s Telephony Networks

The scope of this work [17] is broad and is intended to
provide an interface to the telephone networks of the European
Organization for Nuclear Research (CERN), specifically
services based on SIP. The implemented system serves as an
entry point for calls originated outside the CERN’s telephony
network, allowing users using this service to communicate with
the CERN telephone network (landline or mobile).

1) Logic topology and components: It consists of multiple
components based primarily on common existing SIP servers.
Among them are Media Servers and Proxy Servers,
interconnected as can be seen in Figure 4 [17]. The Media
Servers provide functionalities to SIP users. They tend to use
many hardware resources (since they process multimedia
information by software). Proxy Servers are used to protect
them from the signaling part [17]. For high availability
requirements, the topology consists of two Proxy Servers and
two Media Servers (active-passive and active-active,
respectively), thus preventing single fault points in the

topology.
CERNs telephony
network

PROXY MEDIA

[
w server server
PROXY MEDIA

[
server server

Fig. 4. Logical Topology.
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The system has load balancing mechanisms served by
Kamailio, including health checks or keepalive mechanisms to
the different FreeSWITCH with failover capability, as well as
active-active clustering techniques through Pacemaker and
Corosync among Media Servers. Also, it makes use of active-
passive clustering techniques between Proxy Servers.

Each Media Server is configured to manage a limited
amount of channels while interrupting the others if the limit is
already set. The load balancing mechanism allows the
distribution of calls between the different Media Servers, thus
increasing the scalability and the call limit [17].

2) Functions of Immersed components:
a) Proxy Server:

The Proxy Server must accept connections from both TCP
and UDP. It must only accept calls destined for the CERN
PBX; i.e., it should not act as Proxy Server among SIP users
[17]. The call setup process keeps track of the progress of the
call once answered. This is achieved by storing the dialog
information using the Dialog module provided by Kamailio in
a database [17].

b) Media Server:

The Media Server must reserve one channel for each
incoming call and then proceed to authenticate the user of the
incoming call. Users are not authenticated by using
“Mod_directory” module, making it a Registrar Server, but by
configuring an access list that only accepts incoming calls
originated by the Proxy Server and, in addition, a custom
mechanism that will be explained in the following paragraph.
The SIP profiles were completely eliminated except for the
internal profile in which incoming calls from Kamailio were
assigned to this profile.

In addition, a method is used to perform an extra layer of
users’ authentication. This functionality varies depending on
how the call flow is performed. This mechanism is created by
scripts written in Lua where a PIN is offered to the user who is
calling through an IVR. The user must set the PIN correctly,
using DTMF tones, for the authentication to be complete.

3) Differences with our Proposed Architecture: This
architecture was designed with the purpose of allowing
external entities to communicate through VolP (using the SIP
protocol for session establishment) with the CERN private
segments, which are legacy telephone networks. In our
proposed solution, the architecture is totally based on the SIP
protocol.

V. PROPOSED ARCHITECTURE AND SOLUTION

Figure 5 depicts the conceptual architecture of the proposed
solution. The subsystem that supports high availability
telephony is in network A, on the left side (inside the green
box), which the following elements:

e Proxy/Registrar: This is the main component in charge
of the services provided by the SIP signaling protocol.
It acts as a stateful SIP proxy to allow load balancing
mechanisms towards the PBX entities. In addition, it
functions as an RTP proxy to solve problems related to
NAT Traversal.
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e PBX: These components act as multimedia servers.
They are used as secondary SIP traffic receivers (in
case of call establishment requirements) and these
servers are being balanced by the Proxy/Registrar
Servers.

e DB/SAN: This component acts as a shared storage for
the two components defined above and maintains the
information centralized.

Each instance of the different components, in Figure 5,
indicates whether it is active (working perfectly and providing
services), passive (working perfectly but not providing
services), or failed (out of order). This information refers to the
implementation of the clustering schemes that are used as
contingency mechanisms within the architecture, consisting of
multiple instances of the same component.

Network B

IP Phones

Lz , LD
mf
Y
I.-I"’ Firewall/NAT
mif

Public Network>

77
Ili”” Firewall/NAT
T

Network A

S—
=

Sip

Proxy/Registrar
Active

PBX1
Active

DB/SAN

[
v i

Proxy/Registrar
Passive

PBX2
Active

e
Z= JP/
IP Phones

47

Fig. 5. General Architecture of the Proposed Solution.

The rest of the components that are part of the solution are
the following:

e Firewall/NAT: These components act as delimiters
between the internal networks and the public networks.
Their main purpose is to achieve the simulation of the
NAT Traversal phenomenon by having SIP users
outside of network A, where the telephony architecture
is implemented.

e [P Phones: These components act as the endpoints that
require communication services using the implemented
telephony architecture.

A. Open Source Components Used in our Architecture

As mentioned previously, our solution is based on open

source software such as:

1) Kamailio: Component previously mentioned as Proxy/
Registrar provides:
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e Kamailio v4.3: Tool that turns this component into a
stateful SIP proxy, offering SIP transaction failover
mechanisms and load balancing mechanisms. It also
acts as a Registrar Server and a Location Server.

e RTPProxy v2.0.0: Tool used to convert the component
into an RTP proxy if necessary (against NAT Traversal
phenomenon).

2) Asterisk: The component mentioned as PBX is running
Asterisk v13.1. It acts as a multimedia server with the ability to
offer multiple functionalities such as: transcoding, voicemail
service, IVR, call transfer, etc.

3) MySQL/SAN: Component mentioned as DB/SAN, that
acts as a shared storage for the Proxy/Registrar and PBX
servers. Since some information is stored in the database and
other at the file system level, there are two tools to support
these services:

e MySQL Community Edition v5.7: MySQL is used as
a database management system to maintain shared
information between the different instances of the
different components that are part of the architecture.

e Linux-10 Target (targetcli v2.1): This tool is used to
convert the SAN server into a server from which an
iSCSI Target is configured to allow to different
instances of the Asterisk servers to create iSCSI
sessions against that Target and be able to manage this
storage in a shared way. This is necessary because
certain Asterisk information (some configuration files,
multimedia files such as voicemail, music on hold, etc.)
must be shared by both instances for the proper
operation of the architecture.

B. Design of the Clustering Schemes

In this architecture, there are two clustering schemes of two
nodes each, one for the different instances of the components
that run Kamailio and RTPProxy, and another for the different
instances of the components that execute Asterisk. As
explained earlier, the reason behind these schemes is to provide
contingency mechanisms in case of errors, manage shared
storage, and monitor the status of the various relevant services
that are part of the different schemes. These clustering schemes
are formed by Pacemaker v1.1.13 [18] for the resources
management and Corosync v2.3.4 [5] for the communication
layer and the creation of the cluster infrastructure.

Kamailio Cluster

PaceMaker

CoroSync

Fig. 6. Logical Organization for the Proxy/Registrar Clustering Scheme.
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1) Clustering  Scheme for the  Proxy/Registrar
Components: This is an active-passive clustering scheme,
which means that one of the instances is the one that will be in
charge of providing all the services, while the other instance
will be monitoring and taking over when some error or
problem occurs in the active instance. Figure 6 shows the
logical organization of the components within the
Proxy/Registrar cluster.

2) Clustering Scheme for the PBX Components: This is an
active-active clustering scheme, which means that both
instances are responsible for having all services active and for
providing them. This scheme has the primary function of
preventing data corruption of shared storage between both
instances of the PBX. That is, the monitoring system is made
such as that when a PBX fails while providing a service, the
other PBX must terminate this service, to avoid inconsistencies
in the data and a malfunction of the architecture. Figure 7
depicts the logical organization of the components within the
PBX cluster.

Asterisk Cluster

Resources

Fencing 2 Fencing 2

Fencing 1 Fencing 1

Shared Storage

Fig. 7. Logical Organization for the PBX Clustering Scheme.

VI. TEST SCENARIOS

In order to validate our architecture, we developed two
kinds of test scenarios: (1) scenarios to assess the contingency
mechanisms and (2) scenarios to study the behavior of the
proposed architecture under strong stress. It is worth
mentioning that a PBX server has two possible states: (1)
active when it is working properly and providing services and
(2) failed/passive when it is out of order. A Proxy/Registrar
component has three possible states: (1) active when it is
working properly and providing services, (2) passive when it is
working properly and not providing services, and (3) failed
when it is out of order.

A. Scenarios to Assess the Contingency Mechanisms

1) Scenario 1 - Recovery from the Failure of a PBX
Component:

Figure 8 depicts the situation when one of the Asterisk
servers fails. In this case, all the load of the services must pass
to the other Asterisk server.
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ll
Sip Sip

Kamailio 1 Kamailio 2
Active Passive
MySQL/SAN
Asterisk 1 Asterisk 2
Before: Active Active
After: Failed

Fig. 8. Recovery from the Failure of a PBX Component.

2) Scenario 2 - Recovery from the Failure of a Proxy/
Registrar Component:

Figure 9 illustrates this scenario. Before the failure,
Kamailio 1 was active and Kamailio 2 was passive. As soon as
Kamailio 2 notices the failure of the other server, it switches
from passive to active mode.

Kamailio 1 Kamailio 2
Before: Active Before: Passive
After: Failed . After: Active
MySQL/SAN

=
Asterisk 1 Asterisk 2
Active Active

Fig. 9. Recovery from the Failure of a Proxy/Registrar Component.

3) Scenario 3 - Recovery from the Failure of a
Proxy/Registrar Component and a PBX Component:

Figure 10 depicts this test scenario, where there are two
failures: (1) failure of an instance that is providing the service
of Kamailio and RTPProxy, and (2) failure of an instance that
is offering the service of Asterisk.

Kamailio 1 Kamailio 2
Before: Active Before: Passive
After: Failed After: Active

MySQL/SAN
Asterisk 1 Asterisk 2
Before: Active Active
After: Failed

Fig. 10. Recovery from the Failure of a Proxy/Registrar Component and a
PBX Component.
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B. Scenarios to Assess the Architecture under Stress

To assess the behavior of our proposed architecture in
scenarios of high concurrency of SIP services (INVITE and
REGISTER transactions) and RTP traffic flows, the following
scenarios were proposed:

1) Scenario 1 - System under Stress in a Conventional
VolIP Implementation:

In this scenario, there is a single PBX component, as shown
in Figure 11. This is a classical VolP system, without
redundancy. The idea is to study the scalability of a
conventional VolP implementation, by exposing it to a high

volume of requests.
’:
- B
MySQL/SAN

Asterisk

Kamailio

Fig. 11. Conventional VoIP Implementation.

2) Scenario 2 - System under Stress with the Proposed
Architecture:

Figure 12 depicts our proposed architecture with
redundancy at the level of the Proxy/Registrar servers, and load
balancing at the level of the PBXs. The idea is to submit the
proposed architecture under a high volume of requests, and
compare its behavior with the one shown in Figure 11
(conventional VolP implementation).

SIP
Kamailio 1 Kamailio 2
Active Passive

MySQL/SAN

Asterisk 2
Active

Asterisk 1
Active

Fig. 12. Proposed Architecture when all the Components are Operating
Properly.
VIl. DEFINITIONS OF TESTS AND PARTICULAR SITUATIONS
In this section, we define the performed assessments for the
proposed scenarios.
A. Assessment of the Contingency Mechanisms

To assess the contingency mechanism, we defined three
tests, that can be applied to any of the three scenarios, as
specified below:

e Test 1: Send an INVITE transaction just after a failure
and before the application of contingency mechanisms.

e Test 2: Send an INVITE transaction before a failure
and the application of contingency mechanisms,
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without the completion of the INVITE session (i.e.,
without multimedia flows).

e Test 3: Send an INVITE transaction before a failure
and the application of contingency mechanisms, with
the completion of the INVITE session (i.e., with
multimedia flows).

Due to the ability of Kamailio to maintain the state of SIP
transactions and make decisions based on the lack of response
or error messages by the Asterisk nodes, we also defined the
following two situations:

e Situation 1: Generation of an INVITE request that
attempts to be transmitted to an asterisk node that has
just failed, as explained in Test 1. If there is no response
within 4 seconds, Kamailio will retransmit the INVITE

request to the other active Asterisk node.

Vol. 9, No. 9, 2018

e Situation 2: It occurs after receiving the message “100
Trying”. If Kamailio does not receive any further
message (“180 Ringing”) after 60 seconds (usually due
to a crash of the Asterisk server), Kamailio will
retransmit the INVITE transaction to the other active
Asterisk node.

Tables I, 11, and 111 represent the expected results (behavior
and response time) for the different failover mechanisms.

B. Assessment of the Architecture under Stress

To assess the behavior of the proposed architecture when
suffering stress, we defined the tests shown in Table IV and
Table V, which were performed with SIPp [19], a free open
source traffic generator for the SIP protocol. The idea was to
flood the proposed architecture with SIP requests (INVITE and
REGISTER) and study how well it can manage the stress and
the load balancing among the Asterisk servers. Table IV is

TABLE I. EXPECTED RESULTS OF TRANSACTIONAL FAILOVER focused on INVITE messages, while the emphasis of Table V
MECHANISMS is on REGISTER messages. From the first to the last column,
Scenario | Behavior Response Time Table IV contains (1) the test that we are defining, (2) the
User Interaction: The IP phone does not Situation 1: 4 scenario used for this test, (3) the desired calling rates (number
participate in the contingency seconds of calls made by SIPp per second), (4) the total limit of active
1 CO”“”Q‘?”?’: J\lh\‘ilﬁ"’e Kama"'f‘t3 Situation 2: 60 calls at any time, (5) the duration of each call, and (6) the
{fg:gjmfthi responsemessagea era seconds duration of the test, respectively. The last four parameters are
set through SIPp. It is worth to clarify that the total limit of
TABLE Il EXPECTED RESULTS OF THE PROXY/REGISTRAR active C‘r_:l"S IS th_e maximum r?“mber of calls that can b.e agt“_/e
CONTINGENCY MECHANISMS at any time during the experiment. If SIPp reaches this limit,
_ _ _ then it will not initiate another new call until one of the active
Scenario | Behavior Resppnse Time calls is completed.
Fencing
User Interaction: The IP phone replicates | Application: A From the first to the last column, Table V contains (1) the
2 te':taalbqlitslﬁ:nrggtug?talge(;z?gnm being in the geg’:\fiec‘égnodrsm s | testthat we are defining, (2) the scenario used for this test, (3)
Contingency: Service Reestablishment Errors: A few the desired transaction rates (number of REGISTER messages
seconds sent by SIPp per second), (4) the total number of SIP users in
Fencing the system, and (5) the duration of the test, respectively. The
User Interaction: The IP phone replicates | Application: A last three parameters are set through SIPp. Note that we did not
3 the 'b']'_“;" feque?t in case of being in the geW §9C°”d3N g define tests for Scenario 1, since the registration of users is
establishment of a session ervices or Nodes | done by the Proxy/Registrar servers (Kamailio), and just
Contingency: Service Reestablishment Errors: A few . 7 . . X
seconds having one of them instead of an active-passive cluster will not
change the observed behavior.
TABLE Ill.  EXPECTED RESULTS OF THE PBX CONTINGENCY
MECHANISMS TABLE IV.  PARAMETERS USED IN SIPP FOR INVITE MESSAGES
Scenario | Behavior Response Time Test e Calling | Limit of Duration Duration
User Interaction: The IP phone replicates Rate Active Calls | of Calls of Test
the initial request in case of being in the Test 1 175 cps | 1000 calls 6 seconds 1 hour
Estat;l'lshment ff Ia sessnonf first fal /I;encll'ngt' A Test 2 ) 200 cps | 1000 calls 5seconds | 1 hour
ontingency 1: In case of a first failure pplication:
1 when monitoring the resources of an few seconds Test 3 200 cps | 1200 calls 5seconds | 1 hour
Asterisk node, Pacemaker restarts the Service or Nodes Test 4 200 cps | 1200 calls 6 seconds 1 hour
Eervic_e. - ) E"Of;i A few Test1 300 cps | 2000 calls 6seconds | 1hour
ontingency 2: In any other cases, seconds
Pacemaker stops the service on the node Test2 2 300 cps | 2000 calls 7 seconds 1 hour
where it fails. Test3 350 cps | 2000 calls 5 seconds 1 hour
User Interaction: The IP phone replicates Test4 350 cps | 2000 calls 6 seconds 1 hour
the initial request in case of being in the
establ_lshment O_f asession. . Fencn_ng — TABLE V. PARAMETERS USED IN SIPP FOR REGISTER MESSAGES
Contingency 1: In case of a first failure Application: A
3 when monitoring the resources of an few seconds e S . Transaction Number of SIP | Duration
Asterisk node, Pacemaker restarts the Services or Nodes & Cenario | pate Users of Test
Service. Errors: A few Test1 500 tps 10000 users 1 hour
Contingency 2: In any other cases, seconds
Pacemaker stops the service on the node Test2 2 750 tps 10000 users 1 hour
where it fails. Test3 1000 tps 10000 users 1 hour
8|Page
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VIIl. RESULTS AND ANALYSIS

To do the validation experiments, we used a server with
Xen Project [20][21] for the management of virtualized
environments. All elements that are part of the architecture, as
well as the network topology of the architecture, were
virtualized in this server.

Since the elements that are running in the proposed
architecture have different requirements at the level of CPU
resources, we did not use the default configuration provided by
the Xen hypervisor with a single vCPU per device. We did
multiple attempts of different hardware resource distributions,
and selected the one shown in Table VI.

TABLE VI.  RESOURCE ASSIGNED TO EACH DEVICE OF THE

ARCHITECTURE THROUGH THE XEN HYPERVISOR
Weight
Machines vCPUs Management Management

(Schedule-Credit)
Domain-0 4 vCPUs, No affinity 256
DB/SAN 1 vCPU, No affinity 512
Asterisk 1 2 vCPUs, No affinity 1000
Asterisk 2 2 vCPUs, No affinity 1000
Kamailio 1 2 vCPUs, No affinity 1000
Kamailio 2 2 vCPUs, No affinity 1000

A. Tests for Contingency Mechanisms

For this case, the tests are divided according to the types of
failover mechanisms, which are:

1) Tests for the Transactional Failover Mechanisms:

Table VII represents the results obtained by our tests in
Situation 1 and Situation 2, of Scenario 1. We repeated the
experiments 200 times and the response time presented is an
average. Our experiments showed an adequate response of the
transactional failover mechanisms, with an average response
time of 4.174 seconds in Situation 1 (as shown in Table I, it
should be greater than 4 seconds) and 63.049 seconds in
Situation 2 (as shown in Table I, it should be greater than 60
seconds).

Vol. 9, No. 9, 2018

reaction of the failover mechanisms at the level of services and
nodes, confirmed the expected results of Table 11 and Table II1.

TABLE VIII. RESULTS OF THE FAILOVER MECHANISM TESTS AT SERVICES
AND NODES LEVELS

?icoena Test :Jnsteerr ol Contingency ('::I?:; Response Time
Services are No User - 4.50 sec
migrated from one Service — 3.49 sec

1 None node that i§ part of
the clustering Yes User - 7.51 sec
scheme to the Service - 7.38 sec
other.
Services are No User - 4.21 sec
migrated from one Service - 3.44 sec
node that is part of
2 2 None the clustering Ves User - 7.51 sec
scheme to the Service - 7.41 sec
other.
Services are User — Interaction
migrated from one No Required
Replicate call | node that is part of Service - 3.48 sec

establishment | the clustering User - It may or may
scheme to the Yes not affect the service

other. Service - 7.39 sec

Services are User — 7.47 sec

migrated from one No Service - 3.43 sec
1 None node that i_s part of

the clustering Yes User - 11.49 sec
scheme to the Service - 7.34 sec
other.
Services are User - Interaction
migrated from one No Required

3 2 Replicate call | node that is part of Service - 3.38 sec

establishment | the clustering User - Interaction

scheme to the Yes Required
other. Service - 7.45 sec
Services are User - Interaction
migrated from one No Required

3 Replicate call | node that is part of Service - 3.44 sec

establishment | the clustering User - Interaction
scheme to the Yes Required

other. Service - 7.39 sec

TABLE VII. RESULTS OF THE TRANSACTIONAL FAILOVER MECHANISMS
TESTS
Scenario | Test Situation User_ Contingency Response
Interaction Time
Retransmission of the
INVITE message
1 1 None after a timeout of the 4.17 sec
1 response
INVITE session
2 2 None retransmission after 63.04 sec
meeting
response times

2) Tests for the Failover Mechanisms at Services and
Nodes Levels:

Table VIII shows the results obtained by our tests in the
case of failover mechanisms at the levels of services and nodes.
It shows the average response time at the level of users and
services (we repeated the experiments 200 times and the
response time presented is an average). Our experiments
showed that our architecture is working well with an adequate

B. Tests of Stress

Unlike the previous tests, the results of the tests of this
section are highly dependent on the hardware resources and the
topology. It is worth to mention that the SIPp tool has tests for
both the SIP and RTP protocols. In the case of the RTP tests,
SIPp sends media (RTP) traffic through RTP echo and
RTP/pcap replay. We faced some difficulties with these RTP
tests. The problem is based on the fact that SIPp has a single
threaded architecture, where events are repeated through a loop
with the same thread, which causes the .pcap files to be
managed by a single core on the SIPp machine. Thus, in our
case, when reaching a maximum of 800 active calls
approximately, the core reached 100% of its capacity, resulting
in a malfunction of SIPp for the RTP tests. Hence, we did not
use the RTP tests to assess our architecture.

The objective of these tests is to study the ability of the
proposed architecture to manage a big number of calls or
registrations through multiple Asterisk servers, by doing load
balancing.

1) Tests of Stress Performed with INVITE Messages: The
results are shown in Table IX (conventional VolP
implementation) and Table X (our proposed architecture). For
each test, we run the experiment twice. From the first to the last
column of Table IX and Table X, we have (1) the test
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performed, (2) the actual duration of the test, (3) the average
call rate performed by SIPp in one second, (4) the total number
of calls during the experiment, (5) the average number of
actives calls in the system at any moment, (6) the total number
of successful calls during the experiment, (7) the total number
of failed calls during the experiment, and (8) the total number
of retransmissions made by SIP during the experiment,
respectively.
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performed by SIPp in one second, (4) the total number of
transactions during the experiment, (5) the total number of
successful transactions during the experiment, (6) the total
number of failed transactions during the experiment, and (7)
the total number of retransmissions made by SIP during the
experiment, respectively.

TABLE IX. RESULTS OF STRESS TESTS PERFORMED BY INVITE
MESSAGES IN SCENARIO 1 (CONVENTIONAL VOIP IMPLEMENTATION)
Avg Avg .
Dura Generated ; Successful Failed Retrans
et tion call Calls (EIYE Calls Calls missions
Rate Calls
1 142.42 512733 998.33 512730 3 0
1
hour | 14242 512731 | 998.37 512726 5 0
1 166.00 597613 997.79 512730 3 0
2
hour | 16597 597530 997.79 597522 8 0
1 197.70 307064 509.27 98073 | 207796 23530
3
hour | 199.10 717763 | 1197.62 717658 105 104
1 170.86 615960 | 1199.04 615859 101 0
4
hour | 170.85 615953 | 1198.83 615830 123 2

As we can see from Table 1X and Table X, the proposed
architecture significantly improves the VolIP system. The
number of successful calls processed by our solution is almost
the double of the one handled by a conventional VolP
architecture.

TABLE X. RESULTS OF STRESS TESTS PERFORMED BY INVITE
MESSAGES IN SCENARIO 2 (OUR PROPOSED ARCHITECTURE)

Test D_ura é;ﬁ Generated A'g;/i\g/e Successful Failed Rgtr_ans
tion Rate Calls Calls Calls Calls missions
1 1 284.75 1025107 | 1997.58 1025091 16 0
hour 284.80 1025314 | 1997.66 1024246 1068 34
) 1 249.34 897640 | 1997.66 897626 14 13
hour | 24877 897573 | 1997.75 897562 11 58
20 345.76 418292 344.20 53614 | 364574 29308
3 min 346.87 420175 268.00 59533 | 360638 33832
4 1 284.87 1025566 | 1998.33 1025001 565 0
hour 284.76 1025162 | 1998.79 1025143 19 4

In Figure 13, we have more details on the evolution of the
experiment that is highlighted in Table X. The x-axis shows the
time during the realization of the experiment (0, 600, 1200,
1800, 2400, 3000, 3600, and 3607 seconds). For each sample,
there are four bars representing (1) the number of active calls
in PBX1, (2) the number of active calls in PBX2, (3) the total
number of processed calls by PBX1, and (4) the total number
of processed calls by PBX2. This experiment confirmed the
correct operation done by Kamailio 1 (the active Proxy/
Registrar server), when doing load balancing between the two
PBXs.

2) Tests of Stress Performed with REGISTER Messages:
The results are shown in Table XI. For each test, we run the
experiment twice. From the first to the last column of Table XI,
we have (1) the test performed, (2) the actual duration of the
test, (3) the average number of transactions/registrations

TABLE XI.  RESULTS OF STRESS TESTS PERFORMED BY REGISTER
MESSAGES IN SCENARIO 2
Test D_ura Té\r{ngac Generat_ed Successful T'i;:igc Rs_et(ans
tion tion Transactions Transactions a missions
Rate tions
L 1 498.81 1795733 1795733 0 72855
hour 498.86 1795932 1795932 0 71952
5 1 748.15 2693403 2693385 18 232129
hour 748.29 2693882 2693882 0 174833
1 996.05 3585832 3585831 1 301450
3 hour 995.23 3582895 3582887 8 275637
524,288.00
262,144.00
131,072.00
65,536.00
32,768.00
16,384.00
8,192.00
4,096.00
2,048.00
1,024.00
512.00
256.00
128.00
64.00 |1
32.00
16.00 0
8.00
4.00
2.00
1.00
S PP PSS SJ
I S S RS S U
Q. Q- Q. Q. Q- 0. r». )\'.

Active Calls (PBX1) Active Calls (PBX2)

WProcessed Calls (PBX1) B Processed Calls (PBX2)

Fig. 13. Active and Processed Calls as the Time Passes - Confirmation of
Load Balancing.

IX. CONCLUSIONS AND FUTURE WORK

VolIP is a technology that has achieved a great impact on
the communication of digital networks. It takes advantage of
existing networks and different standard protocols such as SIP,
Inter-Asterisk eXchange [22] (IAX), RTP, and RTCP. On the
one hand, many institutions have implemented VolP solutions
based on proprietary software, which tends to increase the
implementation cost. On the other hand, other organizations
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have decided to go for open source solutions like Asterisk.
Asterisk is focused on the inclusion and development of
multiple services and the support of multiple signaling
protocols. Hence, per see, it provides a high-quality service for
telephony, but has weak aspects such as scalability and
contingency mechanisms in case of failures.

In this work, we proposed a telephony architecture based
on Asterisk and the SIP signaling protocol that covers those
aspects not well supported by Asterisk per see, such as
scalability and fault tolerance. Our solution is totally focused
on open source software. In our architecture, we inserted
different tools that allow high availability, and clustering
concepts to offer contingency mechanisms, as well as load
balancing technics to add greater scalability to the provided
telephony service.

As future work, we are interested in developing other high
availability VolP telephony architectures based on the SIP
protocol, using SIP servers such as OpenSIPS [23], in
conjunction with clustering technology tools such as
Pacemaker, Corosync, CMAN, etc. Another direction of
research that we are planning to investigate is to construct
cluster solutions based on different software, that is, instead of
having several copies of the same server for redundancy, we
are interested in using different implementations of software
servers so that the system can be tolerant to bugs.

REFERENCES
[1] A. Johnston, SIP - Understanding the Session Initiation Protocol, Fourth
Edition, Artech House, October 2015.

[2] R. Ranjan Roy, Handbook on Session Initiation Protocol: Networked
Multimedia Communications for IP Telephony, First Edition, CRC
Press, March 2016.

[3] N. Leonard, Understood SIP and IP Telephony in 3 Days: For the
Beginner, Independently published, August 2017.

[4] Kamailio, https://www.kamailio.org.

[5] S. Dake, The Corosync High Performance Shared Memory IPC
Reusable C Library, in Proceedings of the Linux Symposium, Montreal,
Canada, July 2009.

(6]
(7]
(8]

(9]
[10]

[11]

[12]

[13]
[14]
[15]
[16]
[17]
[18]
[19]

[20]

[21]
[22]

(23]

Vol. 9, No. 9, 2018

V. Stanislovaitis, How to Start a VVoIP Business: A Six-Stage Guide to
Becoming a VVoIP Service Provider, February 2016.

R. Bryant, Asterisk: The Definitive Guide: The Future of Telephony Is
Now, O’Reilly, Fourth Edition, June 2013.

P. Weygant, Cluster for High Availability: A Primer HP Solution,
Second Edition, Prentice Hall, 2001.

M. Resman, CentOS High Availability, Packt Publishing, April 2015.

E. Marcus, Blueprints for High Availability, Second Edition, Wiley
Publishing, September 2003.

C. Kopparapu, Load Balancing, Servers, Firewalls and Caches, Wiley
Computer Publishing, January 2002.

G. Kambourakis, D. Geneiatakis, S. Gritzalis, C. Lambrinoudakis, T.
Dagiuklas, S. Ehlert, and J. Fiedler, “High Availability for SIP:
Solutions and Real-Time Measurement Performance Evaluation,”
International Journal of Disaster Recovery and Business Continuity, vol.
1, no. 1, pp. 11-29, February 2010.

S. Pal, R. Gadde, and H. Latchman, On the Reliability of Voice Over IP
(VVolP) Telephony, University of Florida, 2011.

A. Minessale and G. Maruzzelli, FreeSWITCH 1.8 - VoIP and WebRTC
with FreeSWITCH: The Definitive Source, Packt Publishing, July 2017.
A. Minessale and G. Maruzzelli, Mastering FreeSWITCH, Packt
Publishing, July 2016.

Ultra Monkey, Load Balancing and Highly Available Solutions,
http://www.ultramonkey.org.

M. Pohancenik, “Design and Implementation of a System to
Interconnect  VoIP  Services and CERN’s Telephony Network,”
University of Zilina, Ginebra, 2013.

Pacemaker, http://clusterlabs.org/pacemaker.

R. Gayraud, O. Jacques, R. Day, C. P. Wright, et al., SIPp Reference
Documentation, http://sipp.sourceforge.net/doc/reference.pdf.

T. Mackey and J. K. Benedict, XenServer Administration Handbook:
Practical Recipes for Successful Deployments, First Edition, O’Reilly
Media, April 2016.

M. Reed, Mastering Citrix XenServer, Packt Publishing, December
2014.

M. Spencer, B. Capouch, E. Guy, F. Miller, and K. Shumard, 1AX:
Inter-Asterisk eXchange Version 2, RFC 5456, February 2010.

F. Goncalves and B.-A. lancu, Building Telephony Systems with
OpenSIPS - Second Edition, Packt Publishing, January 2016.

11|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 9, No. 9, 2018

Aesthetics Versus Readability of Source Code

Ron Coleman
Computer Science Department
Marist College
Poughkeepsie, NY, 12601, United States

Abstract—The relationship between programming style and
program readability has never been examined empirically,
although the association has substantial importance for both
pedagogical and industry best practices. This paper studies a
fractal, relativistic measure of programming style called the
beauty factor or “beauty” and puts forward two new hypotheses
of beauty. First, code with increasing beauty tends to be more
readable. Second, beauty measures a unique property in code
called aesthetic value distinct from readability. These hypotheses
are tested on a corpus of 53,000 lines of open source system codes
written by experienced Linux programmers. Statistical
correlation analysis is used on 11 different beauty factors versus
eight different readability models (i.e., 88 experiments total). As
the primary finding, the data show the maximum absolute
statistically significant correlation is |p|=0.59 whereas the
absolute median correlation is |p|=0.33. In other words, at least
65% of statistically significant variations in beauty cannot be
explained by variations in readability; approximately 90% of
statistically significant variations in beauty cannot be explained
typically by variations in readability. These results lend support
to both hypotheses. The data further shows indentation is more
reliably correlated with readability than mnemonics or
comments and GNU style is more correlated with readability
than K&R, BSD, or Linux styles.

Keywords—Programming style; fractal geometry; readability

“We have seen that computer programming is an art,
because it applies accumulated knowledge to the world,
because it requires skill and ingenuity, and especially because
it produces objects of beauty.” ~Donald E. Knuth, 1974 ACM
Turing Award Lecture [1]

. INTRODUCTION

In 1979 AT&T Bell Labs released Unix version 7 which
included cb, the C beautifier [2]. A unique tool and the first of
its kind, cb “beautified” programs, that is, reformatted them,
according to rules prescribed by the K&R style [3]. In creating
cb, software engineers did not address the ontology of what is
beauty in code. They instead focused on the epistemology of
what is knowable about such beauty which could be
automated, demonstrated, practiced, and taught. They had
hoped paying attention to sensori-emotional or aesthetic
values in code might also promote readability of code.
However, they were not explicit about this and left the precise
nature of the relationship between aesthetics and readability
assumed and open. The literature frequently confounds
aesthetics and readability as if they are interchangeable (see
for instance [4-6]). Indeed, the long-held, widely taught, and
often repeated justification for good style is to make programs
more readable and presumably, more maintainable [7].

One problem is that this view has never been tested
empirically. Another problem is ontological. Readability is
about understanding code and aesthetics is about appreciating
it, ’art pour I’art. Thus, in principle, conflating aesthetic and
readability is a category mistake. Finally, how different styles
affect cogntive ease or difficulty of grasping code remains
poorly understood. In other words, programmers may assume
on the basis of preference, experience, etc., that one style is
more readable than another but is personal taste as such
supported by the data? The question has never been
investigated empirically.

This paper studies a relativistic, fractal measure of
programming style called the beauty factor (or “beauty” for
short) and puts forward two new hypotheses. First, code with
increasing beauty tends to be more readable. Secondly, beauty
measures a unique property of code, call it aesthetic appeal,
which is distinct from readability. To test these hypotheses,
the paper assesses the beauty and readability scores of a
statistically meaningful number of files and analyzes the
correlations. No correlation denies the first hypothesis. Strong
correlation denies the second hypothesis. Thus, both
hypotheses can be logically true simultaenously only with
weak or moderate correlation. In other words, the
hypothesized aesthetic value of code is not necessarily
completely orthogonal to nor a proxy for readability but a
spectrum of potential.

Il.  RELATED WORK

Kokol, et al, [8-10] showed that programs contain long-
range correlations in characters and tokens. These researchers
were searching for a fractal metric of software complexity
using lexical analysis of a small sample of randomly generated
Pascal programs. This paper uses a larger corpus of production
C codes and image analysis. Coleman and Gandhi [11]
hypothesized programming style might be related to fractals
since fractals are often associated with beauty [12]. This effort
showed that changes in style were systematically correlated
with changes in fractal dimension. Coleman and Gandhi [13]
proposed a fractal, relativistic model and showed beauty was
weakly to moderately correlated with software complexity in
directions that comported with style recommendations. In
other words, there is virtue in brevity and simplicity in code.
Coleman and Boldt [14] investigated disorder that is often
introduced in code through maintenance and showed beauty
was weakly to moderately anti-correlated with entropy.
Coleman and Rahtelli [15] showed the beauty model predicts
aesthetic value in scientific libraries; in this paper we study
system codes. These investigations of beauty resemble efforts
by researchers who used fractal geometry to assess aesthetic
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values in paintings, including Pollock’s “action paintings”
[16-20]; the main technical differences are that this paper
studies code as opposed to fine art and programming style as
opposed artistic style. Beautiful Code [21] deals with
conceptual beauty in the design and analysis of algorithms,
testing, and debugging, topics which are outside the scope of
this paper. Also outside the scope of this paper is the more
general topic of program comprehension, which focuses on
cognitive models to explain how programmers understand
code and the development of tools to aid them [22, 23].

I1l.  THEORY

A. Aesthetic Theory

1) Working Definitions

The subject of aesthetics has a long history of thoughtful
consideration of matters of style and taste dating to ancient.
According to the Stanford Encyclopedia of Philosophy the
term “aesthetic” refers to, among other things, a kind of
heuristic judgement or value called beauty, appeal,
appreciation, virtue, goodness, etc. [24] We use the term
“aesthetic  appeal” when referring sensori-emotional
judgements as opposed to other forms of appeal. Thus, the
working definition of “beauty,” namely, the measure of
programming style, is a special case of the aesthetic definition.
We say “beautiful” code has measurably more style than
indecorous code. To “beautify” code is to measurably improve
its style according to what we know about well-written code in
terms of layout and structure. To “debeautify” code is to do
the opposite; in fact, there are tools, known as “obfuscators”
that use anti-style techniques usually for information security
purposes [25, 26].

2) Immediacy and Disinterest theses Applied to Code

The immediacy thesis maintains that judgements of appeal
are immediate or straightforward through sensory
discernment. [24] For code, this suggests the possibility of
appreciating its form as a work of art, that is, without
attempting to “read” or “understand” its function. This paper
argues (see below) that the rules of judging good
programming style in this way are widely known and firmly
established. So much that these rules can be automated by
programs like cb which reformat target code without regard
for how the target works or even what it does. What matters
foremost, aside from preserving the semantics, is how the
target looks in the end.

The disinterest thesis claims that judgements of appeal are
not self-interested. This is the sense of “art for its own sake.”
For code, a programmer could appreciate the rules of a style
like K&R for “intellectual and emotional satisfaction,” as
Knuth described it. [1] Whether K&R or one of the other
styles we study makes the code more readable and how much
is the subject of this paper.

3) Basic Tenets

The beauty model presupposes we know or can know
epistemologically what programmers think—or better, how
they feel—about style. This knowledgebase already exists in a
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mature and rich form that can be observed directly, repeatedly,
and systematically in style guides, coding standards,
organizational coding policies, textbooks, research reports,
example codes, blogs, etc. It can also be observed indirectly
through use and side-effects of tools like cb, functions
embedded in modern IDEs for reformatting code code, and
online sites that have codified this knowledge for a variety of
styles and languages. In an observational study, Coleman and
Gandhi [13] surveyed this knowledgebase and identified three
general principles they called “basic tenets” of good
programming style: namely, 1) use white space judiciously; 2)
choose mnemonic names; and 3) include documentation.

4) Beauty Factors
Let S be some source called the control or “baseline.”
Then, we have S’ such that

S’ =T11(S) 1)

where T is a semantic-preserving transformation or
treatment. That is, S and S’ differ only in style. There are two
modalities of T with respect to the basic tenets: beautification
and debeautification. We encode S and S’ separately as an in-
memory bitmap called an artefact. (The fact that it is in-
memory only serves to say it is independent of file format
althought it may for some reasons reside in secondard
storage.) Finally, we measure the fractal dimension of these
artefacts using reticular cell counting (a.k.a., the box counting
dimension), D [27]:

. logN,.(5) (2)
D) =lim =T

where N((S) is the number of components (i.e., cells)
covered by the ruler of size r. (Note that S in the above
equation refers to the artefact of the baseline and not the
baseline itself; we use this form only to simplify the notation.)
Thus, D(S) is the slope of the regression line over different
ruler sizes, r. We similarly measure D’=D(S"). The beauty
factor model, B, is given by the following equation:

B(S|T)=klog (D/D’) 3)

where k is a constant. When k=10 and the logarithm is base
ten, the units are decibels. B is indicated as follows:

1. If B <0, the style of S might be improved by T.
2. If B >0, the style of S probably won’t be improved by
T.
A contrary indication implies T is categorized in a
modality mathematically with —B.

5) Semantic-Preserving Transformations
The tables 1 and 2 give the semantic-preserving treatments
we use in this paper.

TABLE I. BEAUTIFYING TREATMENTS
T Tenet Regime
GNU 1 Apply GNU style [28].
K&R 1 Apply K&R style [3].
BSD 1 Apply BSD style [29].
LIN 1 Apply Linux style [30].
MNE 2 Refactor names to be more mnemonic
REC 3 Add one or more comments.
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TABLE Il DE-BEAUTIFYING TREATMENTS
T Tenet Regime
NOI 1 Remove indents.
R2 1 Randomize indent with 1-2 spaces.
R5 1 Randomize indent with 1-5 spaces.
NON 2 Refactor names to be less mnemonic
DEC 3 Remove all comments.

These transformations are not, nor intended to be,
exhaustive. Rather, they are indicative of transformations in
general and sufficient to test the main hypotheses.

6) Block Artefact Method

The literal artefact method (or LAM) encodes the bitmap
using a fixed width font as S (or S’) literally looks like itself.
The figure 1 shows the file, hello.c, with its LAM encoding.
We do not use LAM in this paper.

#include <stdio.h>

int main (int argc, char** argv)
printf ("Hello, world!");
return O;

}

Fig. 1. LAM encoding of hello.c

The block artefact method (or BAM) which we use in this
paper encodes the bitmap with block characters (e.g., l ) in
place of the regular, textual characters and tabs. It leaves
spaces as blanks. The figure 2 shows hello.c with its BAM

encoding
HEEEE ©§
ol

Fig. 2. BAM encoding of hello.c

From a fractal point of view, LAM and BAM are strongly
correlated with r=0.95 and thus, only one of them is needed
for the purposes of this paper [10]. The primary advantage of
BAM over LAM is the former is more robust against language
dependencies, both programming and the cultural languages in
the case of names and comments. Furthermore, BAM
effectively destroys the source readability in favor of the text’s
spatial-visual pattern in direct support of the immediacy
thesis. We use only BAM in this paper.

B. Readability Theory

The literature on program understanding presupposes the
existence of a posited cognitive load associated with
comprehending code through an understanding hierarchy. The
“bottom-up” theory of understandability maintains that the
first step in grasping the code is to read it. Higher mental
models of program flows, organization themes, abstraction,
design patterns, etc. develop from this first and arguably,
necessary step. Readability models hypothesize that the
cognitive load is measurable and furthermore, correlated with
density of operators and operands, logic complexity, lines of
code (LOC), statement length, number of statements, etc.
Advocates apprehend these quantities as constituting metrics
they define as “readability”. While it is clear that readability
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models reside at the lowest level in the understand hiearchy,
they do not, nor are they designed to, capture all aspects of
program understanding. According to Borstler, et al [31],
readability models have value precisely because they “catch”
some aspects of program understanding rather than attempting
to measure it entirely.

Readability research is perhaps represented variously in
the literature by three distinct generations: Halstead, machine-
learned, and prose-inspired. They are similar in that they each
use syntactic featuires (e.g., line length, number of identifiers,
length of identifiers, etc.) to assess the readability of source.

1) Halstead Statistics

Halstead [32] was interested in predicting programming
effort to which he related physical quantities like volume and
gas pressure. He defined program length, N, to be the sum of
operators, Ny, and operands, N,,

N:N1+N2 (4)

Program vocabulary is the sum of unique is the sum of
unique operators, ny, and unique operands, n,,

n=n;+n, (5)

Program volume is a measure similar to Shannon entropy,
namely,

V=Nlogn (6)

Difficulty combines information about unique operators
and operands and total operations,

Df:Nlnl/ 2n2 (7)
Effort is difficulty as a multiplier of volume:
E=DfxV 8)

A higher value in any of these statistics predicts the code is
more difficult to read.

2) Machine-Learned Metrics

Buse and Weimer (or BW) [33] used supervised learning
to train a Bayesian classifer to associate Halstead-type
measurements with human judgements of the same code.
After training is complete, the classifier operation is X—Y
where X is a code snippet and Y is its predicted readability
score.

Posnet, Hindle, and Devanbu (or PHD) [34] endeavored to
simplify and improve the BW model using classical software
engineering and information theory defined as

PHD=1/(1+¢e% ©)
where
7=8.87-0.033V+0.40LOC-15H (10)

where V is the Halstead volume, LOC is lines of code, and
H is the Shannon information of tokens, namely,

H(S) = — X pilogp; (11)

and p; is the fraction of tokens, s;, in a source, S. In this
case, the learning was derived through regression analysis.
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A higher value of BW or PHD predicts the source code is
more difficult to read.

3) Prose-Inspired Metrics

These metrics are inspired by Flesch-Kincade [35]
readability score for prose. Abbas [36] with Borestler,
Cspersend, and Nordstrin [31] developed the “average
sentence length” (ASL) metric which is the average number of
tokens per statement. They also formulated the “average word
length” (AWL) metric, which is the average length of tokens
adusted for special operators like “.”. The authors integrated
these measures into a model they called the “software
readability ease score or SRES,

SRES = ASL - 0.1 AWL (12)

A higher SRES value predicts the source code is more
difficult to read.

4) Readability Indications
The table 3 summarizes the readability indications each
model.

TABLE Ill.  READABILITY MODEL INDICATIONS

Model Predicts

N Difficulty

n Difficulty

\" Difficulty

Df Difficulty

E Difficulty

BW Ease

PHD Ease

SRES Difficulty

IV. METHODS

The experimental design is conceptually very simple:
generate the beauty and readability scores for each file in the
corpus and using robust methods, analyze correlations.

A. C language

The choice of C was motivated by a few factors, one being
that C is one of the most widely used languages, frequently at
or near the top of popularity and for a number of years [37,
38]. Another is many modern language designs have been
significantly influenced by and borrow from C and
consequently, what may be wvalid for C could have
implications broadly for other languages. Finally, C has a
production-quality beautifier tool, indent [39], which succeeds
cb. It generates GNU, K&R, BSD, and Linux styles in Table
1.

B. Corpus

The GNU Core Utilities [40] is the testbed. It consists of
114 open source programs that comprise of the standard shell
commands like cat, Is, sort, etc. of the Linux operating
system. In total, there are nearly 70,000 LOC. However, we
don’t use the C programs directly. We instead follow Coleman
and Gandhi [14] and strip compiler and preprocessor
directives, prototypes, typedefs, copyright notices, and the
like, then decompose the remains into 1,043 single-function C
files or approximately 53,000 LOC. Essentially, anything
outside a function definition gets filtered except for
comments that immediately precede the function definition;
we keep those. We believe single-function C files as such
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reduces the number of confounding variables and simplifies
the study. Furthermore, single-function C files lend the
experimental results greater generalization for languages like
Java, Python and others that are similar to C except in those
aspects we remove.

The figure 3 (Chart) below gives summary statistics of the
corpus of 1,043 baselines. The minimum length is 2 LOC; the
median is 32 LOC; and the maximum is 1,034 LOC.

500 - 100%

400 L 5%

300
- 50%

Freq

200

- 0,
100 25%

0 - 0%

Fig. 3. Distribution of baseline sizes of the test bed corpus.

C. Fractal Dimension

To estimate the fractal dimension we repurpose a library,
Fractop [41], which had been originally designed to estimate
the fractal characteristics of nerve tissue images. For ruler, r,
in Equation 2, we use 2, 3, 4, 6, 8, 12, 16, 32, 62, and 128
pixels which is the default grid in Fractop.

D. Result Matrices

There are 11 beauty factors and eight readadbility scores,
respectively. For each file in the corpus, calculate these 19
scores. Since we are studying only aesthetics versus
readability, not aesthetics by itself nor readability by itself, we
only compute the correlation coefficients to generate the 11x8
matrix. However, for simplicity, we present the results in three
separate, grayscale-encoded matrices: 11x5 for the Halstead
models, 11x2 for the machine-learning models, and 11x1 for
prose-inspired model. We intend the use of grayscale only to
explicate and explain general patterns in the data.

E. Statistical Methods

Preliminary analysis of results using the Kolmogorov-
Smirnov test of normality suggest the distributions of beauty
factors and readability scores are not Gaussian. Thus, we use
instead Spearman’s rho (p), the rank-based correlation
coefficient. Since the degree of correlation is important for our
study, we use widely accepted definitions of “weak”,
“moderate” and “strong” correlation per the table 4.

TABLE IV. CORRELATION DEFINITIONS WITH RANGES, UPPER-BOUND P-
VALUES, AND GRAYSCALE INDICATOR SHADES
Correlation Il [ P-value | Indicator
Strong [0.70, 1.00] <10™3
Moderate [0.30, 0.70] <10%
Weak [, 0.30] <0.05 (clear)
None [0, 1] >0.05
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where 1=0.051 for the one-tailed test (i.e., where direction
matters) versus t=0.061 for the two-tailed test (i.e., where
direction doesn’t matter).

According to our hypotheses, we expect readability ease
(see Table 3) to be positively correlated with beautification
and negatively correlated with debeautification. We expect
readability difficulty to be negatively correlated with
beautification and positively correlated with debeautification.
If beauty is contraindicated, then these correlations are
reversed.

F. Code Analysis Code
The codes that analyze the corpus for beauty and
readability are freely available on GitHub.com [42]. The
remainder of statistical methods are implemented in Microsoft
Excel.
V. RESULTS

This section gives the results of experiments.

A. Beauty versus Halstead metrics

The table 5 gives rank correlations of beauty with Halstead
statistics.

TABLE V. SPEARMAN'S RANK CORRELATION COEFFICIENTS OF BEAUTY
VS. HALSTEAD STATISTICS
B Halstead statistics
Modality T N n \Y Df E
Debeautify NOI -0.55 -0.55 -0.56 -0.53 -0.56
R2 0.15 0.15 0.15 0.14 0.15
R5 0.10 0.10 0.10 0.09 0.10

NON 0.48 0.47 0.48 0.49 0.50
DEC 0.18 0.18 0.18 0.24 021

Beautify GNU -0.58 -0.57 -0.59 -0.56 SUISO
K&R -0.46 -0.45 -0.46 -0.46 -0.47
BSD -0.46 -0.45 -0.46 -0.37 -0.43
LIN -0.51 -0.50 -0.51 -0.53 -0.53
MNE -0.31 -0.28 -0.30 =0:31 =0:31
REC 0.09 0.07 0.09 0.10 0.09

B. Beauty Versus Machine-Learned Metrics

The table 6 gives rank correlations of beauty with
machine-learned statistics.

TABLE VI.  SPEARMAN'S RANK CORRELATION COEFFICIENTS OF BEAUTY
VS. MACHINE-LEARNED METRICS
B Machine-learned metrics
Modality T BW PHD
. NOI 0.36 0.33
Debeautify R2 012 012
R5
NON -0.37 -0.36
DEC -0.18 -0.07
Beautify GNU 0.44 0.31
K&R 0.31 0.31
BSD 0.38 0.29
LIN 0.29 0.38
MNE 0.17 0.18
REC -0.06
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C. Beauty Versus Prose-Inspired Metric

The table 7 gives rank correlations of beauty with prose-
inspired statistics.

TABLE VII. SPEARMAN'S RANK CORRELATION COEFFICIENTS OF BEAUTY
VS. PROSE-INSPIRED METRIC
B Prose-inspired metric
Modality T SRES
Debeautify NOI 0.38
R2 0.04
R5 0.02
NON 0.29
DEC 0.05
Beautify GNU -0.44
K&R -0.35
BSD -0.41
LIN -0.29
MNE -0.16
REC

VI. DISCUSSION

We summarize patterns in the data in a series of points.
Note that in every case except where explicitly noted, the
results are statistically significant with the ceiling of
corresponding P-values in Table 4.

A. Prevalence of Weak-to-Moderate Correlations

The data in Tables 5-7 clearly beauty and readability are
related in statistically significant ways. The correlations are all
weak or moderate (i.e., the cells are clear or shaded as I;
there are no cells shaded as M.) There is one There are a few
cases of no correlation but these are not statistically
significant. These data support our first hypothesis.

Furtheremore, beauty and readability are correlated in the
directions we would expect with the exception of NOI and
REC (see below). For instance, in Table 5 the de-beautifying
treatments are positively correlated with Halstead statistics
while all the beautifying treatments are anti-correlated with
Halstead statistics. A similar pattern exists in Table 6—and
appropriately since SRES, like the Halstead statistics, indicate
difficulty of readability. In Table 7, we note the opposite
pattern: BW and PHD indicate ease of readability and they are
thus, positively correlated with beauty factors.

B. Absence of Strong Correlations

Tables 5-7 show no evidence of strong correlations. If we
ignore direction, the range of statistically significant
correlations is |p|=[0.05,0.59]. Thus, according to R? analysis,
at least 65% of variations in beauty cannot be explained by
variations in readability. However, the median correlation
which is more representative, R?>=0.0961. In other words, less
than 10% of variations in beauty can be explained by
variations in readability. These data support our second
hypothesis: beauty is a unique property in so far as readability
is concerned. In other words, beauty and readability are not
proxies.

C. Infrequency of Zero Correlation

There is scant evidence of zero correlations (i.e., cells
boxed as [J) in Tables 5-7. There are some correlations that
are near zero but they are not statistically significant.
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D. NOI as a Contrary Indicator

Although categorically NOI is a debeautifying regime,
statistically it behaves like a beautifying regime. This offers
some insight into how beauty factors work. When a decrease
in readability is accompanied by a increase in surface texture
(i.e., B>0), there is negative correlation between beauty and
readability. However, NOI decreases the average surface
texture since more text is collected in the left edge of the
artefact. This results in a positive correlation between de-
beauty and readability. Generally, the debeautifying regimes
in this paper tend to decrease surface texture while the
beautifying regimes tend to increase surfacr texture.

E. REC as a Possible Contrary Indicator

In the cases, of Halstead statistics, REC appears to be a
reasonable candidate as a contrary indicator. The correlation
coefficient has the opposite direction implied by its modality
for all readability scores. However, for PHD and SRES, the
correlations are not statistically significant.

F. R2and R5

Unlike NOI and to a less extent REC, the correlations for
R2 and R5 are in the appropriate directions for their implied
modality. R2 is not statistically significant for just one of the
readability models (i.e., SRES) while R5 is not statistically
significant for three of them (i.e., BW, PHD and SRES).

G. A case for “self-documenting” Code

Mnemonics are a form of documentation. The data for
MNE suggests perhaps a more reliable approach to comment
(i.e., as opposed to REC) to improve style is through
mnemonics. That is make the code more “self-documenting”
by choosing symbol names that reflect their use and aids in
memory. While these data are not in any way intended to
settle controversies concerning comments in code [43-45], it
lends support to the “no comments” school, at least as far as
aesthetics are concerned.

H. Improving Readability Through White Space

Tables 5-7 shows that all beauty treatments that affect
basic tenet #1 (i.e., GNU, K&R, BSD, AND LIN) correspond
consistently to improvements in readability. These treatments
are more strongly correlated with readability than MNE or
REC. In other words, it appears the most efficient means to
improve readability through beautification is through basic
tenet #1. NOI further supports this conclusion which is
stronger than both NON, though the difference is not
statistically significant, and DEC, where the difference is
statistically significant.

I. GNU as a More Readable Style

Note further in Tables 5-7 that |p| generally tends to be
greater for GNU and the difference is statistically significant
(P <0.05). The one exception is SRES versus GNU (p=-0.44)
and BSD (p=-0.41): the pattern persists but it is not
statistically significant (P=0.40). In other words, GNU tends
to be more readable. Although the corpus is a GNU project,
presumably written to the GNU standard, that fact should in
theory should reduce the correlation because more files will
have B=0. However, this is not the case which argues GNU, at
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least from a readability perspective, is a better style if we just
go by the data.

VII. CONCLUSIONS

The data suggests that while some variations in beauty can
be explained by variations in readability, most cannot be
explained as such, at least not on the corpus in this study. In
other words, beauty and readability are related as we
hypothesized and beauty appears to measure a unique property
in code called aesthetic appeal. The data further suggests that
indentation is reliably correlated with readable code, more
than mnemonics or comments and of the four styles, GNU
style is the most correlated with readability. Future research
needs to confirm these findings for different repositories,
different languages and different styles. We believe this is a
worthwhile endeavor with potential to inform certain deeply
felt and passionately argued beliefs about style.
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Abstract—The paper deals with mathematical preparation
and subsequent programming of various types of financial
functions with using of Transact-SQL in Database Management
System MS SQL Server. Financial functions are used to
automate calculations in the area of Financial Economics. In
MS SQL Server, any financial functions are not offered for
financial data processing, how such as in program MS Excel. We
emphasize that we have used a different calculation methods to
create financial formulas, not those used in Excel. If users want
to work with some special functions, there is a possibility to
prepare User-Defined Functions (UDFs). The use of UDFs will
make it easier to work on financial calculations in large
databases.

Keywords—Financial economics; user-defined functions;
financial functions; database management system; structure query
language; transact-SQL

I.  INTRODUCTION

Aggregate queries over big economic relational databases,
prepared with using of Structure Query Language (SQL) and
special programs belong to the most used tools in the area of
Business Intelligence (BI) and Data Analytics (DA). One of the
most important Relational Database Management Systems
(RDBMS) for data saving, processing and analyzing, in the
area of huge corporate or financial databases, is MS SQL
Server. SQL Server runs on Transact — SQL (T-SQL), a set of
programming extensions, that add several features to standard
SQL, including transaction control, error handling, row
processing and declared variables. SQL Server also allows
stored procedures to be defined. Functions are a special type of
stored procedures. They accept parameters, perform some sort
of action and return a result. Functions do all of this with no
side effects [14]. As Simhadri, V., at all said [12], queries
containing user-defined functions (UDFs) are widely used,
since they allow queries to be written using a mix of imperative
language constructs and SQL, thereby increasing the
expressive power of SQL; further, they encourage modularity,
and make queries easier to understand. Writing user-defined
functions or stored procedures presents common way in
application development using a relational database
management system. It allows to embed application code
inside of RDBMS [15]. SQL Server provides numerous types
of built-in scalar functions, for example, there are many built-
in mathematical functions, date functions, string functions or
aggregate functions. The types of user-defined functions
(UDFs), that SQL Server supports, are scalar (return a single
value) and table-valued (return a table). Most commercial SQL
database systems support user-defined functions that can be
used in WHERE clause filters, SELECT list items, or in

sorting/grouping clauses. Often, user-defined functions are
used as inexact search filters and then the filtered rows are
sorted by a relevance measure [8]. Running analytics
computation inside a database engine through the use of UDFs
(User Defined Functions) has been investigated, but not yet
become a scalable approach due to several technical
limitations. One limitation lies in the lack of generality for
UDFs to express complex applications and to compose them
with relational operators in SQL queries. Another limitation
lies in the lack of systematic support for a UDF to cache
relations initially for efficient computation in multi-calls.
Further, having UDF execution interacted efficiently with
query processing requires detailed system programming, which
is often beyond the expertise of most application developers
[4]. Ordonez, C., at all described in [10], [11] vector and matrix
operations programmed with UDFs in a relational DBMS and a
data mining system based on SQL queries and UDFs for
relational databases. Sousa, M., at all [13] dealt with
consolidation of queries with UDFs.

UDFs can also be used in Excel. Lester in [6]
recommended them as alternative methods to perform duct
calculations.

Il. OBJECTIVE AND METHODS

In SQL Server, any financial functions are not offered for
financial data processing, how such as in program MS Excel.
This fact we felt like a big shortage in processing of financial
data. Because of this problem, we decided to prepare main
financial functions, available in program MS Excel, also in
MS SQL Server with using of program extension T-SQL.
There were particularly financial functions: for calculation of
the future value of an investment based on a constant interest
rate, for returning the number of periods for an investment
based on periodic, constant payments and a constant interest
rate, for calculation of the payment for a loan based on constant
payments and a constant interest rate, or for calculation of the
present value of a loan or an investment, based on a constant
interest rate. The concepts of financial mathematics are
described in sources [1] - [3], [9].

Finally we compared the speed and efficiency of work with
classical formulas and UDFs in SQL Server 2012 with using of
special tools - Execution plan and Client Statistics. Execution
plans display how the database engine navigates tables and
uses indexes to access or process the data for a query or other
DML (Data Manipulation Language) statement, such as an
update [7]. This graphical approach is very useful for
understanding the performance characteristics of a query.
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Client Statistics is SQL Server data tool which is very
helpful in determining the statistics that how much data
received from server to the client side. It means, client statistics
helps in analyzing the traffics load like packets/bytes sent and
received at client — server side. When we run a script or query
in T-SQL editor, we can enable Client statistics to collect
statistics like application profile, time statistics and network
statistics which help in checking the efficiency of the script.

I1l. RESULTS AND DISCUSSION

In the following, we approached the basic knowledge and
relationships of interest and rent numbers that we later used.
We only dealt with compound interest when the interest is
added to the original capital and the sum is further capitalized.
In all considerations, we considered overdue (decursive)
capitalization, in other words - interest paid at the end of the
interest period. Throughout the text, we used the following
symbols in Table I.

TABLE 1. LIST OF ARGUMENTS
Financial T-SQL Meanin
mathematics g
FVv @FVv Future Value of a capital
PV @PV Present Value of a capital
PMT @PMT Payment based on regular constant
payments
i @RATE Interest Rate per year
m @NPER Number of conversions
per year
n @YEARS Number of years
D @NPAY Number of payments
per year
Value representing the timing of
payment
T @TYPE T=1 payment at the beginning of the
period
T=0 payment at the end
of the period

We calculated the future value of the initial capital at
compound interest over N years based on the following
formula by [5].

FV =PV -(L1+i). (1)

In practice, it is common that the interest rates are
considered more often than once a year, and then we talk about
compound interest capitalization with conversions. We call the
period between the two following interest charges conversion.
Interest is generally charged M -times annually. The future
value of capital in compound interest with conversions inn
years was determined based on the following formula by [5]

FV = PV -[1+ij .
m @

Vol. 9, No. 9, 2018

In real-life economics, we often encounter a system of
regularly repeated payments. This sequence of regularly
repeated payments is called a rent or cash flow. In this analysis,
we dealt only with constant, unconditional, temporary,
immediate-term rents (cash flows). With constant rent, the
amount of the individual payments does not change (remains
unchanged). Unconditional or sure rent is a rent, where
individual rent payments are not subject to any conditions.
Temporary or terminal rent has the finite number of payment.
We are talking about immediate rent, if the first payment is
made at the beginning or end of the first rent period. When
considering a p -term rent, P determines the number of

payments per year. If the payments are always made at the end
of the time period, we are talking about a strenuous (overdue,
post-term) rent, if the payments are always made at the
beginning of the period, we are talking about the pre-term rent.
The future value of an annuity (rent payments, cash flow) is the
sum of the future values of all annuity payments calculated at
the end of the N -th year.

For the future value of a p -term strenuous (overdue, post-
term) rent after years, the following formula applies by [5]

1+'J 1

FV:PMT~—( m,___ @3

2]

The future value of a p -term rent, provided a pre-term
(pre-paid) payment after N years was determined based on the

following formula by [5]
i m-n
(1+ ) -1
m;,

TR (4)

FV:PMT-(1+Ljp-
m

We were interested in the future value of the initial capital
provided, that we regularly deposited payments to the initial
capital p -times per year for N years with annual interest rate

i and M conversions per year.

A. Future Value of a Series of Payments

At first we considered the overdue (post-term) rent, so we
paid the payments at the end of p -th of the year each year.
Next we considered the pre-term rent, so we paid the
instalments at the beginning of P -th of the year each year.
The future value in our case we determined as the sum of the
future value of compound interest with conversions and the
future value of the p -term rent by using formulas (2) and (3)
for post-term rent and by using formulas (2) and (4) for pre-
term rent, which resulted in the following formulas in Table II.
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TABLE II. FUTURE VALUE — FORMULAS AND PROGRAM CODE
T=0
o (1+'j 1
FV:PV~(1+#j PMT T
1+ 'jp 1
m
T=1
- N (1+'j -1
FV=PV-[1+—] +PMT-(1+—jp- m/_
m m i \p
1)
m
-FV

CREATE FUNCTION FV (@RATE FLOAT, @YEARS FLOAT, @PMT FLOAT,@PV FLOAT, @NPER FLOAT, @NPAY FLOAT, @TYPE INT)
RETURNS MONEY

AS

BEGIN

DECLARE @FV MONEY

IF @TYPE =0

SET @FV = @PMT*((POWER(1+@RATE/@NPER,@YEARS*@NPER)-1)/(POWER (1+@RATE/@NPER, @NPER/@NPAY)-1))+
@PV*POWER(1+@RATE/@NPER,@NPER*@YEARS)

IF@TYPE =1

SET @FV = @PMT*((POWER(1+@RATE/@NPER,@YEARS*@NPER)-1)/(POWER (1+@RATE/@NPER,@NPER/@NPAY)-
1))*POWER (1+@RATE/@NPER, @NPER/@NPAY)+ @PV*POWER(1+@RATE/@NPER, @NPER*@YEARS)

RETURN @FV

END

B. Present Value of a Capital payments to accumulate the future value using the following

expressions in Table 1.
From the formulas for the future value FV (2), (3), (4), we
expressed the initial deposit which is needed in the periodic

TABLE III. PRESENT VALUE OF A CAPITAL — FORMULAS AND PROGRAM CODE

T=0

- —m-n 1_[1"_')
1 m
PV:FV-(1+—) —pMT . — T/

m i \p
(1+j -1
m
T=1

m m

" S\ 1—(1+')
PV:FV-(1+—] —PMT-(1+—jp-—mm

CREATE FUNCTION PV (@RATE FLOAT, @YEARS FLOAT, @PMT FLOAT, @FV FLOAT, @NPER FLOAT, @NPAY FLOAT, @TYPE INT)
RETURNS MONEY

AS

BEGIN

DECLARE @PV MONEY

IF @TYPE =0

SET @PV =(@FV*POWER(1+@RATE/@NPER,-@NPER*@YEARS) - @PMT*(1-POWER(1+@RATE/@NPER -
@NPER*@YEARS))/(POWER(1+@RATE/@NPER @NPER/@NPAY)-1))

IF @TYPE =1

SET @PV = @FV*POWER(1+@RATE/@NPER,-@NPER*@YEARS) - @PMT*POWER (1+@RATE/@NPER, @NPER/@NPAY)*(1-
POWER(1+@RATE/@NPER,-@NPER*@YEARS))/(POWER(1+@RATE/@NPER, @NPER/@NPAY)-1)

RETURN @PV

END
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C. Payment based on Regular Constant Payments future value FV (2), (3), (4), p -term payment after N years
We determined the amount of a regular instalment PMT to express the unknown PMT and we have got the following

which would give us with the initial deposit PV after n years formulas in Table V.

a future value FV . It was enough to express from formula for

TABLE IV. PAYMENT BASED ON REGULAR CONSTANT PAYMENTS — FORMULAS AND PROGRAM CODE

T=0

o (1+'jp—1
| m

PMT =| FV — PV -[1+—j : .
m

T=1

PMT = Fv_pv.(u%jm .(1+r:nj ( ijr;

~PMT

CREATE FUNCTION PMT (@RATE FLOAT @YEARS FLOAT, @PV FLOAT,@FV FLOAT, @NPER FLOAT, @NPAY FLOAT, @ TYPE BINARY)
RETURNS MONEY

AS

BEGIN

DECLARE @PMT MONEY

IF @TYPE = 0

SET @PMT = (@FV-@PV*POWER(1+@RATE/@NPER, @NPER*@YEARS))*(POWER (1+@RATE/@NPER, @NPER/@NPAY)-
1)/(POWER(1+@RATE/@NPER,@NPER*@YEARS)-1)

IF @TYPE = 1

SET @PMT = (@FV-@PV*POWER(1+@RATE/@NPER, @NPER*@YEARS))*POWER(1+@RATE/@NPER -
@NPER/@NPAY)*(POWER(1+@RATE/@NPER @NPER/@NPAY)-1)/(POWER (1+@RATE/@NPER, @NPER*@YEARS)-1)
RETURN @PMT

END
TABLE V. NUMBER OF YEARS — FORMULAS AND PROGRAM CODE
T=0
FV - (1+')p ~1|+PMT
m
1
n= - - -|n = - =
I - —
'”(“mj PV - (1+'jp _1|+PMT
m
T=1 - -
( i mo ] m
i \p i \p
FV - (1+j 1 +PMT-[1+)
m m
— 1 I L |
n= i\ : r mo m
Inf1+— i i
) v (e B afepmir (10 )
m m
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--YEARS

CREATE FUNCTION YEARS (@QRATE FLOAT,@NPay FLOAT,@PV FLOAT,@FV FLOAT, @PMT FLOAT, @NPER FLOAT, @TYPE INT)

RETURNS FLOAT

AS

BEGIN

DECLARE @YEARS FLOAT
IF@TYPE=0

SET @YEARS = LOG(((@FV*(POWER(1+@RATE/@NPER @NPER/@NPay)-1)+@PMT))/((@PV*(POWER (1+ @RATE/@NPER, @NPER/@NPay)-

1)+@PMT)))
/LOG(POWER(1+@RATE/@NPER,@NPER))
IF @TYPE = 1

SET @YEARS = LOG(((@FV*(POWER(1+@RATE/@NPER @NPER/@NPay)-

1)+@PMT*POWER(1+@RATE/@NPER @NPER/@NPAY)))/((@PV*(POWER (1+@RATE/@NPER,@NPER/@NPay)-

1)+@PMT*POWER(1+@RATE/@NPER, @NPER/@NPAY))))
/LOG(POWER(1+@RATE/@NPER @NPER))

RETURN @YEARS

END

D. Number of Years

The same, on the basis of previous formulas (2), (3), (4),
we have expressed a number of years N which are needed on

obtaining of the future value FV . The corresponding
formulas are as follows in Table V.
E. Number of Payments per Year
By expressing the number of payments per year p from
future value formulas (2), (3), (4), we obtained the following
formulas in Table V1.
F. The Comparison of Classical Calculations and
Calculations with using UDFs

For comparison the speed and efficiency of work with
classical formulas and UDFs we decided to use a training
financial database with 1 048 575 records in DBMS MS SQL

TABLE VI.

Server 2012. Firstly we run query with using of classical
formula for calculation of Future Value and next with UDF
Future Value. We also controlled Execution plans and Clients
Statistics for this queries.

The Execution Plan consists of different operations and
each operation has one output which is called the result set.
The operations can have one or more inputs. There are many
potential ways to execute a query thus SQL Server has to
choose the most beneficial one. Client statistics helps in
analyzing the traffics load like packets/bytes sent and received
at client — server side. When we run a script or query in T-SQL
editor, we can enable Client statistics to collect statistics like
application profile, time statistics and network statistics which
help in checking the efficiency of the query.

NUMBER OF PAYMENTS PER YEAR— FORMULAS AND PROGRAM CODE

T=0 T=1
In(l+'} In(1+'j
m m
p: - m-n p: - m-n
PMT - (1+'j -1 PMT - (1+'j 1
m m
In ———+1 —Inql1- s
FV—PV-[1+I] FV—PV-(1+'j
m m

-- Number of payments per year

CREATE FUNCTION NPay (@RATE FLOAT @YEARS FLOAT @PV FLOAT,@FV FLOAT, @PMT FLOAT, @NPER FLOAT, @TYPE INT)

RETURNS FLOAT

AS

BEGIN

DECLARE @NPay FLOAT
IF@TYPE=0

SET @NPay = LOG(POWER (1+@RATE/@NPER, @NPER))/LOG((@PMT*(POWER(1+@RATE/@NPER, @ YEARS*@NPER)-1))/(@FV-

@PV*POWER(1+@RATE/@NPER,@YEARS*@NPER))+1)
IF@TYPE =1

SET @NPay = LOG(POWER(1+@RATE/@NPER,@NPER))/-LOG(1-(@PMT*(POWER(1+@RATE/@NPER, @ YEARS*@NPER)-1))/(@FV-

@PV*POWER(1+@RATE/@NPER,@YEARS*@NPER)))
RETURN @NPay
END
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Query 1: Query cost (relatiwve to the batch): 100%
Zelect PMTY*( (POWER (1+RLTE/NFPER, YEARS*NPER)-1)/ (POVER(1+RATE /NPER,NPER/NPLYT) -1] ]

= 3

T

SELECT Compute Scalar [F.Tahln.aafga.: .
- inanci ata
Cost: 0O % :
Cost: 1% Cost: 99 %

Fig. 1. Execution Plan of Classical Formula Future Value.

oo H i Il p 5 o [
3 Resuts & Execution plan |'“-_lg Client Statistics |

ouery 1: Query cost (relative to the hatch): 100%
gelect dbo. FV([RLTE], [TELRS], [FMT], [FV], [NPER], [NPLY], 1) from [dbo].[Financiallatad]

= Ee

Table Scan
Compute Scalar ) -
Cost: 1 % [Financiallatas]
) Cost: 99 &

Fig. 2. Execution Plan of UDF Future Value.

As we can see at Figurel, in case of classical formula
Future Value, totally amount Query cost was spent by Table
Scan of FinacialData (99%) and the rest (1%) was belong to
Compute Scalar. The same situation was in case of UDF Future
Value (Figure 2).

TABLE VII. COMPARISON OF CLIENT STATISTIC FOR CLASSICAL FORMULA
AND UDF
Classical Formula UDF
Client Execution Time 16:43:38 16:52:49
Query Profile Statistics
Number of SELECT
1 1
statements
Rows returned by SELECT 1048575 1048575
statements
Network Statistics
Number of server
. 3 1
roundtrips
TDS packets sent from
; 3 1
client
TDS packets received from 2572 2569
server
Bytes sent from client 504 210
Bytes received from server 1,052478E+07 1,050631E+07
Time Statistics [ms]
Client processing time 1178,6 2797,8
Total execution time 11854 2806,8
Wait time on server replies 6,8 9,0

If we compared Client Statistics of classical formula Future
Value and Client Statistics of UDF Future Value (Table VIL.),
we can stated, that Query Profile Statistics is the same in both
cases.

But the difference is in Network Statistics — item Bytes sent
from client is bigger at Classical Formula Future Value,
because in case of UDF, client sent only data and formula were
prepared on server side.

But there is significant difference in Client processing time.
This attribute is almost 2,37 times higher for the UDF than for
the Classical formula.

IV. CONCLUSIONS

The comparison classical calculations and calculations with
using UDFs showed, that UDFs don’t bring acceleration of the
computation process opposite to the classical formulas. On the
contrary, with using of the UDF the calculation process takes
longer. However, working with them is simpler and more
comfortable than with classical formulas, because they
encourage modularity and make queries easier to understand.
This is main reason they are popular among users in financial
area. Stored procedures and UDFs can be prepared also in
other extended DBMS, such as Oracle (Pragma UDFs),
mySQL, PostgreSQL, DB2, Informix, etc.
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Abstract—Quantitative evaluation based on amplitude
modulation analysis of electroencephalographic signals is
proposed for a brain computer interface paradigm. The method
allows characterization of the interaction effects of different
frequency bands in the electroencephalographic rhythms during
motor tasks. A new index was proposed and computed to be a
measure of the amplitude modulation. Built on this index,
features vector are established for training different classification
algorithms. Signals recorded from 50 subjects revealed
important differences in amplitude modulations between motor
tasks. Most notably, Theta modulation of the Theta and Alpha
rhythms proved to be reliable discriminant features between
different mental tasks.

Keywords—Brain ~ computer interface; = motor  tasks;
electroencephalographic signal; amplitude modulation analysis;
classifiers

I.  INTRODUCTION

Brain computer interface (BCI) provides a new
communication channel for people with motor disabilities
using electroencephalographic signals (EEG) or other brain
signals.

EEG is often used in BCI systems because it is not an
invasive experiment, has no risk and has good time resolution.

The oscillatory activity in the EEG is classified according
to rhythms: Delta (0.1-4 Hz), Theta (4-8 Hz), Alpha (8-12 Hz),
Beta (12-30 Hz), and Gamma (30-60 Hz).

Motor imagery (MI) is a dynamic state during which a
given action is mentally simulated by a subject [1]. Sensory
stimulation, motor behavior, movement or only imagination of
movement can modify the functional links in the cortex and
cause an amplitude decrease in the EEG, called Event Related
Desynchronization (ERD), or an increase in the amplitude of
the signal, named Event Related Synchronization (ERS) of the
Mu or Beta rhythm. The Mu rhythm is a normal central rhythm
in Alpha frequency band. Mu waves appear in the sensorimotor
(SM) cortex.

Different feature extraction methods are reported for
discriminating the motor tasks in a BCI paradigm: spectral
analysis [2], autoregressive methods [3], independent
component analysis [4], [5], Itakura distance [4] and phase
synchronization [4], [6].

The main objectives of the proposed method are to
discriminate, extract and classify representative EEG features

which can be used in brain computer interface motor imagery
paradigm by means of an amplitude modulation analysis.

Studies conducted so far using amplitude modulation
analysis have shown that there are differences between the
EEG from healthy subjects and EEG from subjects diagnosed
with Alzheimer's disease [7], [8]. In our case, the differences
that appear during motor imagery tasks (left hand imagination,
right hand imagination and relaxation) are studied.

It is researched the possibility of using a quantitative
method of analyzing the EEG signal. Amplitude modulation
analysis is computed for EEG signal rhythms and then some
classification methods are applied.

Section Il describes the dataset used, the methodology that
includes the proposed method and the classification methods.
The results are presented in section Ill, the discussions in
section IV and the conclusions in section V.

Il. MATERIALS AND METHOD

A. Dataset and Subjects

The database is formed by 50 EEG signals collected from
50 healthy volunteers, men and women, age range 19-59 years,
untrained. The EEG signals were recorded with g.MOBIlab+
portable acquisition system provided by g.tec Guger
Technologies together with the BCI2000 platform. Eight
electrodes (CP3, CP4, P3, P4, C3, C4, PZ and CZ) were placed
on the volunteers scalp according to International 10-20
System. The reference electrode was linked on the right
earlobe. Experimental protocol consisted of randomly right or
left motor tasks and relaxation periods. The volunteers were
comfortably seated on a seat in front of a PC monitor that
displays left or right arrows. They must look carefully at the
arrows and try to imagine the hand movement indicated by the
arrow. When the screen is white, the subject needs to relax.
Each arrow appears for 30 times. The time interval between
visual stimuli was 2 seconds and the sampling frequency used
was 256 Hz. Before the experiment, the subject is instructed
not to speak, to move or to blink during the trials. The
recordings took place on different days, under brightness
conditions chosen by the volunteers. All volunteers provided
written informed consent prior to the experiment.

B. Data Processing

Three datasets were created associated to the motor
imagery tasks: one representing the EEG during the left hand
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imagination, one representing EEG during the right hand
imagination and one representing EEG during the relaxation.

The EEG signal x(n) is decomposed into three frequency
bands (cerebral rhythms): 4 — 8 Hz (Theta rhythm), 8 - 12 Hz
(Alpha rhythm), 12 -30 Hz (Beta rhythm).

x;(n) = x(n) * h;(n), @)

Where h;(n) , i=1,2,3 represents the impulse response of
the applied bandpass filter corresponding to each frequency
band. We justify later why there are only three rhythms used.

The Hilbert transform H{-} of x;(n)signal is:

i)} =PV 75D gt 0
where PV is the Cauchy principal value.
The analytical signal is denoted by:

x,(n) = x;(n) + jH{x;(n)}. (3)

The amplitude modulation e¢;(n) of each cerebral rhythm
is the modulus of x;(n) [7], [8]:

e/(n) = \Jx,(M)? + H{x;(W)}2. (4)

The e;(n) is multiplied by a 5 s Hamming window which is
shifted across the data set with a step of 0.5 s. The amplitude
modulation for frame m is represented as e;(m, n), where n is
the time variable.

For each rhythm i the absolute value of the Fourier
transform is computed for each sub band j.

Ei(m; ) = |F{e;(m,n)}], ©)

where F{e;(m,n)} is the discrete Fourier transform of the
temporal envelope for each frame e;(m,n) and f denotes
modulation frequency.

In order to quantify the rate of change of the temporal
envelope and the potential frequency interactions, the
modulation frequencies are subsequently arranged to coincide
with the first four conventional frequency ranges from Delta to
Beta.

Gamma band modulation frequencies (30-60 Hz) can only
be present for gamma rhythm. Therefore, for this reason, but
also to reduce the amount of data, the modulation band
corresponding to gamma rhythm is not taken into account in
this type of analysis. The Delta rhythm is not taken into
consideration because there is only one situation (the
modulation band corresponding to the Delta rhythm consisting
of the lowest frequencies 0.1-4 Hz). Therefore, we work with
three rhythms and four modulation bands, which lead to nine
options. Assigning the band modulation_rhythm notation (e. g.
Delta_Theta represents modulation in Delta band of the Theta
rhythm), all the possibilities are depicted in Table 1.

With the aim of quantifying the weight of the different
modulation frequencies in the cerebral rhythms, a new
parameter called Modulation_index is proposed:

El.,](m)
213=1 Z;*=1 El,j(m)

(6)

(Modulation_index,,);; =
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TABLE I. MODULATION BANDS CORRESPONDING TO THE CEREBRAL
RHYTHMS
Modulation Band
Rhythm
Delta Theta Alpha Beta
Beta Delta _Beta | Theta_Beta Alpha_Beta Beta_Beta
Theta Delta_Theta | Theta_Theta | Alpha_Theta | -----------------
Alpha Delta_Alpha | Theta_Alpha

where E, ,(m) is the average on all frames (resulting from
the segmentation of the EEG signal with the Hamming sliding-
window) of the Fourier transform moduli corresponding to the
modulation frequency band j of the rhythm i , and
-1 X711 E,;(m) is the sum of all Fourier transform module
averages for all rhythms and for all possible modulation bands.

C. Features Extraction, Selection and Data Classification

Discriminations between the left and the right motor
activity (left-right), the left motor activity and relaxation (Left-
Relaxation), the right motor activity and relaxation (Right-
Relaxation) are evaluated with five classifiers: linear
discriminant analysis (LDA) [9], quadratic discriminant
analysis (QDA) [10], Mahalanobis distance (MD) [11], k
nearest neighbor (kNN) [12] and support vector machine
(SVM) [13]. A 10x10 fold cross validation method estimate the
classification rates.

The aims of the research concern in finding the modulation
band/s related to a specific cerebral rhythm and the classifier/s
which best discriminate between the classes (left - right, left-
relaxation or right - relaxation).

I1l. RESULTS

The implementation of the proposed method is in
MATLAB.

There are already mentioned the three cases under study,
namely left-right, left-relaxation and right-relaxation.

600 -

400} ,|‘ I’ i

ra
=
L=

Amplitudde EEG signal
=]
2 o

400+ | || I
IJ
-600 - ||
I . . . . . .
100 200 300 400 500 600 700 800
Time (s)
Fig. 1. EEG Alpha Rhythm from Channel C3 (blue) and Theta Amplitude

Modulation (red) for Subject SL27i when he Imagines the left Hand
Movement.
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Fig. 2. EEG Theta Rhythm from Channel C4 (blue) and Delta Amplitude

Modulation (Red) for Subject SL27i when he Imagines the left Hand
Movement.

For each case, the recorded EEG signals are IR bandpass
filtered, on the corresponding frequency bands of the three
rhythms under study (Theta, Alpha and Beta).

Then using (2), (3) and (4) the amplitude modulations are
computed. The plots of Fig. 1 and Fig. 2 exemplify an EEG
rhythm in blue and one of its envelopes in red.

For each case, the proposed new indexes, computed by
means of (5) and (6) for the corresponding two classes,
generate the consistent feature vector. For each subject from of
all the 50 subjects the maximum of the classification rates
estimated by all the mentioned classifiers is further extracted
(for each rhythm and each corresponding modulation bands).
So we get 50 maxima for each situation. Hereafter, there are
taken into account only those values of maxima higher or equal
to a high threshold considered to be 80%. The results are
presented in Table I1.

A result from the first cell from Table Il is interpreted in
the following manner: in the left-right case, there are 19
subjects from the all of 50 subjects whose classification rates
are higher or equal to 80%.

TABLE II. THE NUMBER OF THE MAXIMA OF THE CLASSIFICATION RATES
HIGHER OR EQUAL TO 80%

Modulation_Rhythm left-right left-relaxation right-relaxation
Delta_Theta 19 19 21
Theta_Theta 20 19 19
Delta_Alpha 8 20 14
Theta_Alpha 8 20 23
Alpha_Alpha 9 14 19

Delta_Beta 8 12 7

Theta_Beta 14 13 16

Alpha_Beta 9 6 16

Beta_Beta 3 8 10

Vol. 9, No. 9, 2018

The green cells from Table Il draw attention to the
situations when the number of classification rates higher or
equal to 80% exceeds a proper (high enough) value, considered
by us being equal to 19. It is obvious that many cases are
related to Theta rhythm, both for Delta and Theta modulation.
There are no noteworthy differences for the three cases
reported (left-right, left-relaxation and right-relaxation). Also,
in the Alpha rhythm and modulation in Theta and Alpha bands,
in the right-relaxation case, there are a significant number of
classification rates greater than 80%. So, for Theta_Alpha, the
classification rates are above 80% for almost a half of the
subjects (23 from 50 subjects). In the left-relaxation case, high
values are obtained for Theta and Delta modulation bands. It is
worth noticing that low values are achieved for left-right (8 or
9 from 50 subjects). So we conclude that in left-right paradigm
the Alpha rhythm modulations are presented in few persons, so
we ignore it.

In order to evaluate the results attained for each classifier,
there are considered only those green marked situations in
Table Il.

The results for left-right case are illustrated in Fig. 3 where
only the Theta rhythm is under study.

(=

2

S X

— O

7%

=l

53

_ D

2%

S

=]

= left-right

m Delta_Theta | 16 | 15| 14 | 12| 13|13 |13 |13 |17
Theta Theta| 15 |17 |12|12|11/10| 9 | 9 |15

Fig. 3. Number of Classification Rates Higher than 80%, for all the
Classifiers in the Left-Right Case

It is easy to observe that the best results are achieved by
means of LDA, QDA and SVM classifiers.

The results for left-relaxation are gathered in Fig. 4. The
modulations of Theta and Alpha rhythms are considered.

o

ONROI0ONO00

Number of classification rate
above 80%

mDelta Theta | 15 | 16 (11| 8 | 8 [ 8 | 9 | 9 [ 15

Theta_Theta | 16 | 15 | 14 | 7 7 7 8 8 | 17
mDelta_Alpha| 12 |15 |10 9 [ 9 | 9 | 9 | 9 | 14
mTheta_Alpha| 14 | 14 [ 12 | 12 | 12 [ 12 | 12 | 12 | 14

Fig. 4. Number of Classification Rates Higher than 80%, for all the
Classifiers in the Left-Relaxation Case.
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LDA, QDA and SVM are the best classifiers also in the
case presented in Fig. 4.

The results for right-relaxation are drawn together in Fig. 5.
As in the previous case, the modulations of Theta and Alpha
rhythms are taken into consideration.

As in the two cases, the best results are found for LDA,
QDA and SVM classifiers.

For further considerations, we have to mention that for
Theta_Theta, in left-right case, there are 7 classification rates
upper 90%, and one with 100%.

As for all the cases, LDA, QDA and SVM classifiers lead
to high classification rates, in order to look deeper into and to
study the distributional characteristics, the box plots are used.

Fig. 6 illustrates the box plots for LDA classifier for the
left-right case, Left-relaxation and Right-relaxation cases
(Delta_Theta and Theta_Theta).

In Fig. 7 the box plots for LDA classifier for the left-right
case, left-relaxation and right-relaxation cases (Delta_Alpha
Theta_Alpha and Alpha_Alpha) are presented.
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g mDelta Theta | 16 | 14 [ 12| 9 [ 9 [ o9 [ 9 [10] 16

Z |uThetaTheta | 18 [ 16 11| 9 |10 10| 9 | 8 | 12
mTheta Alpha | 14 | 14 | 13 | 9 |10 | 10 [ 11 | 12 | 14
mAlpha_Alpha| 13 |15 |11 | 8 |8 | 7 | 8 | 8 | 12

Fig. 5. Number of Classification Rates Higher than 80%, for all the
Classifiers in the Right-Relaxation Case.
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Fig. 6. The Box Plots for LDA Classifier for the Left-Right Case, Left-
Relaxation and Right-Relaxation Cases (Delta_Theta and Theta_Theta).
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Fig. 8. The Box Plots for QDA Classifier for the Left-Right Case, Left-
Relaxation and Right-Relaxation Cases (Delta_Theta and Theta_Theta).

Fig. 8 shows the box plots for QDA classifier for the Left-
right case, left-relaxation and right-relaxation cases
(Delta_Theta and Theta_Theta).

In Fig. 9 the box plots for QDA classifier for the left-right
case, left-relaxation and right-relaxation cases (Delta_Alpha
Theta_Alpha and Alpha_Alpha) are displayed.
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Fig. 9. The Box Plots for QDA Classifier for the Left-Right Case, Left-
Relaxation and Right-Relaxation Cases (Delta_Alpha Theta_Alpha and
Alpha_Alpha).
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Fig. 10. The Box Plots for SVM Classifier for the Left-Right Case, Left-
Relaxation and Right-Relaxation Cases (Delta_Theta and Theta_Theta).
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Fig. 11. The Box Plots for SVM Classifier for the Left-Right Case, Left-
Relaxation and Right-Relaxation Cases (Delta_Alpha Theta_Alpha and
Alpha_Alpha).

Fig. 10 and Fig. 11 indicate the box plots for SVM
classifier for the left-right case, left-relaxation and right-
relaxation cases (Delta Theta and Theta Theta) and
(Delta_Alpha Theta_Alpha and Alpha_Alpha) respectively.

When the midpoint and spread of the classification rates are
examined, we can observe that the lowest medians (lower than
60%) are for all the classifiers, for the left-right case in Alpha
rhythm, for all amplitude modulation bands (Delta, Theta and
Alpha). The medians are about 70% in almost all the other
situations. The spread is evaluated by the interquartile range
box (which represents the middle 50% of the data) and by the
whiskers. Good results from this point of view are attained
both for LDA and QDA classifiers, for right-relaxation
situation, in Theta rhythm modulated by Theta band. Here the
interquartile range is between 58 % and 80 % classification rate
and there are no outliers. For LDA, even better results are
attained for left-right case for Theta Theta or Delta_Theta
when the interquartile range is between 63 % and 80%, but
there are two outliers. For all the situations where good results
are reported, the whiskers extend to 100 %.
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IV. DISCUSSIONS

We have to mention that it is impossible to make direct
comparisons to other results reported on public EEG databases,
because herein our own database has been handled. In a future
work, we intend to validate the amplitude modulation analysis
on the available public databases, especially as the EEG signals
are recorded on more than 8 channels and better outcomes
might be attained.

But comparisons must be done with related works. So, to
assess the benefits of the proposed method by means of the
amplitude modulation metric (Modulation_index) we do
compare our findings with the results from [4] and [12],
validated on the same database.

In [4], where Itakura distance based method, phase
synchronization methods and independent component analysis
are used, the classification rates are approximately the same
with the actual results and most of classification rates greater
than 80% are obtained with QDA, KNN and SVM. Phase
synchronization metric conducted to the lowest classification
rates (about 60%) and symmetric Itakura distance to the
highest ones (about 90%).

By means of wavelet (Coiflet 4 and Daubenchies 2)
coefficients and kNN classifiers, in [12], the results were
between 68% and 91% (only one subject).

So, the herein results (7 classification rates better than 90%
and one value of 100%) outperform those from [4], [12].

In order to improve the rate of classification for all the
subjects, we will try to propose a further index/parameter
which would better characterize the neuromodulatory activity
of the brain, maybe to combine with other features and to
employ also other classifiers such as Deep Neural Network
(DNN) [14].

It is worth to mention that it is important to have trained
subjects. So, we will develop a new database with many
sessions of recordings.

V. CONCLUSIONS

The method highlights the frequency bands the cerebral
rhythms in a motor task based paradigm are modulated with
and provides additional information over conventional
methods.

EEG amplitude modulation analysis has revealed the best
result concerning classification rate (discriminative patterns)
between imagination of right hand movement and relaxation
period when the Theta rhythm is modulated with Theta band
using LDA and QDA classifiers and between imagination of
right and left hand movement when the Theta rhythm is
modulated with Theta or Delta bands, working with LDA
classifier.

The results showed that EEG activity both for Theta and
Alpha rhythms are modulated by the Theta band in a different
manner when a person imagine the right hand movement, or
left hand movement or he/she relax.

We can conclude that the proposed method is helpful in
separating motor tasks for a BCI paradigm.
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Financial Service Utilization
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Abstract—Considering financial literacy as a central factor
for consumer demand for financial services, we analyze its
impact on access and actual use of financial services and its
ultimate consequential reflections on SMEs performance in
developing economies. By recognizing the important distinction
between access and actual use of financial services this study uses
the partial least square-structural equation modelling (PLS-
SEM) to estimate the conceptual model. The study reveal
significant positive impact of financial literacy to financial access
and performance of the firm. It was also discovered that there is
significant positive direct impact of access to financial services
into actual use of financial services and positive significant effect
of the use of financial service on firm performance. The firm use
of financial services has a significant mediating role on firm
access to financial services-firm performance relationship. The
implications of these findings offers foretastes on the need to
deepen and widen the scope of SMEs managers’ financial literacy
for effective financial management and financial financing
decisions. We argue distinct contributions of access and actual
use of financial services construct on firm performance has to be
given attention in attempt to avoid generalizing the phenomenon.

Keywords—Financial literacy; use of financial services; access
to financial services; firm performance

. INTRODUCTION

The significance of SMEs contribution to developed and
developing economies is notably remarkable [1]-[4]. In
developing economies having a small business has been a
survival strategy for many individuals, due to thin base and
inadequate public and private formal employment [5]. The
development of SMEs is hampered by number of factors which
may include access to finance, lack of managerial skills, poor
equipment and technology, regulation system and absence of
access to international markets [6]. The lack of managerial
know how places a significant threat to SMEs development [7].
Despite the numerous initiatives to provides training to SMEs
owners/managers’ the skill gap is still large, this is because
most of SMEs cannot afford the cost of deliberate skills
upgrade through training and advisory services [8]. Moreover
SMEs are considered to be informationally impervious due to
their less external monitoring and thin reporting requirements
as it can be distinguished from large firms [9].

Becoming an entrepreneurial manager of a venture can be
exceedingly risky if there is little or no confidence in financial

Han Dong Ping

Department of Accounting
Harbin Institute of technology
Weihai, China

management [10]. The cost of information and the probability
that people utilize a financial resource once they are aware of it
depends on the incentives attached to it [11]. The emerging
trends posit the low level of consumption of formal financial
services and low level of participation into financial markets in
developing economies as a function of financial literacy [12].
The firm’s use of financial products may not just be an
indicator for having access to such products but also having
skills and knowledge of managing such products.

Situating access to financial services in developing
economies, the global statistics for financial inclusion for 2014
data from Global Findex database stress that 62% of the adult
own an account at a formal financial institution, this includes
banks and mobile money services. With the innovation of the
mobile banks the account ownership has substantially
increased in developing economies reaching to 54% of the
population in 2014 [13]. Beside the increase the share of
excluded individual is still high in developing economies as
compared to high income countries. Also [14] claim that
despite the efforts that has been under move by the developed
economies to enhance the provision of quality and sustainable
formal financial services like credit, savings, payment systems,
insurance and pensions to mention a few, most of the
developing economies still have a large number of population
who lack access to basic financial services.

While the problem of SMEs access to finance has been
overly studied and many studies has embarked on analyzing it
by employing constructs on the supply side like number of
accounts providers has, and number of ATM present in the area
[15]. Such approach has a detriment of not harnessing the
actual facts from individual/firms consumption or non-
consumption of such services. The approach by surveying the
demand side, where by consumers offers their ground views all
else unchanged seems to be compelling. A plausible
functioning financial market not only need good infrastructure
but also informed consumers [16]. Few studies in developing
economies has attempted to analyze the access to financial
services based on consumers’ financial literacy. [17] Analyzed
the impact of individual financial literacy on access to financial
services in Kenya using national financial access data. [18]
Approached their cross countries analysis on the role of
financial literacy education on financial inclusion. Even then
these studies had has little to do with the distinction of access
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and actual use of financial service, though connected these
constructs would have different inferences.

Could the low level of participation in the formal financial
market in developing economies be attributed to lack of
financial literacy by SMEs? Do firm managers’ utilizes their
financial literacy to take advantage of available financial
products? In the presence of actual use of financial products
how does financial literacy and access to financial services
impact firm performance? If the financial services available
would financial literacy explain the use or the non-use of such
services by consumers? What are the mediation roles of
financial utilization on financial literacy and or access to
financial services-firm performance relationship?

Therefore this study focuses on answering these questions,
realizing the dearth of rigorous studies on the concept financial
literacy, use and access to finance in developing economies,
this scrutiny therefore analyze the impact of financial literacy
on SMEs financial access and performance in developing
economies. Further we attempt to analyze the mediation role of
financial utilization on financial literacy-firm performance and
financial access-firm performance relationship. Moreover this
study contribute by examining access and use of financial
services determinants separately contrary to most studies which
studied financial access determinant and employ the use of as a

proxy.

Il.  CONCEPTUAL FRAMEWORK AND HYPOTHESIS
DEVELOPMENT

This study is motivated by theory of bounded rationality
which stress that individuals make decisions, whereby their
rationality is limited by their ability to manage the decision
problem, intellectual limitations and time available. Consumers
in this view act as if seeking for satisfaction rather than
focusing on an optimal solution. Bounded rationality impose
the idea that individuals take shortcuts that may lead to
suboptimal decision-making [19]. This study conceptually
analyze the artifactual decisions taken by SME managers at
firm level, based on their level of financial literacy which
entails financial knowledge, attitudes and behavior will be a
base for the decision to use or not to use a certain financial
product/service even though is available. This phenomenon
implicate supplier of financial services to not only invest of
their services making accessible but also strategizing on
initiatives that will inspire responsible consumers.

Financially literate consumer is able to identify financial
products or services that meet his/her needs, can independently
obtain and assess any financial advice and be more likely curb
the impact of abusive exploitative practices and scams [20].
Financial literacy enhance consumer effective participation in
financial market [21].

The general conceptual framework for this study is
depicted in fig.1

Where by FL=Financial Literacy, UFS= Use of Financial
Services, AC=Access to finance, PF=Firm performance,
UFS’=Mediating  variables on AW-FP relationship,
UFS”’=Mediating variable on AC-FP Relationship
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Hs

Fig. 1. The General study Model

Financial literacy has been theorized to promote active
participation of individual and firms in the formal financial
markets [11], [21]. Managers in firms with considerable
financial literacy will be more active in making optimal choice
of the funding sources by analyzing cost, benefits and risk
associated with the potential funds. The British Business Bank
(BBB) reveal that the firms’ awareness to alternative funding
sources is positively related to the participation of firms in the
finance market [22]. Also literature evidence that there is a
positive correlation between financial literacy to firm
performance. [23] Stated that a major hindrance to
performance growth of sustainable small and SMEs managers’
across developing world is the lack of knowledge, skills,
attitude and awareness to cope and manage finances. The
dearth of business information and the incompetence of the
SMEs management is singled out as the as one of the reason
for firm not to access available finances from commercial
banks [24]. Therefore we argued that:

Hypothesis H; Financial literacy has a positive impact on
SMEs use of financial products in developing economies

Hypothesis H, Financial literacy has a positive impact on
SMEs performance in developing economies

Hypothesis Hjz Financial literacy has a positive impact on
firm financial access in developing economies

As it has been exemplified access to financial services
doesn’t necessarily amount to using it. Availability is
inevitable but not a sufficient premise for use [25]. There is a
clear difference between a mere access to and actual use of
financial services [26]. Access to financial services is not to be
equaled to the actual use of financial services. Individuals and
firm might have access to financial services due to social or
economic reasons decide not to use them. The outreach
indicators employed to determine the actual uses of financial
services and all these indicators showed a positive correlation
on the firm performance indicators. Firms has claimed their
non-use of certain financial services is due to cost and
affordability. The high minimum deposits, high administrative
fees, high fixed cost for loan application and high rejection rate
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all these contribute problem. Financial institutions collateral
demand to the poor borrowers and lack of financial literacy
adds to the challenge. Therefore it is hypothesized that:

Hypothesis H,: The use of financial services has positive
impact on firm performance in developing economies.

The availability of financial services is compulsory
condition for access from supply side and in addition to this
convenience imply efficient access and use of such a service
[27]. Use of finance refers to the actual consumption of the
financial service. The usage can be referred at the point of
intersection of the supply and demand curve of the financial
services [25]. The use of financial services entails quality,
regularity and the use duration which is subject to voluntary
and involuntary exclusion probably more influenced by factors
from the supply side connected to information asymmetry [28].
The mediating role of actual use financial services emanate
from the fact that, the use of services is an action which is
preceded by knowledge of such services and access to it.
Without consumption of a particular financial services having
knowledge and access to it won’t make a resultant impact on
SME. Therefore theoretically the use of financial services is
supposedly to mediate the relationship of financial literacy/
access to financial services and firm performance. We
therefore propose that:

Hypothesis Hs Use of financial services mediate the
financial literacy-firm performance relationship in developing
economies

Hypothesis Hg Use of financial services mediate the access
to finance-firm performance relationship in developing
economies

Access to financial services hypothetically has a positive
correlation is into the actual use of such services. The more the
financial products available at low cost the more the
supposedly use by the economic agents. A consented theory
propose that a deeper and wider financial sector can contribute
to enhanced performance of SMEs. Firms which have access to
finance has an opportunity to manage their risks, widen the
menu of choices and the consumption patterns. For instance
credit as an important instrument deemed to improve
performance of firms by enhancing the productive capacity
derived from the investment financed [29].

Hypothesis H; Access to finance has a positive impact on
utilization of financial services in developing economies

Hypothesis Hg Access to finance has a positive impact on
firm performance in developing economies

IIl.  LITERATURE

First of all it is important to grasp the meaning of the key
terms and their essence niceties in the context of this study.

Financial literacy refers to the possession of the right
financial knowledge, skills, attitudes and behavior [30]. At
OECD/INFE defines financial literacy as a combination of
awareness, knowledge, skill, attitude and behavior necessary to
make sound financial decisions and ultimately able to achieve
financial wellbeing [30]. At another level financial literacy has
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been synonymously considered to be the same as financial
literacy [31], [32].

Financial access to financial services refers to the
availability of the supply of reasonable quality financial
services. [33] Extend the definition of access to finance to
mean the ability of individuals or enterprises to attain financial
services, which may include credit, deposit, payments,
insurance, and other risk management services. Financial
utilizations means the actual use/consumption of financial
services [12].

The terms utilization and access to financial services has
been used conjointly and interchangeably by many studies
even though they overlap they distinctly mean different things.
To understand well the conceptualization of the differences
between use and access to financial services [34] gives an
illustration of worthy individuals in advanced financial
markets, still they might not use some of the financial services
even though they are readily available and they can afford to
pay. Nevertheless every individual and firms at some points in
time need a certain kind of financial product. The difference
between access and actual utilization of financial services
could be analyzed by a demand-supply structure. As access
refers to supply while the use refers to the intersection between
the supply and demand schedules [25]. Voluntary exclusion
doesn’t necessarily mean the service is not available or is
rationed, the decision consumers’ to utilize financial services is
based on their financial attitude and behavior.

Financial inclusion is the term that exclusively embrace
financial access and use together. [35] Define financial
inclusion as “the process of insuring access to appropriate
financial products and services needed by all sections of
society including vulnerable groups such as weaker sections
and low income groups at an affordable cost in a fair and
transparent manner by main stream institutional players”
.Financial inclusion focuses on making easy access to financial
services to large disadvantaged people. The lack of financial
access limit the array of services and credits to individual,
household and enterprises. [36] Mention of factors that are
limiting access to finance to include place of living, absence of
legal identity and gender biasness, limited knowledge of
financial services, level income and bank charges, rigid terms
and conditions and the type of business. [37] Offers glimpses
of the principle of how to measure countries progress towards
enabling access to and driving usage of the different financial
products. in attempt to define access and usage in accurate and
comprehensive way, they identified levels of availability of
financial product, actual ownership of the product, the use of
the product over a specified time and how much the product is
used to address the consumer’s needs.

A. Financial Literacy and Financial Inclusion

Financial literacy stem as an important constituent of
consumer effective participation in the formal financial market.
The benefits derived from enhancing it has dual benefit to
consumers and suppliers of financial services [17]. While
financial literacy provides the apt information for the consumer
in the financial market. Provided need and access to certain
financial product, the attitude and behavior will enable the
consumer to be active partaker of the financial product. [16]
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Argues that access to financial services and particularly having
a bank account, the marginal benefits of financial literacy
decreases with higher financial depth, indicating that financial
access and financial literacy are supposedly substitutes.
However if inclusion is all about access and use of financial
services, financial literacy has a complementary effect on
financial depth at higher level of comprehension and therefore
they reinforce each other.

B. Role of Financial Institutions on Financial Literacy and
Financial Access

Banks has played a big role in providing awareness and
appropriate use of financial services they offer to their clients.
The role of banks in provision of financial education shore up
their unique position in the financial system, as they act as a
bridge in theoretical economic concepts such as scarcity and
opportunity costs, with real money in the pocket services and
supplement them with the necessary financial products. The
access to low cost financial products is mainly valuable for
unbanked and under-banked clients. Therefore connecting
financial education and financial products allows all
individuals to become full incorporated in the traditional
financial system [38].

[14] Examined the impact of presence of mobile financial
services in Sub Saharan Africa and found that the presence of
mobile banking has positively enhanced the saving behavior,
and it stands as an avenue for promoting financial inclusion
especially to the poor and low income groups constrained to
financial access. By reforming the banking sector and
strengthening the financial sector legal and regulatory
framework and modernizing the financial sector infrastructure
and extending the range of basic financial products and
services to underserved zones access to finance for households
and firms will be enhanced.

C. Financial Literacy for SMEs

The Bank Association of South Africa as cited by [39]
defines financial literacy for SMEs as one which has the
following qualities: first has an adequate level of personal
entrepreneurial competencies, personal finance skills, and
business management skills; has an appropriate level of
understanding of functional financial management systems.
Second, has appropriate level of understanding of SME life-
cycle funding and other financial service requirements. third,
understands legal, regulatory and tax issues as they relate to
financial matters and lastly understands the range of legal
recourses it can resort to when necessary, and namely, in case
of bankruptcy or other situations of financial distress [40].

A financially literate SME owner/manager is considered to
know the most suitable financing and financial management
options for his/her business at various growth stages, knows
where to attain the most appropriate financial products and
services; and interacts confidently with the suppliers of these
products and services. Is familiar with the legal and regulatory
framework and his/her rights and recourses [41].

The ability of a small business owner/managers to gather
information from financial statement has a big role to play in
business success, because it supports them to detect signs of
failure, and overall health status of the venture [42]. The
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general stance of firm financial literacy stems on manager’s
ability to translate their personal finance into a business
venture context. Financial literacy in the new business reality is
defined as the competence to adequately manage financial
resources over the lifecycle and effectively link with financial
products and services [43].

D. Access to Finance and Firm Performance

[44] Using data from enterprise survey examined access to
finance and performance of the firm in African context. Using
the subjective measure they found that lack of access to finance
exert a significant negative effect on firm growth. And the
objective measures proved that firms that are not financially
constrained has high rate of growth than the credit constrained
ones. Also [45] similarly studying the impact of financial
inclusion and bank concentration on firm performance, they
found that the financial inclusion on distribution of financial
service across firm has a positive impact onto firm growth.

E. SME Definition in the Context

Since there is no universally accepted SME definition, the
nomenclature in this study context is used to mean Micro,
Small and Medium enterprises. It is sometimes referred to as
micro, small and medium enterprises (MSMES). The definition
is derived from Tanzania mainland where the survey was
relevantly conducted. The SMEs cover economic activities
mainly manufacturing, mining, commerce and services. The
commonly used benchmarks are total number of employees,
total investment and sales turnover. In this standpoint, micro
enterprises are those engaging up to 4 people, in most cases
family members or employing capital amounting up to
Tanzania Shilings (Tshs.)) 5.0 million. The majority of
microenterprises fall under the informal sector. Small
enterprises are mostly formalized undertakings engaging
between 5 and 49 employees or with capital investment from
Tshs 5million to Tshs. 200million. Medium enterprises employ
between 50 and 99 people or use capital investment from Tshs.
200 million to Tshs. 800 million [46].

IV. METHODOLOGY

The sample for our study was composed of SMEs
managers from region of Morogoro and Dar es Salaam from
Tanzania. From previous research firm managers form an
interesting group to analyze the level of financial literacy and
its consequences to their firm operations in developing
economies, considering the fact that they are involved in their
daily financial management of the firm [12], [48].

We used a convenient sampling because of the locational
and financial limitations. We wused a self-administered
questionnaire of which we had to physically distribute it to the
premise of the firm and collet it thereon. The questionnaire
comprehensively was designed to capture the SMEs managers’
financial literacy at personal and firm level. And this study is
part of such a comprehensive questionnaire. All questions used
in this study has was 5 point likert scale questions. To
encourage participation and minimize non responses the
questionnaire was preceded by the introduction letter and
personal expression for respondents to know that the study was
solely academic based. The survey was piloted in the field and
there after the instruments was refined by experts from the
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field. The questionnaire completely filled was 311 even though
we managed to reach 520 firms, a response rate of about 60%.
Cronbach’s alpha test was used to verify the quality and
consistency of our instrument.

A. Variable Definition and Sources

Table | presents definitions of the variables indicators and
their respective sources.

TABLE I. VARIABLE DEFINITION AND SOURCES
Variables Indicators Source
General financial literacy (GFL), Atkinson, Adele
FL Financial knowledge (FK), Financial
attitude (FA), and Financial Behavior Messy, Flore-
(FB) Anne 2013
Easiness of having personal bank account
(UFSi), using the firm bank account,
UES banking of daily undertakings (UFSii), Olawale Fatoki,
Reinvesting the cash balances (UFSiii), 2014
having credit from financial institution
(UFSiv).
Easiness of getting funds from financial
AC institutions (ACi), limited availability of World Bank’s
funds for firm (ACii), and the cost of enterprise survey
acquiring funds is too high (ACiii).
Steady firm growth (PFi), steady increase
PE number of employees (PFii), increase in World Bank’s
productivity (PFiii) and ability to buy Enterprise survey
fixed assets (PFiv)

B. Measurement of Variables

The constructs in this study were measured using a multi-
item scale, all measures were adapted from the previous
studies. Each measure was anchored on five-point scale. The
survey instruments form the measures was pre-examined by
three different business academics to make solid wording and
clarity of the questions. To establish the consistent with the
spirit of the original instrument we performed instrument factor
analysis before including them in the PLS model.

1) Financial Literacy

Financial literacy was adopted from [18] study, where by
there is a question on self-rating financial literacy, financial
knowledge, financial attitude and financial behavior. Then we
adopted the questions and stylized them into a 5-point likert
scale except for financial knowledge. Financial knowledge
construct has a multiple choice questions to test the apt
knowledge of consumers of financial literacy, correct answer
and categorized them into low, medium and high scores.

2) Use of Financial Services

We also adapted part of [47] questions on understanding
financing sources because they were fit into the use of financial
services. From thence we made a five point likert scale to
actually draw a behavioral conclusions from the managers. The
principal factor analysis yielded a single factor solution with
eigenvalues exceeding 1 and factor loading ranging from 0.874
to 0.964. This factor explained 69.66 % of the total variance.

3) Access to Finance
Coupled with the details from the World Bank enterprise
survey, we created questions for access to finance. We created
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five-point scale subjective measures on easy access,
availability and cost of funds to the firm. The principal factor
analysis results were single factor solution factor loading
ranging from 0.962 to 0.989. This factor explained 34.954% of
the total variance.

4) Firm Performance

We adapt construct from the Word Bank enterprise survey
for performance of the firm. Then we created a five point likert
scale measures to capture our respondents responses on the
firm performance. The construct focused on sales growth,
number of employees’ growth, productivity and ability to
purchase fixed assets. After performing the principal factor
analysis our results gave a single factor solution, factor loading
ranging from 0.698 to 0.826. The factor explained 53.139 of
the total variance.

C. Descriptive Statistics and Control Variables

We also collected information about the individual and firm
industry for our respondents to add to the foundational
constructs of our study interest. These variables were included
in our statistical model to partial out their effects on our
dependent variables. Table Il shows demographic information
at personal level includes gender and level of education. The
reminder of the variables are at firm level with includes type of
business, business location, age, and number of employees.
None of our control variables were significantly related to our
dependent variables.

TABLE II. SUMMARY OF RESPONDENTS’ DEMOGRAPHIC CATEGORIES
Number Percentage
Male 164 52.9%
Gender
Female 146 47.1%
Primary 11 3.5%
. Secondary 87 28.1%
Education Level
College 134 43.2%
University 78 25.2%
Wholesale and Retail 101 32.2%
Agricultural 56 18%
Construction 31 10.0%
Business type Food and )
Accommodation 31 10.0%
Manufacturing 30 9.7%
Others 61 19.1%
Location Rural 127 41%
i
Urban 183 59%
Below 1 Year 39 12.6%
. 1-5 Years 132 42.6%
Firm Age
6-10 Years 100 32.3%
More than 10 Years 39 12.6%
ber of 1-5 Micro 144 46.5
Number o
employees 6-49 Small_ 147 47.4
50-99 Medium 19 6.1
D. Results

We use SPSS version 23 to obtain the descriptive statistics
and then SmartPLS for estimation of Partial Least Square-
Structural Equation Modelling (PLS-SEM).We use PLS-SEM
approach because of its exceptional ability and fewer
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assumption than covariance-based structural modelling [49].
PLS recognized to be a component based approach that attempt
to maximize variance explained and minimize error. With PLS
we are able to examine theory and measures simultaneously.
PLS-SEM has an advantage of handling small sample sizes and
no assumptions for particular scale and normality of the data
distribution [50]. [51]. Basing on the rule of sampling that the
minimum sample size for PLS modeling have to be ten times
of the portion of the model that require multiple regression. In
our model we had 3 independent variables, allowing us to use a
sample of size of 30. Therefore our sample of 310 respondents
was more than adequate for PLS modelling.

E. The Measurement Model

The model estimate the relationships between manifest
variables and latent variables hence we have the inner and
outer model. In the model we estimate and evaluate the
reliability and validity of the model. Table Il the indicator’s
reliability, the composite reliability, convergent validity, and
the descriptive statistics of our study model. For internal
consistency of our model. [52] Suggests using factor loading
instead of Cronbach alpha. the factor loading of 0.7 is always
preferred but 0.4 or higher loading is acceptable for exploratory
research [53], [54] in our model the minimum factor loading is
0.438 and the maximum is 0.911 all being in the acceptable
range. Complementing with the factor loading our result shows
that all factor were loaded significantly at p< 0.001 and p< 0.05
one-tailed significant levels. With these results we confirm that
all our constructs has satisfactory reliability.

1) Model Internal Consistency
The model internal consistency or reliability is calculated
by the formula in equation 1.

E AT 2A)? + X1 - 4] (1)

Whereby: 4; represent the ith component loading and
1 — 2,2 refer to the ith error variance. In this stance composite
reliability measure is used as an alternative to Cronbach’s
alpha. This is undertaken on the basis that composite reliability
weighs each factor loading. The threshold of > 0.7 composite
reliability is regarded to be suitable [55]. In this study model
result shown in table 111 provides all composite reliability to be
above 0.7 confirming that the model possesses enough internal
consistency.

2) Convergent and Discriminant Validity

To assess the convergent and discriminant validity we
consider the Average Variance Extracted (AVE) calculated for
each component. The AVE measures the degree to which scale
items for each items are correlated. 0.5 or above AVE is
considered to be adequate [54], [56].

AVE can be calculated by the equation 2:
S [Z A" +T(A 45 )

Whereby: 4; represent the ith component loading and
1 — A;2 refer to the ith error variance

In our model the minimum AVE is 0.503 and the maximum
AVE is 0.603 as reported in table Ill. Therefore our results
demonstrates adequate convergent validity.
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TABLE Ill.  RELIABILITY AND CONVERGENT VALIDITY (AVE)
Latent - —
Variable Mean SD Loading t-statistics

Financial Literacy (composite reliability = 0.726; AVE = 0.503)

GFL 0.417 0.154 0.438 2.845**

FK 0.593 0.140 0.607 4.341%**
FA 0.718 0.099 0.731 7.409%**
FB 0.716 0.100 0.730 7.267***

Use of financial services (composite reliability = 0.773; AVE = 0.511)

UFSi 0.853 0.137 0.885 6.449***
UFSii 0.702 0.169 0.720 4.297***
UFSiii 0.513 0.194 0.551 2.845**
UFSiv 0.496 0.180 0.530 2.947**

Access to financial services (composite reliability = 0.761; AVE = 0.522)

ACi 0.718 0.174 0.753 4.318***
ACii 0.808 0.148 0.838 5.650***
ACiii 0.544 0.176 0.544 3.091***

Firm performance (composite reliability = 0.818; AVE = 0.605)

PFi 0.762 0.098 0.769 6.732%**
PFii 0.901 0.038 0.911 15.423%**
PFiii 0.609 0.136 0.628 6.449%**

** %% n < 0.05 and p <0.01, respectively

The discriminant validity was examined by comparing the
square roots of the AVEs of the constructs with the correlation
coefficient between the constructs [55]. The result of
discriminant validity is shown in table IV where by the
correlation coefficients are in off-diagonal, and the square root
of the AVEs are shown on diagonal. Our model indicated that
there is adequate discriminant validity due to the fact that all
the square root of the AVEs are greater than the correlation
coefficients.

TABLE IV.  DISCRIMINANT VALIDITY AND HETERO MONOTRAIT RATIO
(HTMT) IN PARENTHESIS
AC FL PF UFS
AC 0.686
FL 0.085 (0.722) 0.638
PF -0.283 (0.353) -0.295 (0.572) 0.778
UFS -0.334 (0.562) -0.294 (0.370) 0.229 (0.438) 0.686

Diagonal item are square root of AVE, and non-diagonal elements are the
correlation of the elements

The other approach to confirm the model discriminant
validity is to examine the cross loading. In principle indicators
are supposed to load well on their target factors and the cross
loading not supposed to be significant. The heuristic limit
loading for cross loading should be < 0.3 [57]. From table V
note that all cross loading are <0.3, further endorsing that our
model has discriminant validity.
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V. RESULTS AND DISCUSSION

After verification of the model measurement and
confirming no worry of the common method biases we carry
on examining the structural model. Table VII and fig. 2
provides us with the detailed results of the PLS analysis. Sheet
A shows the direct relationship and sheet B shows an indirect
relationship.

TABLE V. VARIANCE INFLATION FACTOR (VIF) AND CROSS LOADING
VIF AC FL PF UFS
ACi 2.208 0.753 -0.234 0.154 -0.145
ACii 2.217 0.838 0.288 0.179 -0.207
ACii 1.011 0.544 -0.303 0.145 -0.302
FA 1.690 -0.168 0.731 -0.239 0.047
FB 1.624 -0.305 0.730 -0.273 0.047
FK 1.022 -0.302 0.607 -0.223 0.200
GFL 1.089 -0.154 0.438 -0.144 0.127
PFi 1.533 0.185 -0.273 0.769 -0.272
PFii 2.533 0.246 -0.324 0.911 -0.231
PFiii 1.478 0.062 -0.224 0.628 -0.140
UFSi 2.801 -0.259 0.184 -0.196 0.885
UFSii 2.134 -0.264 0.102 -0.161 0.720
UFSiii 2.420 -0.123 0.142 -0.214 0.551
UFSiv 1.082 -0.201 0.052 -0.209 0.530

3) Common Method Bias

Because of the self-reported data there is a possibility of
existence of common method bias. The common method bias
can be caused by a number of factors which may include
consistency and social interest [58]. In attempt to find out
whether our data was affected by common method bias, we use
the approach by [59]. In this procedure we included in the PLS
model a common method factor where by this common factor
indicators included all principal constructs’ indicators and then
we calculated the variance ‘s indicators essentially exemplified
by the principal construct and by the method. Our results as
shown in table VI. The average variance of the indicators is
0.523, whereas the average method variance is 0.240, from this
we obtain the ratio of principal constructs variance to method
variance to be about 2.2:1. Our result also shows that all the
factor loadings for the method variances are not significant.
Given the higher variance of the substantive indicators and the
insignificant results on the method variance, then we determine
that the common method bias is unlikely to be a serious
concern for our study.

Also the common method bias problem was assessed by the
adopting the approach used by [60]. The practice is to assess
the Variance Inflation Factor (VIF) if they are < 3.3 for the
model which has passed convergent and discriminant validity
evaluation. The VIF shown in table V presents all results to be
less than 3.3, further confirming that our scrutiny was not
affected by common method bias.

TABLE VII. PATH COEFFICIENT AND T-STATISTICS RESULTS
Sample | Mean | Standard Deviation | T Statistics

AC->PF 0.017 0.013 | 0.122 0.135
AC->UFS | 0.298 0.314 | 0.052 2.184*
FL->AC 0.448 0.467 | 0.075 5.996***
FL->PF 0.309 0.317 | 0.108 2.855**
FL->UFS | 0.044 0.051 | 0.136 0.326
UFS->PF | 0.223 0.243 | 0.097 2.038*

TABLE VI. COMMON METHOD BIAS ANALYSIS
Substantive Method Factor
Factor Loading Loading
Construct Indicator | (R1) R1%> | (R2) R2?
GFL 0.757*** | 0.573 0.492 0.242
Financial Literacy FK 0.617** 0.381 0.509 0.259
FA 0.767*** | 0.588 0.443 0.196
FB
UFSi 0.907** 0.823 0.560 0.314
Use of financial UFSii 0.705** 0.497 0.451 0.203
services UFSiii 0.591** 0.241 0.386 0.149
UFSiv 0.477** 0.228 0.318 0.101
ACi 0.828** 0.686 -0.498 | 0.248
Access to finance ACii 0.880*** | 0.774 -0.602 | 0.362
ACiii 0.429 0.184 | 0.403 0.162
PFi 0.919*** | 0.845 -0.547 | 0.299
Firm Performance PFii 0.729*** | 0.531 -0.401 | 0.161
PFiii 0.667*** | 0.445 -0.650 | 0.423
Average 0.713 0.523 | 0.067 0.240

** **% 0 < 0.05and p <0.01, respectively

*, %% *x%p < 0.05and p <0.01, and p <0.001 respectively

H, predicted a positive relationship between SMEs
managers’ financial literacy and use of financial products in
developing economies. The PLS structural path on this shows
insignificant results. This explains that financially literate
doesn’t necessarily mean using them effectively. Other factors
like the access to such funding sources might explain the
relationship between financial literacy and the use of financial
services by SMEs managers in developing economies.

H, predicted the positive association between SMEs
managers’ financial literacy and firm performance in
developing economies. The structural model shows a
significant result at (p<0.01) in the hypothesized direction. The
results suggest that the SMEs managers’ financial literacy is
such an important driver for the firm performance. Therefore
H, is supported by our model.

Hs Also predicted that SMEs managers’ financial literacy
has a positive impact on firm financial access in developing.
The results from the structural PLS model shows a significant
results at (p<0.01) in the hypothesized direction. Implying that
the more the SMEs managers in developing economies be
financially literate the more enhancement of access to finance
by the firm. Therefore Hs is supported by our model. The
significant results in this hypotheses might explain the reasons
for insignificant results in Hy.

In Hy we hypothesized that there is a positive relationships
between the use of financial services and the firm performance
in developing economies. In this we have a significant result
also at (p<0.05) from the model. This shows that as firms in
developing economies use more of formal financial services
there will also be improvement in the firm performance.
Therefore H, is also supported by our model.

H-, projected that there is a positive relationship between
firm accesses to finance and the utilization of the financial
services. The results of our PLS structural model provide that
there is significant result at (p<0.01) in the predicted direction.
Confirming our prediction that as more access to finance firms
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has in developing economies they are likely to use more
financial services. Hence H; is supported in our model.

Hg Also predicted appositive association of access to
financial services on the performance of the firm. Our PLS
structural model shows insignificant results. Therefore H8 is
not supported by our model. This results may explain that there
might be indirect relationship between access to finance and
performance of the firm. We therefore take care of the case by
analyzing the mediation role of use of financial services to
access to financial services-firm performance relationship.

UFsi UFSii

UFSiii

UFSiv

\ PFi
\ ’,6732”

— 1543 PFii

-~
4502
/ ™

4318 ggsp 3091

!

ACi AGii ACiii

Fig. 2. Results after Bootstrapping

The fact that we had insignificant results in some
relationship in our model and exploring further inferences we
examine the supposedly mediation role of the firm managers
use of financial services into the financial literacy-firm
performance and access to finance-firm performance
relationship. Hence we have Hs and Hg to do this we use the
Sobel test of mediation available online at
https://www.danielsoper.com.The Sobel test of mediation uses
three formulas to calculate the mediation:

The first formula is the error function
_ 2 x __¢2
erf (x) = N fo e Vdt (D)

The second formula is the normal distribution cumulative
distribution function (CDF)

FOG 1, 82) = [L+ erf G )] @

Where p is the mean, § is the standard deviation and ‘erf’ is
the error function.

Sobel test statistic:

ab

2= —— ©)
[b2sEZ+ aZSEZ

Where ‘a’ is the regression coefficient for the relationship
between the independent variable and the mediator ‘b’ is the
regression coefficient for the relationship between the mediator
and the independent variable, SE? is the standard error of the
relationship between the independent variable and the mediator
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and SE? is the standard error of the relationship between the
mediator variable and the independent variable.

Using this approach then we test Hsand Hg

Hs Predicted that the SMEs firm use of financial services
mediate financial literacy-firm performance relationship in
developing economies. From our model we have the firm
performance (PF) as the dependent variable, use of financial
services (UFS) as the mediator and financial literacy (FL) as
independent variable. We have the original sample path
coefficient FL->UFS is 0.044 and the standard error is 0.136,
the original sample path coefficient for UFS->PF is 0.236 and
the standard error is 0.097. Therefore we input these data into
the online Sobel test and we get Z= 0.32037257, one tailed
probability = 0.37434296 and two tailed probability =
0.74868591. Our results shows insignificant mediation role of
the use of financial services and on the relationship of financial
literacy and the firm performance. Therefore Hs is not
supported.

He Also projected that the use of financial services mediate
the access to finance-firm performance relationship in
developing economies. The firm performance is our dependent
variable, the use of financial services is the mediating variable
and access to financial services is the independent variable.
From our results we have the following data:

The original sample path coefficient for AC->UFS is 0.298
and the standard error is 0.052, the path coefficient for UFS-
>PF is 0.236 and the standard error is 0.097. Inputting the data
in the Sobel test we yield Z = 2.13368290, one tailed
probability =0.01643437, and the two tailed probability =
0.03286875. The results is significant at p < 0.05 indicating
that the use of financial services significantly explain the
relationship between access to financial services and firm
performance. Therefore H6 is supported.

A. Discussion of the Results

The objective of this study was to examine the SMEs
financial literacy, access to financial services, use of financial
services influence each other and the eventual impact on firm
performance. Our study offer evidence of the significant results
between financial literacy and access to finance, financial
literacy and financial performance. The results cement
evidences of the positive impact of financial literacy on either
firm access to financial services and ultimately improves SMEs
performance, access to financial service and the use of
financial services and financial performance. Our findings is in
conformity with prior studies of [24], [61]-[63]

Also our study finds that the use of financial services
significantly mediate the relationship between access to
financial services and firm performance, such that the effect
impact of access to financial services on firm performance is
more explained when there is use of financial services by the
SMEs. Our results implies that use of financial services
significantly justify the causal order of access to financial
services on firm performance such that the higher the use of
financial services the more clearer we can appreciate the
impact of access to financial services on firm performance.
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The results are profound contribution to scholarly
literatures on how we can understand and review the variables
relationships in our model. The literature confirms that there is
positive impact of access to financial services to firm
performance [64]-[67] but none of these tried to examine the
anticipated effect of the mediating role of the actual use of
financial services.

Our model also reveal that there is an insignificant between
financial literacy to use of financial services, this may
speculatively explains that even though awareness of financial
resources remain to be an important driver for use such
services some other social and economic factors might
influence individuals and firm on the actual use, and also the
same applies to access to financial services-firm performance
relationships which might be insignificant as well.

Our model uncover that there is insignificant mediating role
of use of financial services on the financial literacy-firm
performance relationship. This implies that use of financial
services has insignificant explanation of the awareness of
funding sources and firm performance relationships. In other
words the causal order between financial literacy and firm
performance is immaterially explained by the use of such
financial services. The results makes sense because there is
significant positive direct relationship of financial literacy-firm
performance path.

Many studies have treat access and use of financial services
as a single variable, by breaking down these parts our study
brings down a more thorough interplay analysis of the financial
accessibility and usability issues facing individuals and firms
and therefore add to the body of literature.

VI. CONCLUSIONS

Even though there are ample efforts by the governments,
private sectors, regional and multilateral organizations, there is
still more to be done when it comes to SMEs performance
improvements. SMEs managers at personal level still need to
have more knowledge and insight on how they manage the
finances of their venture. Need more flexible mindset to match
with the pace of the growth of the finance supply side for their
firm sustenance. For SMEs in developing countries to thrive
there is a need to improve more aggressive efforts need to be
implemented in terms of personal initiative training, the
funding suppliers which includes the formal banks,
microfinances, governments agencies and NGOs need widen
their scope of financial literacy not only to their customers but
also to the wider community. While providing education it is
important to fight the barrier towards access to financial
services monitoring the actual use of the financial products by
firms and noting the reasons for non uses. Boosting the
competitive behavior of the financial institutions would result
into ample supply of financial services to SMEs and low-
income households at less costs of intermediation.
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Abstract—The article introduces the mathematical concept of
the topological anomaly matrix providing the foundation for the
qualitative assessment of the topological organization underlying
the large-scale complex networks. The basic idea of the proposed
concept consists in translating the distributions of the individual
vertex-level characteristics (such as the degree, closeness, and
betweenness centrality) into the integrative properties of the
overall graph. The article analyzes the lower bounds imposed on
the items of the topological anomaly matrix and obtains the new
fundamental results enriching the graph theory. With a view to
improving the interpretability of these results, the article
introduces and proves the theorem regarding the smoothness of
the closeness centrality distribution over the graph’s vertices. By
performing the series of experiments, the article illustrates the
application of the proposed matrix for evaluating the topology of
the real-world power grid network and its post-attack damage.

Keywords—Topological anomaly matrix; complex network;
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I.  INTRODUCTION

The distinctive feature characterizing the upcoming fourth
wave of the industrial revolution lies in the rapid expansion,
complication, and integration of the complex networks serving
the needs of humanity and world economy [1, 2]. While
enabling the development of the more efficient business
processes leading to the increase in the produced outcome and
quality of service, such tendency makes the entire society
extremely vulnerable to the disruptions of the most critical
infrastructural networks [3, 4]. Meanwhile, the functionality
and reliability of any complex network heavily relies on its
topology inspiring the emergent properties that could not be
deduced from the separate network’s entities and arise only in
result of their interaction [5, 6]. For example, the United States
of America has suffered from several catastrophic blackouts
caused by the cascading failures in the power grid steaming
largely from the low redundancy of its topological design [7 —
9]. These observations contribute to the particular
reasonableness of assessing the topology of complex networks
while making decisions regarding their reliability or need for
the additional protection. Remark that this article focuses on
considering the complex networks modeled by the undirected

simple graphs G =(V, E). In turn, the topology of any graph
G could be regarded as the class of all possible graphs that are

isomorphic to G . The evaluation of such topology is extremely
challenging due to its underlying combinatorial nature and
serves as a core problem of the emerging Big Data graph
mining and analytics [10, 11]. In the prior works, the graph
topology is assessed based on applying the quantitative metrics
summarized in the review [12]. However, these metrics give a
limited insight into the qualitative topological properties such
as the concentration of bottlenecks inspiring the non-uniform
load on the entities and links of the modeled network, which
points to the presence of the research gap. Thereby, the
objective of this article lies in constructing the mathematical
object of the topological anomaly matrix providing the
qualitative evaluation of the graph topology and its richness in
bottlenecks, while satisfying the computational efficiency
demands imposed to the instruments of the Big Data analytics.

Il. RELATED WORK: VERTEX IMPORTANCE METRICS

The inhomogeneous topology of graph gives rise to the
differentiation in the relative importance of its nodes for
ensuring the normal activity of the modeled complex network.
However, the vertex importance is difficult for analyzing due
to the possibility of its consideration from the radically
different conceptual viewpoints. Thereby, in the existing
works, the comprehensiveness of assessing the importance of
the graph’s nodes is ensured through applying a family of the

formalized centrality metrics. In particular, the degree d (v) of

the vertex v reflects the extent of its local importance and
serves as the simplest centrality metric. Nevertheless, the value
of degree is incapable of capturing the position of the
examined vertex within the entire graph. At the same time, the
metrics of the closeness and betweenness centrality [13, 14]
provide the formal way for evaluating the global importance of
the graph’s nodes and are defined in the following way:

Definition 1. The closeness centrality c(v) of the node v

belonging to the vertex set V of the connected graph G
represents the inverted value of its average geodesic distance
d(v, k) toall nodes k eV \{v}, i.e.

Vv[-1
D> dv, k)

kev \{v}

c(v) =
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Definition 2. The betweenness centrality b(v) reflects the

likelihood that the examined vertex v appears on the shortest
path between a pair of other nodes and is calculated as follows:

Okl (V).

klev\{vp Okl
k=l

b(v) =

Here o), denotes the total number of the shortest paths

between the vertices k and | that differ in at least one edge,
while o) (v) stands for the number of such paths transiting the

vertex v.

Intuitively, the closeness centrality could be interpreted as
the velocity of the information broadcasting from the examined
vertex to all other nodes of the graph. For example, by starting
to spread from the nodes with the highest closeness centrality,
the computer worms could potentially reduce the time required
for infecting all vertices. For its part, the betweenness
centrality could be viewed as the extent to which the examined
vertex is involved as an intermediate in the communication
flows between the other graph’s nodes. Moreover, the vertices
that ensure gluing together multiple implicit communities take
the crucial responsibility for the exchange of information
between them and, thereby, are typically characterized by the
high betweenness centrality (especially in the case of the strong
community structure) [15, 16].

I11. PROPOSED CONCEPT OF THE TOPOLOGICAL ANOMALY
MATRIX AND ITS FUNDAMENTAL PROPERTIES

The main contribution of this article lies in introducing the
following mathematical object embodying the strategy of
translating the local vertex-level characteristics into the
property of the overall graph G:

Definition 3. The topological anomaly matrix Aq (G) of

the graph G with respect to the base vector
Q=[wy op] containing n vertex importance metrics
®j :V — R is given in the form of the following nxn array:
3, (G) 2, (G) - a;(G)
a(‘gl? (G) a;’j; (G) aU"J’s (G)

Aq(G)=

a0 (G) a2 (G) . a2 (e)

Here the value of each item af::( (G) lies within the range
[—1,1] and represents the bivariate correlation coefficient over
all pairs of the set DS (G,coi,mk):{(coi (V)0 (V))v eV} :
Note that agli (G) is taken to be undefined if either ; or o

is constant on the entire vertex set V (i.e. if there exists such
xeR that o; (V)—{x} or ey (V)—>{x}).
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By definition, the matrix Ag (G) is symmetric, while its
undefined components should be organized into the rows and
columns crossing at the diagonal entries a(‘;’_i and, thereby,

|

indicating the incapability of the corresponding metrics o; to
distinguish the vertices of G. In turn, all defined components
comprising the main diagonal of Ag (G) should be equal to

one. For convenience, the matrices Aq (G) deprived of the
undefined entries are referred to as perfect through this article.

The selection of metrics into the base vector Q is driven
by essential need for ensuring the descriptiveness of the

constructed matrix Aq (G) in assessing the topology of G at

the optimal utilization of resources involved in the process of
its calculation. In particular, the conceptual interpretability and
computational efficiency of the metrics discussed in the
previous section points to the reasonableness of introducing the

canonical base vector defined as Q = [d c b].Atthe same

time, the canonical matrix Ag (G) relying on such vector has
the size of 3x3, while its full specification requires values of
only three items aZ (G), ad (G), and a(G).

Remark that the matrices Ag (R) characterizing the

purely random (and thereby unstructured) connected graphs R
following the binomial distribution of vertex degrees tend to
have the close-to-one values of all non-diagonal components.
This tendency steams from the fact that, simply by chance, the
higher-degree vertices demonstrate a larger probability of
being located at the lower average distance to all other nodes
and are likely to participate in the larger fraction of the shortest
paths between them. In view of these considerations, every low

(i.e. close-to-zero or negative) entry of the matrix Ag (G)
clearly points to the significant non-randomness of the graph
G and reveals the presence of the unexpected anomaly in its
topology. In total, the matrix Ag (G) could encapsulate three

major anomalies originating from the manner of fragmenting
the graph G into the cohesive implicit communities.

In particular, the low value of aZ (G) indicates that the

larger number of the direct neighbors attached to an arbitrary
vertex of G does not shrink its farness from the rest nodes of
the graph to the statistically significant extent. The main
topological property responsible for producing such anomaly
consists in differentiating the entire communities of G into the
central and peripheral ones (depending on the average distance
to the other communities in terms of the inter-community
edges). In this context, the high-degree vertices involved in the
peripheral communities as well as the low-degree nodes
occurring in the central ones serve as the key factors

contributing to the reduce in the value of ad (G).

Conversely, the topological anomaly evidenced by the low
value of ag (G) implies that the higher-degree vertices do not
act as the significantly more preferred intermediates in the
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shortest paths of the graph G . The topological pattern
provoking such effect is characterized by the incidence of
many critical inter-community edges to the low-degree nodes
along with the presence of the high-degree vertices adjacent
exclusively to the members of their own communities. Finally,

at the low value of af (G), the ability of an arbitrary vertex to

be involved into the shortest paths in the graph G (and control
the corresponding communication flows) is not strongly
dependent on its average distance to the other vertices. From

the topological viewpoint, the anomalous decrease in ag (G)

is driven by the nodes that, while being located in the central
communities, are neither directly incident to the inter-
community edges nor lie on the shortest path between any pair
of vertices equipped with such edges.

In order to provide a fruitful insight into the entries of
Ag (G), let us introduce and prove the following fundamental
relationship between the closeness centrality values of the
adjacent graph’s nodes:

Theorem 1. The closeness centrality c(v) of any vertex
v in the connected graph G =(V, E) is bounded below by

V-1
cv)z2—————,
M=oy
Crm (V) V-2

where ¢, (V)= max{c(u)|(v,u) € E} stands for the highest
closeness centrality among all direct neighbors of v .

A Let us assume that v is adjacent to the node u having
the closeness centrality of c¢(u). This, for its part, implies that
every vertex heV \{v,u} could be reached from v based on

the walk (i.e. sequence of edges with allowed repetitions)
composed of the edge (v,u) and shortest path from u to h.

Accordingly, the geodesic distance between v and h is
bounded above by the condition d(v,h)<d(u,h)+1, while
d (v,u):l. In view of this observation, the entire closeness
centrality of v is constrained in the next manner:

; 0(vu)=1+ > d(u, h).

heV\{v,u}

In turn, e(v,u) could be expressed based on the closeness

centrality of u as 6(v,u)=(\V|-1)/c(u), which completes
deriving the desired relationship. At the same time, the increase
in c(u) over the whole allowed range (0,1] leads to the
monotonic growth of the imposed bound at any fixed [\/| >3.

This remark clearly points to the largest restrictiveness of the
bound produced by the neighbor with the highest closeness
centrality. ¥
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The most significant implication of the above theorem lies
in the smooth nature of distributing the closeness centrality
values over the graph’s vertices. On the contrary, the values of
the betweenness centrality could be distributed in much more
rugged manner implying the extreme differences between the
adjacent nodes. For example, each leaf vertex I, by definition,

is associated with zero betweenness centrality b(l)=0

regardless the properties of its single neighbor. Conversely, the
closeness centrality of | takes the lowest possible value
satisfying the bound given in Theorem 1. Remark that such
bound demonstrates the close-to-linear behavior at the low

values of ¢, (V) (since its derivative with respect to ¢y, (V)

approaches one as ¢y (v)—0 ). This observation clearly

shows that the leaf nodes of the sparse large-scale graph G
typically tend to have almost the same closeness centrality as
their neighbors. In view of such relationship, the leaf vertices
appearing in the central communities are characterized by the
relatively high closeness centrality compared to the other
graph’s nodes and, thereby, serve as the most evident

contributors to the reduce in the value of ag (G).

IV. ANALYSIS OF THE LOWER BOUNDS IMPOSED ON THE
ENTRIES OF THE CANONICAL TOPOLOGICAL ANOMALY
MATRIX

Meanwhile, the anomalous effects indicated by the matrix
Ay (G) are not inspired solely by the intentional self-
organizing process of the complex network modeled by the
graph G. Additionally, the values of ag (G), ag (G), and
ag (G) are affected by the structural constraint taking the form
of the vertex degree multiset D(G)={d (v)|v eV} containing

the degrees of all nodes in G. Each multiset D(G), for its
part, characterizes the family FD(G) composed of all non-

isomorphic graphs G'eI'p) such that D(G")=D(G) . In
this sense, the specification of D(G) restricts the possible
topologies of G only to ones contained in FD(G) and imposes

the structural bounds on the components of Ag (G).

Furthermore, such quantitative characteristics of G as the
order V| and density cp(G):2|E|/([V|([\/|—1)) are derived
from D(G) and by themselves provide the lower bounds on

the items of Ag(G). For convenience, let us denote the
minimum values of ad (G), ad (G), and a5(G) over all
graphs G containing [\/| nodes and having the density of

0(G) respectively by mg (V[,0(G)), md (V],¢(G)), and
mg (V].9(G)). Notice that all these lower bounds are defined
over the domain restricted by @yee(V|)<@(G)<1, where
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Ptree ([\/|)=2([\/|—1)/([\/|([\/|—1)) Such restriction steams

from the impossibility of constructing any connected graph
sparser than a tree along with the presence of only undefined

items in the matrix Ag (K) of each complete graph K having
all possible edges.
With a view to simplifying the discussion of the results

given in Fig.1, let us use the notations md (¢(G))|k .

mg (¢(G))|x . and mg(¢(G))|x for the dependences of

md (V]-0(6)) . m(V].0(@)) . and mE(V].0(G)) on

¢(G) at the value of |V| fixed to k (representing slices of the

illustrated surfaces). As evident from Fig. 1a, the dependence
mZ (¢(G))|x for any considered k exhibits a single

minimum located close the lowest allowed density @yee (K).

Moreover, such minimum becomes deeper with the increase in
k , which is directly attributed to the growing number of
possible topologies. Another notable feature of the analyzed
surface consists in the presence of the wide plateau-like region

where m{ (V],0(G)) takes the close-to-one values. While

being located at the high density ¢(G), this region complies

with the limited suitability of the dense graphs to the
elaboration the high-modular topology underlying the
emergence of the structural anomalies. Conversely, the tree
graphs could be strongly segregated into the sparse implicit
communities, which acts as an explanation for the relatively

low values of m¢ ([V|I(Ptree (|V|)) However, the requirement

regarding the sparsity of communities also hinders the
formation of the structural anomalies. Accordingly, the minima

of all considered dependences mg (¢(G))[x are slightly
deviated from @y (k). For example, Fig. 1a depicts the graph

G, responsible for producing the minimum of m¢ (¢(G))|; .

Remark that this graph implies the inclusion of the three-
degree vertices into the peripheral communities (represented by
cycles) and placement of the two-degree node as the connector
between these communities. As a result, such connector is
associated with the largest closeness centrality compared to all
other vertices. The graphs on six or fewer nodes, in turn, could
not contain the lower-degree vertex characterized by the larger
closeness centrality than the higher-degree one due to the
influence of the structural restrictions.

At the same time, the shape of the surfaces constructed in
Figs. 1b and 1c requires the more careful investigation. The
distinctive feature expressed by the experimentally registered

dependences m (¢(G))|x and m§ (¢(G))|x consists in the

presence of multiple local minima whose number grows with
the increase in k (one at k=4 and k=5, two at k=6, and
three at k =7). Remark that for every considered k , the local

minima of both m{l (¢(G))|x and m§ (¢(G))|¢ are exhibited

at the identical graph topologies and same values of (p(G).
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Furthermore, the presented results allow noticing that the
bounds mf (V],¢(G)) and mg(V|,¢(G)) are lower than

mZ (V].9(G)) at the intermediate density ¢(G) . These

effects are fully attributable to the fact that the betweenness
centrality is capable of producing the rugged distributions over
the graph’s nodes, while the closeness centrality is unavoidably
subjected to the smoothing requirement proved in Theorem 1.

The inspection of the callouts in Fig. 1 shows that the
topologies underlying the local minima of mg (¢(G))|x and

mg ((p(G))|k are characterized by the presence of the densely

interconnected group of the highest-degree vertices along with
the inclusion of the low-degree nodes into the chain-like
substructures. Moreover, the collected results allow
discovering that the formation of such topologies is driven by
the hidden fundamental rules. In particular, each graph labeled

in Fig.1 as le for k €{5,6,7} could be obtained based on

constructing the diamond graph (i.e. complete graph on four
vertices with one removed edge) with the subsequent linking of
its two-degree nodes by the path containing k —3 edges. Each

graph labeled as G5 for k €{6,7}, in turn, contains such basic

substructures as the three-length cycle C; and star Sy_3
represented by a tree with k—4 leaf vertices. Its formation
involves placing all possible edges between the nodes of C;

and Sy_3\{r}, where r denotes the central node of the star
Sk_3 . These trends suggest that the additional local minima

arising in the dependences m (¢(G))|, and mg (¢(G))|x

with the increase in k are caused by the graph topologies
following the new fundamental rules.

V. APPLICATION OF THE PROPOSED MATRIX FOR
ASSESSING THE TOPOLOGY OF THE POWER GRID NETWORK
AND ITS POST-ATTACK DAMAGE

The role of this section lies in demonstrating the descriptive
potential of the introduced mathematical structure in evaluating
the qualitative topological properties of the real-world complex
networks. As a sample dataset for investigation, this work uses
the benchmark model of the power grid infrastructure of the
United States of America available at the open-access network
collection [17] and given by the undirected graph
P =(Vp,Ep). Notice that this graph is connected and contains

4 941 vertices reflecting the facilities responsible for producing
and distributing electricity along with 6 594 edges modeling
the high-voltage transmission lines. The canonical matrix

Ag (P) calculated for the described graph P is given by

ad (P)=0.2306 , af (P)=0.2766 , and aS(P)=0.3536 .
These values indicate the involvement of all considered
structural anomalies in the topological organization of P,
which serves as the natural result for the spatially distributed
technological man-made system needing the constant
supervision for preserving the desired functionality.
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Fig. 1. Three-dimensional plots showing the lower bounds m’ (V],¢(G)), m¢ (V|,¢(G)) ,and m{ (], (G)) on entries of the matrix Ag (G) as

functions of the graph order |V| and density ¢ (G) . All given continuous surfaces were constructed by processing the scattered points representing the
experimentally calculated data with the bilinear interpolation scheme. In addition, the surfaces are equipped with the callouts depicting the graph topologies
underlying the minima of the considered bounds each fixed |V| . The size size and color of vertices in every callout graph encode respectively their closeness and
betweenness centrality (the largest size and red color correspond to the highest values of metrics).
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The more in-depth analysis shows that the sets of pairs
DS(P,d,c) and DS(P,d,b) underlying the calculation of

the correlation coefficients ad (P) and af (P) are organized

in line with inverted cone-shaped pattern of heteroscedasticity
implying the decrease in the variability of the closeness and
betweenness centrality values of nodes with increasing their
degree. Remark that the emergence of such phenomenon
steams heavily from the vertex degree distribution of P
pointing to the presence of fewer nodes accommodating more

neighbors. In turn, the set DS(P,c,b) constituting the basis

for computing the component af) (P) exhibits the direct cone-

shaped form of heteroscedasticity characterized by the
tendency of vertices with the higher closeness centrality to
demonstrate the larger variability of the betweenness centrality
values.

With a view to illustrate the usefulness of applying the
proposed matrix as a measure of the topological damage, let us
consider the attack on P implying the removal of all its nodes
having the degree of at least t, i.e. comprising the subset

‘P(t):{v|d (v)zt}. The post-attack graph on the remaining
nodes of V,:t, =Vp \W(t) is represented by Ptz(VFE,E,t:),
where EL = Ep \{(v,v’)|(v e\P(t))v(v'e‘P(t))}. In turn, let
us use the notation W, =<VV§,,E\}V) for the largest connected

component of B,. At the high fraction f (t) :’\/\},‘/’\/5‘ W, is

additionally referred to as the giant component of B, while its
topology accumulates the majority of damage that is not related
to the connectivity issues [3].

Fig. 2 illustrates the application of the matrix Ag (W) for
assessing such damage by presenting the experimentally
calculated values of its components ag (W), ad (W), and

a (W, ) as functions of the degree threshold t. Remark that

with the decrease in t, all obtained dependences demonstrate
the tendency to fall after the plateau-like region and reach their
global minima at the same critical threshold t.=6 .
Meanwhile, all post-attack graphs P; for t <t. are deprived of
the giant connected component (as evidenced by the
dependence of f (t) on t), while their subgraphs W; are trees.

In light of these observations, the sharp growth of ag (W),

ad (W), and af (W) at the subsequent reduce in t is driven
by the structural constraints studied in the previous section. For
its part, the graph V\/tc corresponding to the global minima of
the traced dependences is characterized by the most significant

anomalies reflecting the accumulation of the largest topological
damage. Conceptually, with the decrease in t, such damage

stimulates the collapse of W into the numerous small

connected components. Furthermore, the dependence of
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al (W;) on t demonstrates the deepest global minimum
ad (W, )=0.0784 .

topological damage of V\/tC is expressed primarily by the more

significant differentiation of its communities into the central
and peripheral ones, which follows from the degradation of the
inter-community relationships.

This result allows noting that the
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Fig. 2. Entries of the matrix Ag (W, ) associated with the largest connected

component W, of the post-attack graph P, obtained by deleting all vertices
with the degree of at least t from the graph P modeling the power grid
network. To trace the significance of the obtained results for the overall graph
P, , the plot additionally gives the fraction of its vertices included in W, .

VI. CONCLUSIONS

The findings presented in the preceding sections clearly
substantiate the crucial role of the topological anomaly matrix

Ag (G) in discovering the unexpected topological patterns of

the real-world complex networks and producing the new
fundamental results advancing the frontiers of the graph theory.

The canonical form of the proposed matrix Ag(G) is

recommended for the widespread usage, while the need for
performing the more in-depth analysis could be addressed by
applying the matrices of larger size relying on the extended
base vectors containing additional metrics. Conceptually, at the

low values of aZ (G) and af (G), the network modeled by

the graph G is characterized by the tendency of the entities
accommodating only a few neighbors to act as hubs managing
the significant portions of traffic. In turn, the links attached to
such entities are subjected to the enhanced risks of overloading
and, thereby, play a role of the primary structural bottlenecks.

Meanwhile, the low value of a5 (G) is caused by the entities

that, while being located close to all other nodes, do not use
their beneficial geodesic position to support the traffic
transmission in the network and, in this sense, contribute to the
formation of bottlenecks. In sum, the opportunity of ensuring
the balance between the descriptive potential and

computational complexity of the matrix Ag (G) (through the
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selection of metrics into the base vector Q ) allows its
consideration as the promising tool in the Big Data graph
mining and analytics. Due to its usefulness in describing the
topological damage (as illustrated in the previous section), the
topological anomaly matrix could be potentially applied as one
of the robustness metrics in assessing the attack tolerance of
complex networks. Similarly, the proposed matrix could assist
in detecting the differences in the topological organization
between the whole network and its important subnetworks
(such as the rich-clubs). Another possible application lies in
tracing the evolutionary topological transformation of complex
networks (by comparing the matrices calculated for the giant
connected components of the graph models constructed for the
series of the time-indexed network snapshots).
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Abstract—It is essential to estimate the state of charge (SOC)
of lead-acid batteries to improve the stability and reliability of
photovoltaic systems. In this paper, we propose SOC estimation
methods for a lead-acid battery using a feed-forward neural
network (FFNN) and a recurrent neural network (RNN) with a
gradient descent (GD), a levenberg—-marquardt (LM), and a
scaled conjugate gradient (SCG). Additionally, an adaptive
neuro-fuzzy inference system (ANFIS) with a hybrid method was
proposed. The voltage and current are used as input data of
neural networks to estimate the battery SOC. Experimental
results show that the RNN with LM has the best performance for
the mean squared error, but the ANFIS has the highest
convergence speed.

Keywords—Lead-acid battery; SOC; FFNN; RNN; ANFIS;
gradient descent; levenberg-marquardt; scaled conjugate gradient

I.  INTRODUCTION

Today, several environmental issues exist, including the
depletion of fossil fuels and the dangers of nuclear power
generation. For these reasons, the application of renewable
energy has increased, and research on solar power has been
actively conducted. Photovoltaic (PV) systems can be
categorized into grid-connected systems and stand-alone
power systems, depending on whether the system is connected
to an electrical power-generation system. In particular, in the
stand-alone power system, the demand for solar streetlights is
urgently increasing, including low-power light-emitting diode
(LED) lamps that are used to replace conventional halogen
security lighting [1].

The solar streetlight system consists of solar-panel
modules that convert solar energy into electricity, a secondary
battery that stores the developed power, and a stand-alone
(off-grid) system. The stand-alone system has the following
advantages: 1) it does not require electric power installation,
because the commercial power is not connected, and 2) it has
a CO,-reduction effect because it is operated by PV power
generation.

The operation time of the solar streetlight only depends on
a secondary battery. Days when sunshine time is less than 0.1
hour are considered sunless days, and solar streetlights should
be guaranteed to operate for more than three sunless days.

It is essential to estimate the state of charge (SOC) of lead-
acid batteries in real time for the following reasons. First, we
must avoid reliance on the initial SOC of the battery. This
allows more effective control of the power consumption of

*Corresponding Author.

LED lamps. Second, the lead-acid battery is the most
commonly used energy-storage device for PV systems.
According to some researchers, lead-acid batteries will survive
in the future.

A Dattery is a device that generates electrical energy
through a chemical reaction, and it has nonlinear
characteristics in response to parameters such as the ambient
temperature, internal resistance, and capacitance. For these
reasons, it is very difficult to estimate the SOC of a battery
correctly.

There are many methods for estimating battery SOC [2].
The internal-impedance method estimates the SOC by
measuring the internal-impedance change according to the
charging and discharging of the battery. However, it is
difficult to apply in a state where the cell is reacting, because
it is very sensitive. The kalman-filter method is difficult to
apply because of the complexity of the parameters and
algorithms. The current-integration (CI) method [3] involves
subtracting the initial SOC value by integrating the actual
charge and discharge current. However, this method cannot
estimate the initial SOC, and because of the accumulated
errors of the leakage current and current sensing over time,
accurate SOC estimation is impossible. The open-circuit
voltage (OCV) [4] method involves measuring the voltage in
the no-load state. However, this method is difficult to apply to
real-time systems because it uses the measured OCV at the
chemical equilibrium inside the battery.

Neural networks have proven to be a promising paradigm
for intelligent systems. They have been trained to perform
complex functions in various fields, such as pattern
recognition, identification, and classification [5]. Their ability
to learn complex nonlinear input/output relationships, their use
of sequential training procedures, and their adaptability to data
are three outstanding characteristics of neural networks. Some
popular modules of neural networks have shown abilities of
associative memory and learning [6-8]. To allow the network
to perform a specific classification and clustering task
efficiently, the learning process comprises updating the
network architecture and modifying the weights between the
neurons. The neural network can efficiently model a variety of
input and output relationships. Compared with procedural
models, it has the advantage of a shorter execution time [9,
10].

In this paper, SOC estimation methods for a lead-acid
battery using a feed-forward neural network (FFNN), a
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recurrent neural network (RNN), and an adaptive neuro-fuzzy
inference system (ANFIS) were proposed. The FFNN and
RNN models were applied with three different training
methods: gradient descent (GD), scaled conjugate gradient
(SCG), and levenberg—marquardt (LM), under the same
network configuration. The ANFIS model was applied with a
hybrid training method. Also, we compared the performance
of the different networks.

In Section IlI, research on battery SOC estimation is
introduced. In Section Il1, neural network based battery SOC
estimation methods were proposed. In Section 1V,
experimental results for the FFNN, RNN, and ANFIS models
were proposed. Finally, the paper is concluded in Section V.

Il. STUDY ON BATTERY SOC ESTIMATION

A. Open Circuit Voltage Method

The open circuit voltage (OCV) method is widely known
as a battery SOC estimation method. The OCV method is very
accurate in estimating the SOC when the lead-acid battery
reaches the stabilization phase. In addition, data must be
constructed through SOC-OCV relationship experiments.
Although estimating the SOC from a battery is one of the most
effective methods for estimating the SOC using OCV, this
method requires a condition in which the circuit is opened or
no current flows, and it takes time to wait for the battery to
stabilize internally. For this reason, this method is difficult to
use in real-time estimation.

B. Current Integration Mehtod

The current integration (CI) method is a real-time battery
SOC estimation method based on Cl. The SOC at time t is
shown in (1), and the basic principle of the Cl method is to

e e o  m  — — — — — — — — ——
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add all the charges flowing into and out of the battery in terms
of ampere-hours [11]. The CI method requires determining the
initial SOC and performing accurate current measurement.
Although the initial SOC can be estimated via the CI method
using the OCV-SOC data sheet, the OCV-SOC data sheet
becomes inaccurate as the battery ages. Thus, It is needed to
renew the data sheet to perform accurate battery SOC

estimation. In addition, there is the disadvantage of
accumulated errors over time.

t 1(t)dt
S0C(t) = SOC(to) + |, o @

Where, t, is the initial time, I(t) is the battery current, and
Cy is the nominal capacity of the battery.

I1l. PROPOSED SOC ESTIMATION METHODS BASED ON
NEURAL NETWORK

In this paper, we propose methods for estimating the lead-
acid battery SOC using an FFNN, an RNN, and an ANFIS. To
perform lead-acid battery SOC estimation through the neural
networks, we selected the voltage and the current as input
parameters for these models. The reason for using these two
parameters is that they can be measured easily, and have
important relationships with the battery SOC. A schematic
diagram of the lead-acid battery SOC estimation methods
based on the proposed neural networks is shown in Fig. 1.
Also, SOC at time t is defined as shown in (2) by us, to set the
battery SOC range as 0% to 100% [12].

t I(t)dt

SOC(t) = SOC(to) + fyo = @

Where, t, is the initial time, I(t) is the battery current, and
C,, is the measured capacity of the battery.

| PV system Data measurement Preprocessing :
| |
1 .
’ Lead-Acid |
| ¢ 2=+ (x—
|l & || > it o] soiemme |
| (Xmax — Xmm) :
: [ Voltage ] [ Current ] i
v\ 1
.
-
Ir Data partition Network structure Performance :
I ( r - N ) evaluation 1
1 ( 70% ‘l ) [ Gradient Descent ] 1
I FFNN I
dataset Marquardt o
: s  E— SOC egtumation :
T R — —_ RNN Sealed Conjugated = & i
: 30% Gradient Error calculation :
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: Test ~ :
FEE— b
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I \ 1 7 I
i —————
Fig. 1. Schematic Diagram of the Neural Network-based Lead-Acid Battery SOC Estimation.
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A. Feed-Forward Neural Network

The feed-forward neural network (FFNN) is a multilayer
neural network with one or more hidden layers. The basic
structure is composed of an input layer, a hidden layer, and an
output layer, as shown in Fig. 2. Each layer is composed of
nodes (neurons) and the weights connected between each
neuron.

Input Hidden Output
Layer Layer Layer

Fig. 2. Structure of the FFNN.

The input pattern is multiplied by the weights between the
input layer and the hidden layer, and it passes through the
activation function of the hidden layer. The output of node j in
the hidden layer at epoch p and output of node k in the output
layer at epoch p, as given by (3) and (4).

yi(p) = f; Q7= 1 x:(P)wi; (p)) 3)

Where, n is the number of input samples, and f; is the
activation function of the hidden node j.

ye®) = fr (Z}YL 1Yj (P)ij ®))) (4)

Where, m is the number of hidden nodes, f, is the
activation function of the output node k.

The error of the output pattern for the target pattern at
output node k at epoch p is defined by (5). The error is
calculated and the weight is modified again through the
backpropagation method. As this process repeats, it is
corrected to the optimal weight to obtain the target output
pattern using the input pattern. If this model is generalized
well, we can obtain the target pattern for un-learned input
patterns.

exr(p) = di(®) — y(P) )

Where, d, (p) is the target value, and y, (p) is the output
value at output node k at epoch p.

B. Recurrent Neural Network

The recurrent neural network (RNN) is a representative
model for processing sequence data. It differs from the
generalization model of the existing FFNN structure, as shown
Fig. 3. The most important feature of an RNN is that it has the
state of the hidden layer at time t, as shown in (6).

h(t) = fr(x(OWip + h(t = 1)Wpy) (6)

Vol. 9, No. 9, 2018

x(t) h(t) y(t)
(1)

y2(0)

Yi(t)

yi(t)

Input Hidden Output
Layer Layer Layer

Fig. 3. Structure of the RNN.

Where, h(t — 1) represents the activation values of the
hidden layer at time t — 1, which are replicated at time t and
accumulate past information, f;, is the activation function of
the hidden layer, x(t) is the input at time t, W, is the weight
matrix between x(t) and h(t), and Wy, is the connection
matrix between h(t — 1) and h(t). The output at time t as
shown in (7).

y(@) = fo(h(OOWho) ()

Where, f, is the activation function of the output layer,
and Wy, is the weight matrix between h(t) and y(t).

C. Adaptive Neuro Fuzzy Inference System

In the adaptive nuero fuzzy inference system (ANFIS)
model [13], the sugeno fuzzy model is a systematic method
for generating fuzzy rules from the input data and the output
data sets. It uses a hybrid learning method, which combines
the least-squares estimator and the GD method. The hybrid
learning method has the advantage of converging quickly [14].

As shown in Fig. 4, the ANFIS is divided into six layers:
the input layer, fuzzification layer, rule layer, normalization
layer, defuzzification layer, and summation neuron layer.
Term x,, represents the input values, A,, and B,, are fuzzy sets,
frn is the output function, and y is the output at epoch p, as
shown in (8).

y(@) = ko) + ki (P)x1(p) + -+ + ki (P) Xm () @®)
Where, k;y, k;;, and k;, are the sets of arguments for rule

layer  2layer  3layer  4layer  Slayer  6layer

X1X2

Fig. 4. Structure of the ANFIS.
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In the ANFIS learning algorithm, each epoch is composed
of a forward calculation and a backward calculation. In the
forward calculation, the training set of the input pattern is
input to the ANFIS, the neuron output is calculated for each
layer, and the rule consequent factor is obtained via least-
squares estimation.

1) GD training method: The gradient descent (GD)
method minimizes the error between the target output and the
output value by adjusting weights. The error gradient is
transmitted in the reverse direction at the k™ output node at
epoch p and is expressed as (9)

5 ®) = fr(0) - ex(p) 9)
Where, e, (p) = di(p) = y(p), and fi (p) is the
derivative of the activation function of output node k at epoch
p.
The slope and the weight (wy ;) of the cost function for the

weight between the hidden layer and the output layer are
improved at the p + 1" epoch to (11).

Awj(p) = =1 y;(p) - 8 (P) (10)
wix (@ + 1) = wy;(p) + Awy; (p) (11)

Where, Awj,(p) is the weight improvement amount
between the j™ hidden node and the k™ output node at epoch
p, and n is the learning rate.

Similarly, the error signal at the jth hidden node and the
adjustment of the weight (w;;) between the input layer and the
hidden layer at the p + 1™ epoch is as follows (12),(13), and
(14).

8;(®) = fi(P) - Th=16:(P) - wji () (12)
Aw;;(p) = —n - x;(p) - 6;(p (13)
wii(p + 1) = w;;(p) + Aw;;(p) (14)

Where, Aw;;(p) is the weight improvement amount
between the i input node and the j" hidden node, and §;(p)
is the error gradient that is reversed from the hidden layer to
the input layer at epoch p.

2) SCG training method: The scaled conjugate gradient
(SCG) training method is known to be effective for large
problems. It uses the second-order information, without the
line-search process. Thus, amount of using memory can be
reduced by reducing the amount of computation of gradient
information. The final SCG algorithm is detailed below [15].
(D Choose the weight vector W, and scalars 0< ¢ < 1074,

0< A, <1072, = 0.

Setp, = 7, = —E'(W;),p = 1,and success = true.
@ If success = true, calculate the second-order
information:
Op = 0/|ﬁp|’

§p = (E'(Wp + Upﬁp) - E’(Wp))/ap’

Vol. 9, No. 9, 2018

= 1~ 12

(3 Scale 8,:8, = 8, + (A, —,)|Pp| "

@ If 5, < 0, make the Hessian matrix positive definite:
= ~ 12
Ap =2y — 5p/|pp| ),

|2

&p = =6, + 7‘p|ﬁp

1]

A = Ay

(6 Calculate the step size:
Hp = DpTp,
ap = pp/8p.

(e Calculate the comparison parameter:
8,=28,[E(W,) — E(W, + a,p)]/5.

@ If A, = 0, a successful reduction in the error can be
made:

Wpy1 = Wy + apPp,
Tpi1 = —E' (Wpi1),
Xp = 0, success = true.
If k mod N = 0, restart the algorithm:

ﬁp+1 = fp+1

else:
Bo = (fpaal” = Fay) /bt
Pp+1 = Tps1TBpPp-

If A,> 0.75, reduce the scale parameter:

1
}\,p = Z}\p-
else:
%, =,

success = false.
If A,< 0.25, increase the scale parameter:
2
Ap = Ay + (8, (1— 1)/ |5y

(@ If the steepest descent direction ¥, # 0, setp=p+1
and go to (2); else, terminate and return i, as the desired
minimum.

3) LM training method: The levenberg-marquardt (LM)
training method [16] is a deformation of the Newton method.
The algorithm has a faster convergence of second orders,
fewer iterations, and does not need to compute the Hessian
matrix. For some network models with few parameters, the
training speed of the algorithm is higher [17]. Let N be the
vector of the weight and bias of each layer in the iterative
training is given by (15). The delta N is the adjustment
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quantity of N, and adjusting N means the regulation of the
weights and thresholds of each layer in the network; finally,
the goal of training the network is achieved.

6] (1) ... 0] (H)
01 (1) ...61(0)
P(N) = Xi_; e;(N)? (16)

Where, P(N) is expression function, e;(N)3,i=1-
I represents the square of error.

VP(N) = JT(N)E(N) an
VZP(N) = JT(N)E(N) + S(N) (18)

Where, E(N) is expressed as e;(N), i = 1 — I constituent
vectors, J(N) is the Jacobian matrix given by (19), and S(N) is
the error function given by (20).

W11 Wi Wiy

N =
Vll V12...VH0

(15)

deg(N)  deg(N)  des(N)
aN, N, oN; ]
_|9e2(N)  dez(N) dex(N)
JIN)= N, AN, AN; (19)
der(N)  dey(N) dey(N)
aN, N, aN;
S(N)=Xi-; e; (N)V?e;(N) (20)

Because the LM algorithm is an improved form of the
Gauss Newton method, AN is given as shown in (21).

AN =JT(N)EN)[JT(N)J(N) + pl] ™ (21)
Where, | is the unit matrix, and u > 0 is a constant.

When u = 0 is used for the Gauss Newton method, when
larger, LM approaches the small-step GD method. For
training, the modification factor is changed from u to «. If the
training fails, p is increase or, decrease it. The solution of
JT(N)E(N)[JT(N)J(N) + ul]talways exists, because of it is
positive value. Thus, the LM algorithm is superior to the
Gauss Newton method. The LM algorithm steps are as
follows.

(D The allowable values, coefficients, thresholds, weights of
error training, and k = 0 (k is the number of iterations) are
initialized.

(2 Calculate the output of network and the expression function
P(N) and Jacobian matrix J(N).

(3 Calculate AN.

@ If P(N) < ¢, the end; otherwise, use N + AN as the weights
and thresholds to recalculate the expression function P(N).
When P(N) is less than the P(N) of @), set u = u/aand p = p
+ 1, and return to (2); otherwise, set 4 = u - a, and return to 3.

IV. EXPERIMENT RESULTS

A. Data-Acquisition Environment

We set up the experimental environment to obtain the real
data required for lead-acid battery SOC estimation, as shown
in Fig. 5.
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Fig. 5. Experimental Setup.

TABLE I. SPECIFICATIONS OF EXPERIMENTAL EQUIPMENT

Item Specification Quantity
Power Model: UP-150DT 1EA
supply Max values: 5 A/30 V (DUAL)
Lead-acid Model: KB100-12 1EA
battery Nominal capacity: 12 V, 100 Ah

Model: PEL-300
Electronic Power: 1-300 W 1EA
load C.V mode: 3-6 V

C.C mode: 6 mA-60 A

The experimental environment composed of a lead-acid
battery, an electronic load, a power supply, a Dbattery
controller, and a PC. Further, by connecting the battery
controller and the PC in series, the real-time battery data are
monitored and collected by the PC. The power supply
performs battery charging, and the electronic load performs
battery discharging. The battery controller includes a
protection function for over-charge or over-discharge of the
battery and monitoring of the current and voltage of the
battery in real time. The detailed specifications of the
experimental equipment are shown in TABLE I.

4.85 T
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Fig. 6. One Cycle of Discharge: (A) Current, (B) Voltage, and (c) Voltage
Against the SOC.
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In addition, the collected data are nominalized to a range
of between -1 and 1 for the positive effect that the network
model has faster convergence in training, as shown in (22).

2 —_ .
g = 20T¥mim 4 (22)
XmaxtXmin
Where, xpnax and xp,i, are the maximum and minimum
values of x from the data that we collected.

A solar controller was used to prevent over-charging and
over-discharging when the data were acquired. The battery
was discharged at a constant load from the fully charged state
to the discharge end voltage. The battery voltage range was
11.1 ~ 12.9. A graph of the battery discharge is shown in Fig.
6.

B. Configuration of Network

The neural network models are implemented and tested by
using MATLAB. The configuration of the FFNN and RNN
model is as follows: the input nodes are 2, the output node is
1, the hidden nodes are 30, the learning rate is 0.01, and the
training error goal is 0.0005. We used the hyperbolic tangent
sigmoid function as the activation function of the hidden layer,
and the linear transfer function as the activation function of
the output layer. The initial weights were random values. The
cost function was the mean squared error (MSE) and is given
by (23).

MSE = %5 Bl (@) = 3 (@) (23)

Where, n is the number of training sets, d,(p) is the k™
target value, and y, (p) is the output at output node k at epoch
p-

The configuration of the ANFIS model is as follows: the
input nodes are 2, the output node is 1, the membership
functions are Gaussian, and the number of rule neurons is 25.
Training is performed until the root-mean-square error
(RMSE) reaches the error tolerance 0.01, and the RMSE is
given by (24).

RMSE = [155,@() - y@)’ (24)

Where, n is the number of training sets, and d(p) and
y(p) are the target value and output value at epoch p.

C. SOC Estimation Results

We used the data obtained from the experimental setup
presented in Section 4.1 and compared the proposed methods
for estimation of the lead-acid battery SOC. First, the FFNN
model was tested by applying three training modes, and the
SOC estimation results are shown in Fig. 7, Fig. 8, and Fig. 9.

The FFNN-GD method passed 100,000 epochs to
converge to the desired MSE during training, and the test
MSE was 2.11. FFNN-SCG recorded 1,401 epochs, and the
MSE was 2.03, which was better than that of FFNN-GD.
FFNN-LM converged on 35 epochs, and the MSE was 1.78 as
the test data. Thus, the MSE and epochs were superior to those
of the other two training methods.
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Fig. 7. SOC Estimation using FFNN-GD: (a) SOC and (b) SOC Error.
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Fig. 9. SOC Estimation using FFNN-LM: (a) SOC and (b) SOC Error.

Second, the RNN model was tested by applying the same
three training modes, and the SOC estimation results are
shown in Fig. 10, Fig. 11, and Fig. 12. The RNN-GD method
passed 100,000 epochs to converge to the desired MSE during
training, and the test MSE was 1.67. The RNN-SCG recorded
764 epochs, and the MSE was 1.19, which was better than that
of the RNN-GD method. RNN-LM converged to epochs. The
MSE of 1.08 was better than those of RNN-GD and RNN-
SCG.
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Finally, SOC estimation was performed with ANFIS using
a hybrid training method, and the results are shown in Fig. 13.
The training was completed in only one epoch, and the MSE
was 1.82 as a result of the SOC estimation with test samples.
All the experimental results are comprehensively compared in
Fig. 14 and TABLE II.
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TABLE Il COMPARISON OF TRAINING EPOCHS AND MSE
Network model
Para- | FENN RNN ANFIS
meter
GD SCG LM GD SCG LM Hybrid
Over Over
Epochs | 100, 1,401 35 100, 767 6 1
000 000
MSE 211 2.03 1.78 1.67 1.19 1.08 1.82

V. EXPERIMENT RESULTS

Three intelligent models (FFNN, RNN, and ANFIS) for
estimating the lead-acid battery SOC in PV systems were
presented. Additionally, we compared the proposed methods
with regard to the MSE and epochs.

The experimental results are as follows. For the FFNN and
RNN, we used three training methods and found that FFNN-
LM (MSE of 1.78, 35 epochs) and RNN-LM (MSE of 1.08, 6
epochs) demonstrated excellent performance. The ANFIS
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used the hybrid learning method with GD, and according to
the least-squares method, the MSE was 1.82, with 1 epoch.
Moreover, the convergence speed was the highest among all
the models. In summary, RNN-LM can learn at a high speed
and is the most accurate among all the methods; thus, the
RNN-LM method is suitable for estimating the lead-acid
battery SOC because it can be generalized to the greatest
extent. In a future study, the proposed methods will be applied
to a lithium battery.
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Abstract—Classification of brain tumor is one of the most
challenging tasks in the clinical and radiological research. Upon
investigating the existing research contribution, we find that still
there is wide open scope of addressing classification problem
pertaining to brain tumor. Therefore, this manuscript presents a
simple mechanism of classifying the brain tumor in order to
categorize its state of criticality. The proposed system applies a
multi-level preprocessing to enhance the input image followed by
image thresholding for feature extraction and decomposition
using wavelet transform. The extracted features are further
subjected to process of dimensional reduction that maintains a
balance between good number of enriched feature and less size of
redundant feature using statistical approach. Further, a
supervised learning approach is implemented that further
optimizes the classification process. The study outcome is further
benchmarked with different process of classification to show the
efficient computational environment of proposed system.

Keywords—Brain  tumor; classification;  categorization;
clustering; identification; segmentation; MRI; Brain X-Ray

I.  INTRODUCTION

Brain tumor is considered to be a dreadful clinical
condition affecting both patient and doctor to deal with. It is
basically an abnormal growth of tissues which could be either
lethal (malignant) or non-lethal (benign). However, there are
also fair chances of transformation of non-lethal to lethal
tumors in many cases. At present, with the advancement of
medical imaging, it is now not a big deal to obtain the imaging
of the brain tumor [1]. Magnetic Resonance Imaging or
popularly known as MRI is one of the best mechanism to
obtain multi-dimensional as well as discrete visualization of
brain tumor [2]. However still with such advance imaging,
there are significant problems associated with both
identification of tumors as well as classifying it. The first
problem associated with tumor detection is illumination factor
[3]. Variable illumination factors e.g. abnormal brightness,
contrast, saturation, etc may significant affect the detection
rate. Similarly, there are other set of problems associated with
classifying what sort of tumor it is. The prime reason behind
such classification problem is many. Normally, there are
neoplastic tissues in brain that are considered to be non-
homogeneous in its natural state when the imaging is taken [4].
Apart from this, such tissues are also found to be overlapped
with each other as found in the imaging that poses a significant
level of challenge for the physician to actually even understand
the type of tumor. The normal tissues are also found to be

overlapped with such neoplastic tissues making it further
impossible even to identify that is it a tumor or normal tissue.
On the other hand, there is another type of tumor called as
Glioma that associated with various types of brain cells. It will
mean that Gliomas exhibit multiple characteristics in imaging
making it more difficult to classify. In order to solve such
problem, the medical community has evolved up with a
reference model of brain neoplasm that considered analysis
based on histopathological images [5]. This process is further
confirmed by surgical biopsy. In simpler way, there is no
straight forward imaging technique of classification of brain
tumor although identification of tumor is somewhat feasible
based on skills of radiologist.

In the last few decades, there have been certain serious
research attempts toward exploring classification problems [6]-
[10]. Majority of these existing research contributions has been
focusing more on detection and segmentation rather than on
classification problems. A closer look into the problems
associated with the existing research work are i) more work
towards detection and less towards classification, ii) few
studies with benchmarked outcomes, iii) usage of region of
interest, iv) consistent usage of machine learning approach
with computational complexity. Hence, all these above
problems are essential to be mitigated as the present demand of
the application is not only accuracy but also computational
friendly application. At present, software used for diagnosis are
modeled to run on low-power and low-resourceful computing
mobile device. Hence, there is a need to evolve up with
computational model that can balance both the classification
performance as well as computational efficiency. Therefore,
the proposed manuscript introduces a simple and yet novel
classification process to determine the malignant and benign
case of brain tumor. The paper also outlines the simple usage
of feature detection, detection, dimensional reduction, and
learning involved. Section |1 highlights existing research works
in tumor classification followed by problems associated with
existing system are discussed in Section Ill. Section IV briefs
the proposed research methodology and Section V gives the
algorithm design while the results analysis described in Section
VI. Finally, Section VII summarizes the proposed system.

Il. RELATED WORKS

This section discusses about research contribution of
existing authors towards addressing the problems associated
with the classification of the tumor in medical images.
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Bahadure et al. [11] have emphasized on performing
segmentation technique to ensure better detection performance
of brain tumors using wavelet transform and supervised
learning approach. Most recently a classification approach
using ensemble classifier is introduced by Cong et al. [12]
where multiple clustering techniques has been used for
diagnosis cancerous section. Usage of ensemble classifier was
also reported in the work carried by Esener et al. [13]. The
author have used region-of-interest followed by preprocessing
and feature extraction for introducing classification of
multistage cancer. Jadoon et al.[14] have adopted deep learning
method in in order to perform classification. The author have
also used curvelet-based transform as well as adaptive
histogram and wavelet transform in the preliminary stages
followed by training using convolution neural network and
support vector machine. Ravi et al. [15] have emphasized on
the segmentation scheme for enhanced detection of abnormal
region in brain imaging. The authors have used stochastic
approach as well as semantic approach for performing
classification. Adoption of deep learning approach was also
seen in the work of Song et al. [16] towards solving
classification problems associated with radiological images. Vu
et al. [17] have presented a dictionary learning technique for
effective classification of histopathological images. The
scheme assists in generation of rich number of features from
brain tumor images. Xi et al. [18] have implemented swarm
intelligence and supervised learning technique for enhancing
the selection process of feature that directly assisted in solving
classification problems. Zhao and Jia [19] have advocated the
use of convolution neural network that is claimed to have its
superior effect in segmentation performance. The scheme is
also said to maintain equal emphasis on both local and global
region.

Usage of neural network was also reported in the work
carried out by Marcomini et al. [20]. The authors have used
self-organizing map along with multiple segmentation process
assisting in better classification process. Barbalata and Mattos
[21] have used anisotropic filtering mechanism in order to
perform detection and classification of various critical lesions
on the radiological image. Anitha and Murugavalli [22] have
enhanced k-means algorithm to incorporate adaptiveness in
order to assist in solving segmentation and classification
problems. The authors have also used neural network and
wavelet transform. Kaur et al. [23] have introduced the usage
of ensemble classifier as well as Hilbert transformation for
enhanced representation of radiological image. The
implemented algorithm was proven to have maximum
accuracy level on brain tumor images. Jui et al. [24] have
emphasized on the feature extraction scheme for enhancing the
segmentation process as well as classification process all
together. Emphasis on feature selection process is also carried
out by Huda et al. [25], where the authors have morphometric
analysis of radiological images followed by applying ensemble
based classifier. Svensson et al. [26] have investigated on
supervised classification technique as well as random forest in
order to evolve up with a better classification scheme. Work
carried out by Sharma and Marikkannu [27] have introduced as
unique classification technique. The authors have used
Gaussian filter in preliminary state followed by a non-
conventional mechanism of extracting features based on
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distribution of gray level. Further optimization of features were
carried out by search algorithm followed by series of learning
algorithms e.g. support vector machine, back propagation, k-
nearest algorithm etc to obtain better classification
performance. Automation process in extraction of significant
feature assists in precise identification of tumors. This fact has
been proven by Chadded [28] by using Gaussian mixture
model. Bukovsky et al. [29] have used neural network in order
to perform identification followed by prediction of tumor. This
process is a way advanced to classification process using feed-
forward neural network. Acevedo et al. [30] have implemented
memory-based scheme of bidirectional nature in order to
increase the accuracy of classification process. Kothavari et al.
[31] have used machine learning approach along with search
optimization in order to emphasize on the feature extraction
process. Chen and Jian [32] have used regression approach for
carrying out classification of tumor. Huang et al. [33] have
introduced a projection—based mechanism as well as regression
for assisting in solving classification problems. The technique
assists in categorizing voxels of clinical importance and
thereby emphasizing on the locality factor of the given
radiological image. Huml et al. [34] have used genetic
programming along with the usage of morphological marker in
order to assists in classification of brain tumor. The technique
further introduces usage of mining approaches in order to
extract more precise clinical information directly assisting in
tumor classification. Corso et al. [35] have used Bayesian
classification approach for localizing the brain tumor.
Saddique et al. [36] have used a contour-based technique in
order to identify the symmetry factor followed by segmentation
process. Nanthagopal and Sukanesh [37] have used wavelet-
based technique for feature extraction and used both support
vector machine and neural network for classification of brain
tumor. Sun et al. [38] have implemented a learning approach
using support vector machine and Eigen value for classification
of tumor. The technique also uses independent component
analysis. Usage of neural network was reported in the work of
Brougham et al. [39] on spectroscopic data for solving its
associated classification problems. Usage of matrix
factorization is adopted in the work of Zheng et al. [40] for
solving similar problems associated with tumor classification.
The behavior of tumor is found in Astana and Vashith [41] in
which brain MRI is considered for defining the criticality of
tumor. In [41], time taken by manual segmentation is
minimized by using appropriate quantitative technique which
can be useful for futuristic clinical research. The performance
analysis of [41] states significant outcomes.The next section
briefs up the research problem associated with existing
research work.

I1l. PROBLEM IDENTIFICATION

From the prior section, it can be seen that there has been
various research techniques work on solving classification
problems. All the problems offers advantages as well as is also
associated with certain unsolved problems e.g. i) existing
techniques are more inclined towards machine learning
algorithms where the proportion of learning operation is too
much complex and more as compared to other lightweight
operations. This process although shows good increase in
accuracy but they are highly subjective in nature. It will mean
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that such algorithms don’t offer similar performance when the
environmental variables are changed, ii) existing techniques
also doesn’t emphasizes on pre-processing steps. All the
existing techniques apply any one preprocessing without
knowing if they are really suitable or not, iii) existing feature
extraction techniques using wavelet based transforms are too
much complex and involves too many recursive steps. This
reduces computational performance although they can offer
better accuracy performance, iv) usage of supervised learning
algorithms e.g. neural network, support vector machine, etc
have been used to ensure better accuracy, but usage of such
techniques doesn’t emphasize on convergence performance as
well as techniques e.g. neural network has higher dependency
to perform repetitive training on trained images rather than
using it from features. Such process significant cost the
execution time of algorithms that has not been much discussed
in existing technique. Hence, these are the open issues in
existing research techniques that are yet to be solved. The next
section introduced methodology to address such problems.

IVV. PROPOSED RESEARCH METHODOLOGY

The primary aim of the proposed system is to carry out a
simple and effective classification process for assisting in
understanding the state of criticality of the tumor condition for
a given brain image. The proposed system considers the
analytical research methodology in order to perform the
implementation of the process flow as exhibited in Fig.1. The
proposed system basically acts as a framework that considers
the input radiological image of brain, which is further subjected
to multi-stage preprocessing e.g. gamma correction, adaptive
histogram equalization linear/non-linear filtering process in

5

Thresh —={  Algorithm for
feature extraction

Wavelet—»{ and decomposition

Enhanced Image

Vol. 9, No. 9, 2018

order to obtain superior enhancement of the input image. The
significant level of features are extracted from the enhanced
image in the form of binarized threshold image which is further
subjected to maximum 3 level of decomposition using wavelet
transforms. This process significant assists in obtaining
enriched and smaller number of features in the form of
decomposed coefficients. Although, the enrichment of the
features are good but they are very large in number that could
offer significant consumption of processing time. We address
this problem by using an algorithm that performs dimension
reduction. This algorithm successfully extracts the abstract of
statistical data from the feature obtained in prior stage and
thereby makes the data much precise with reduced size. We use
Principal Component Analysis (PCA) for this purpose. The
final step is to apply algorithm of classification where
supervised classification technique e.g. Support Vector
Machine (SVM) is utilized for categorizing the criticality state
of tumor in the form of malignant or benign state of output

(Fig.1).
V. ALGORITHM DESCRIPTION

This section discusses about the algorithms implemented in
order to carry out classification of brain tumor. The proposed
system initially takes the input of a brain images and subject it
to a multi-level image enhancement process. This process
allows performing on-demand preprocessing based on the
complexity of the visualization of an image. The proposed
system introduces three algorithms that perform sequential
operation in order to achieve the research goal. The discussions
of the algorithms are as follows: -

Multi-level Image
Enhancement

Input mage

Treined fma

AN
501

PCA

Algorithm for
dimension reduction

Ground Truth Imuage

/P Mualignant

Algorithm for

SVM —»{ Classification of

Tumor
|

A

P Benign

Fig. 1. Process Flow of Proposed System.
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A. Algorithm for Feature Extraction and Decomposition

This algorithm is responsible for extracting explicit set of
preliminary features that will assists in classification process in
later phase of implementation. Let L be the number of gray
levels for representing a pixel in an image, the gray level
ranges from [1, 2 ... L].The probability distribution function
for the normalized gray level histogram is given by,

n, L
=y P02 pi=l
Where, n;=> number of pixels at the i" level
N-> Total number of pixels (ny, n,.. ny)

The image pixel is differentiated into pixels of two classes
which are identified as foreground and background objects, this
is obtained by setting a threshold at level k. The upper bound
and the lower bound of the threshold is represented by C, and
C,, where, C, ranges from 1 to k and C, ranges from k+1 to L.
The probability of occurrence is given as follows,

CO ) = z:(q pi = W(k)’ w, = I:)r (Cl)= Zil_:lp, =1- W(k)
The respective mean is computed as follows,
Ho = Z:(:liﬂ(i Ico): Z:lli Pi /Wo = ﬂ(k) W(k)
H = zt+l:1ipr (i |C1): Z:_:kﬂi P /Wl =H, — /‘(k)/l_ W(k)
Where,

= z:(zl pi

and
ﬂ(k) = Zikzl i Pi -

Where, p,~> total mean level of the original picture. The
variances are given by,

H, =ﬂ(|-)=iipi

i=1

wyrilc,)-y d=s P

i=1
0)0

(i K )2 pi

@

‘712 = Z:_:ku(i —H )2 Pl‘(i | Cl): ZiL:k+1

The following discriminant criterion measure is applied to
evaluate the goodness of the threshold value,

:azy :02/ zazy
l O'zw’k O'zw,n O'ZT
Where,

ot = 0,0, +w,0,2
o2 =,y — 1, 2+ @, (1, — 1,

= WoW, (/11 —Ho )2
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The discriminant criteria which maximizes A, k and n for k
are however equivalent to one another, due to the following
relation

2 2_ 2
o, t0g =07

The optimal threshold k* which maximizesn or o2 is
selected for sequential search by using a simple cumulative
search,
nlk)=+)

2
Ot

where,

_ L (k)= p(K)f
wlk-w(k)]

Optimal threshold for k is given by,
Gé (k *) =MaX g O_é (k)

From the above optimization problem the range of K over
which the maximum is sought can be restricted to

" = {k; 00, = (k)1- w(k)]> 0,0r0 < w(k ) <1}

The above equation is known as the effective range of gray
level histogram. Converting the image from rgb to binary
format using the above threshold value.The image of RGB
format is transformed to binary image by considering the
threshold value k defined above, the value at each pixel
position is compared with the threshold value. The following
condition is applied for the RGB to binary image
transformation,

Il(i’j)_{l('x,j ,)<k thenl (i, j,)=0

- |(X,jy)> k,then(x,Jy)_l

Where, iy, iy is current pixel position of the image, k is
threshold value, I4(i, j) is resulting Binary image, and I(i,j) is
Input RGB image. The next part of the study considers
implementing  discrete  wavelet  transformation  as
decomposition is required Consider an image f(x, y) of size
MxN whose forward discrete transform is T(u, v, ...) is
expressed in terms of general relation as mentioned below.

foyguv X,Y)

Where, x and y are spatial variables and u, v are transform
domain variables. Given T (u, v ...), f(x, y) is obtained using
generalized inverse discrete transform which is given below,

ZTuv xy)

Where, g,y and hy, in these equations are called forward
and inverse transformation kernels respectively. By applying
the Discrete Fourier Transform (DFT), in this case

h,(x.Y)=9,, (x.y)= %N )
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Where,
frequency.

u -> horizontal frequency and v-> vertical

The kernels are separable since

h,.. (%, y)=h, (x)n,(y)
for

hu(X):ﬁen““X’M andhv(y):ie;znwm

and orthonormal because,

lr=s

i) =0, =

The Daubechies wavelet is based on the work proposed by
Ingrid Daubechies which belong to a family of orthogonal
wavelets. It defines the discrete wavelet transform and is
characterized by a maximal numbers of vanishing moments for
some given support. The scaling sequence is generally
represented by an orthogonal discrete wavelet transform with
approximation order A

az)=2"(1+2)"p(2)

with N = 2A having real coefficients, p(1) = 1 and degree
(p) = A-1, the orthogonality condition can be given as

a(z)a(z*)+a(-z)a(-21)-4

The above equation can also be represented as,

0 otherwise

2—x)*P(X)+ X "P(2—X)=2"

The algorithm takes the input of I (preprocessed image), |
(level of decomposition) that after processing leads to
generation of feat (feature) as an output. The steps of algorithm
are as follows:

Algorithm for feature extraction and decomposition
Input: I, |

Output: feat

Start

1. initl

2. Izefbin(l)

3.5ig1~>1,

4. switchl

5 case ‘1’

6 [Cas Ch, Cy, Cpl=ya(sigy, “db4’)

7. case ‘2’

8 [Ca1, Ch1y Cy1y Cpa]= wa(sigy, ‘db4’)

9. [Ca, Chiy Cy, Col=y2(Cas, ‘db4”)

10. case ‘3’

11. [Ca1, Chay Gy, Coil= wa(sigy, “db4’)
12. [Ch2, Chaz, Cyva, Cpo]= wa(sigy, ‘db4’)
13. [Cas Ch, Cv, Cpl= w2(Caz, “db4’)
14. End

15. feat>[ Ca, Cy, Cv, Cp]

End
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The algorithm takes the input image and digitizes it (Line-
1) followed by applying threshold-based binarization function
foin (Line-2). This mechanism leads to a binarized image I, that
is further subjected to wavelet-based decomposition of 3 level |
(Line-4). Depending on the selected case of level of
decomposition (Line-5, Line-7, and Line-10), the proposed
system applying a two-dimensional wavelet function y, on
signal sig; (Line-3) i.e. binarized image. The algorithm
implements Daubechies 4 (Line-4 to Line-14) for performing
decomposition in order to obtain 4 different coefficients i.e.
approximation coefficient (Ca), horizontal coefficient (Cy),
vertical coefficient (Cy), and diagonal coefficient (Cp). Finally,
a matrix is constructed feat that stores all the final features
upon selection of any specific level of decomposition (Line-
15). The outcome is further subjected to algorithm of
dimension reduction.

B. Algorithm for Dimension Reduction

This algorithm is responsible for further improving the
search towards better and more accurate features. It performs
minimization of dimensions of the features obtained. The
purpose of implementing the principal component analysis is
primarily reducing the dimensionality of the data which
consists of large number of inter-correlated variables, while
still maintaining the variation present in the dataset. The
principal component which are uncorrelated and retains the
first few variations present in all of the original variables.To
derlve the form of the PCs, consider, o 1xwhere oy maX|m|zes
varfo1x]= o, Yx. To maximize oY xsubject to oq0,=1, the
standard approach is to use the technique of Lagrange
multipliers. Maximize

o, Zal - /1(&11'0(1 —1)

Where A is a Lagrange multiplier. Differentiation with
respect to oy gives,

>l e, =00r (341, )y =0

Where |, is the (p x p) identity matrix. Thus, A is an
eigenvalue of Yand a, is the corresponding eigenvector. To
decide which of the p eigenvectors gives a (X with maximum
variance, note that the quantity to be maximized is

Ocllz:a1 =1 da, = oo, =
Where, A is very large.

In general, the k™ PC of x is oy and var(o  X)= A, Where,
MOK™ largest eigenvalue of >and oy is the corresponding
Elgen vector. The second Principal Component, a X,
maximizes o,Y.a, subject to being uncorrelated with a X or
equivalently subject to cov[a X, o,x]=0, where cov(X, Y)
denotes the covariance between the random variables x and y .
But

cova,x,a', x]=
Aaa' =

a' Zaz =a', Zal =a', La'| =

=Ala', a,

Thus, any of the equations
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o'y Zaz =0,a, Zal =0

a,a, =0, a,a,=0

_ could be used to specify zero correlation between o1 and
a,X. Choosing the last of these (an arbitrary choice), and
noting that a normalization constraint is again necessary, the
quantity to be maximized is

a', Zal - /1(05'2 a, _1)_ pa’,e

where A, ¢ are Lagrange multipliers. Differentiation with
respect to o, gives

ay zaz A =904 =0

and multiplication of the above equation on the left by
a,gives,

o' Zaz —Aayo, —¢a' o, =0

which, since the first two terms are zero and oj04=1,
reduces to ¢=0. Therefore, Y a,-A0,=0, or equivalently (3_-Alp)
0,=0, so A is once more an eigenvalue of Y, and a, the
corresponding eigenvector. Again, A= a’,Y 0, s0 A is to be as
large as possible. Assuming that Y does not have repeated
eigenvalues. If it did, it follows that o,=oy, violating the
constraint a’;0,=0. Hence A is the second largest eigenvalue of
>, and a5 is the corresponding eigenvector. As stated above, it
can be shown that for the third, fourth, ..., p™ PCs, the vectors
of coefficients ag o4 . ap are the eigenvectors of )
corresponding to Ag A4, Ay, the third and fourth largest and the
smallest eigenvalue, respectively. Furthermore, var[o’y]= Ak
for k=1, 2 ,... p. The vectors oy are referred to as principal
components. The algorithm takes the input of obtained feat
(decomposed feature) from first algorithm and gives the output
of feat,q (features with reduced dimension). The significant
steps of the algorithm are as follows:

Algorithm for dimension reduction

Input: feat (decomposed feature)

Output: feat,.q (features with reduced dimension)
Start

1. [G]=Q(feat)

2.9>1(G)

3. st>15(Q)

4. (con cor eng hom)->st (con cor eng hom)
5. obtain M, std, Ent, RMS>G

6. Var->M(G)

7. smoothness>1-(1/(1+Y.G)

8. obtain skewness & kurtosis

9. For i=1:m

10. for j=1:n

11, t2>G(1,j)/(A+(i-))

12.End

13. feat,.s=[ con cor eng hom M st dent RMS Var skewness
kurtosis t]

End
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The algorithm implements an orthogonal transformation
function of principal component analysis Q on the obtained
feature feat from first algorithm (Line-1). Applying the
function Q results in a coefficient G (Line-1) that is further
used for constructing a new occurances matrix of gray level i.e.
by using f; function (Line-2). This process results in a new
variable g (Line-2). A consecutive function f, is applied on
obtained variable g for normalizing the obtained matrix (Line-
3). This process results in generation of matrix with summation
1 and thereby dimensionality is reduced to greater extent. The
obtained statistical information st (Line-3) can now be said to
represent the properties of the matrix that can further extract
contrast con, correlation cor, energy eng, and homogeneity
hom (Line-4). The next step of the algorithm is to obtain mean
M, standard deviation std, entropy Ent, and root mean square
RMS (Line-5). More statistical information is obtained e.g.
variance Var, smoothness, kurtosis, and skewness (Line-8)
from the matrix G (Line-6 to Line-8). Considering all the rows
and columns of matrix G, a temporary feature t is obtained
(Line-11).  Finally, the outcome of feature with reduced
dimensionality is computed from all the above obtained
metrics (Line-13). This process reduces the redundant
information and retains enriched statistical pixel data that
significant enrich the feature obtained from first algorithm.

C. Algorithm for Classification of Tumor

The proposed system uses supervised learning algorithm in
order to perform classification. We use Support Vector
Machine for this purpose. The primary purpose of SVM
method is to identify and classify complex patterns present in
the data. There are two approaches to this problem, the first
approach is a computational approach and the second is the
statistical approach. The basic principle of classification is that
the class of kernel methods implicitly defines class of possible
patterns by introducing a notion of similarity between the data.
The choice of similarity is considered by the choice of relevant
features. General consideration is that kernel methods use
information about the inner products between the data items.
Hence the kernel functions could be defined as inner product of
some feature space which is potentially very complex.
Therefore, the necessity of specifying the features becomes
lesser when the kernel is given. The first feature of the support
vector machines corresponds to that of the duality, i.e. SVM’s
are known to be linear learning machines which are
represented in a dual fashion

f(x)=(w,x)+b=>"a,y,(xx)+b

Where, w=Y 0;y;X;, if 0;>0-> linear combination of training
points. The data appears only within the dot products (in
decision function and training algorithm). The update rule in
dual representation is given as follows i.e.

yi(Zajyj<xj,xi>+b)SOThen,ai «—a,+7n

It is to be noted that the data appears only inside the dot
products in dual representations. Hence, a closer look into the
technique adopted here shows that it has an inclusion of
regularization attribute that significantly assist in over-fitting
problems in the classification of brain tumor. From the
computational complexity viewpoint, it was already seen that
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existing machine learning approaches suffers from it. However,
proposed system addresses no local minima by solving the
convex optimization problem. This offers the algorithm not
only to obtain the convergence performance in lowest rounds
but also in each rounds the algorithm offers significant
performance improvement in terms of accurate classification
process. This is the final algorithm that perform classification
of the given brain tumor image. The algorithm takes the input
of feat.qy(feature with reduced dimension) from second
algorithm and gives the output of classification of tumor as
malignant/benign case. The steps involved in the proposed
algorithm are as follows:

Algorithm for Classification of Tumor

Input: feat,eq

Output: classification of malignant/benign case
Start

1. load tya,

2. xd->meas

3. gr>lab

4. SstrucefiS(de gr)

S. sp 91:4(Sstru<:, fea-tred)
6. Iffs(sp, malig)

7. disp (MALIGNANT)
8. Else

9. disp(BENIGN)

10. End

End

The preliminary step of this algorithm is to load the trained
data tgu (Line-1). The algorithm access the elements of the
table using the variable meas assigned to matrix xd (Line-2) as
well as it also assign a label lab to the group matrix gr (Line-
3). The algorithm implements a support vector machine in the
form of function f; on xd and gr that gives the output in the
form of structure Syu (Line-4). This new structure Syyck
consists of all the relevant data associated with supervised
trained classifier. The system also uses dot product as the linear
kernel function. The next part of the algorithm is to perform
classification using function f, (Line5). This function assists in
categorizing the data existing in the row of matrix feature of
reduced dimension featy using the data of trained classifier
structure. We use a comparative function fs in order to check
the comparison among all the classifiers i.e. sp (Line-6). A true
comparison will result in finding the malignant case of tumor
(Line-7) or else the benign case is confirmed (Line-9).

It should be known that all the illustrated three algorithms
performs sequential operation where the algorithm performs
the run-time execution and doesn’t store anything on its
memory. This process is carried out by constructing a
temporary memory of restricted minimal size that stores the
run-time process and eliminates them once the results are
displaced. This properties offers significant freedom from any
form of storage complexity as well as lower dependencies.
Hence, the proposed algorithm has better assurance of
computational performance apart from accuracy in the
classification performance. The next section discusses about
the results obtained by implementing algorithm.
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VI. RESULT OBTAINED

The algorithms discussed in prior section have been
assessed using dataset of brain tumor images. The scripting of
the proposed logic was designed using numerical computing
MATLAB on normal 32 bit windows machine. The
dimensions of the images are approximately in the range of
225x225. Upon taking the input image of brain tumor (Fig.2),
the proposed system can undertake multiple forms of
preprocessing algorithm in order to perform image
enhancement. Fig.3 highlights the enhanced version of the
input image.

The proposed algorithm also implements a threshold based
scheme for the purpose of performing clustering of image
pixels on the gray scale processed image. It significantly
minimizes the extent of gray scale that further assist in
segmentation process of binary image as shown in Fig.4

Fig. 2. Input Image of Brain Tumor.

Fig. 4. Threshold Image.
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The proposed system uses threshold image information as
the preliminary feature for further subjecting to be
decomposed. After the thresholding of the image is carried out,
the next step was to obtain the decomposition of the image
using discrete wavelet transform. The proposed system uses
Daubechies approach in order to perform decomposition
supportable up to 3 levels. Fig.5 highlights the visuals of all the
three levels of decomposition to be considered for further
dimensional reduction.

(b) Level-2 Decomposition

(c) Level-3 Decomposition
Fig. 5. Decomposed Image.

Vol. 9, No. 9, 2018

Fig. 6. Final Classified Image.

The decomposed image is further subjected to principal
component analysis using algorithm-2, where the prominent
intention is to retrieve certain statistical information e.g. mean,
standard deviation, entropy, root mean square value, variance,
smoothness, kurtosis, skewness, contrast, correlation, energy,
and homogeneity. All these statistical data are computed and
easy to assess owing to its numerical significance with the
probability theory. Finally supervised algorithm-3 is
implemented in order to obtain the classified image to be
malignant (or else benign otherwise) (Fig.6). The average time
taken in order to perform classification is approximately
0.36551 seconds on core i7 processor.

The study outcome of the proposed system is also
benchmarked considering various forms of the machine
learning techniques that assists in performing classification
with respect to kernel e.g. quadrature, neural network,
polynomial, linear, and radial basis function. The numerical
assessment of the study was carried out with respect to
sensitivity, specificity, precision, and accuracy.

—=— kernel:Quadrature
ANN

—=— Kemel:Polynomial

~—#— Kemel:Linear

Kemel:rbf

Training ratio

Fig. 7. Analysis of Sensitivity.
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: —e— Kemnel:Polynomial

—w— Kemel:Linear

08 /'4"/ | Kernel:rbf

07 a—

06

05

0.4

03

02 - - - . -

1 2 3 4 5 [ 7 8 9

Training ratio

Fig. 8. Analysis of Specificity.
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0.3
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Fig. 9. Analysis of Precision.
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Kernel:rbf

045

03

0.2

Training ratio

Fig. 10. Analysis of Accuracy.

Fig.7 highlights the sensitivity analysis or the true positive
factor for the image queried and trained image within the
database. It shows that sensitivity for linear-based kernel shows
better performance altogether. This trend is followed by radial-
basis function. However, there is no significant difference is
found between the quadrature-based and polynomial based
machine learning mechanism. The outcome directly infers that
better identification as well as classification can be carried out
using linear-based kernel system for the machine learning
approach. The overall performance of neural network is not
optimal and there are various fluctuating points owing to
failure in exploring better match of elite result with activation
function. Moreover achieving convergence is too slow in
neural network for the given scenario and hence we
recommend insufficiency of neural network in order to perform
classification. Nearly similar performance can be seen in the
specificity trends in Fig.8 i.e. true negative factor. Although,
the specificity trend of neural network is low, but is not much
recommended owing to time consumption in the classification
process which is definitely not scalable. Although, the trend of
linear-based kernel is found little increasing in beginning, but it
is found to lower down the true negatives at the end to a large
extent. The performance of polynomial and quadrature is
nearly similar just like that of sensitivity. The precision and
accuracy curve is shown in Fig.9 and Fig.10 which is also in
the agreement with sensitivity and specificity curve. The
overall performance of linear-based kernel system is found to
offer higher precision and accuracy, while the trend for
quadrature and polynomial remains the same. Therefore, the
inference of the entire numerical benchmarked outcome is that-
Support Vector Machine definitely proves as a best classifier in
comparison to the frequently used neural network.Compared to
existing ANN approaches, the proposed Kernel approaches

Vol. 9, No. 9, 2018

have better sensitivity (ranging between 87-93%), specificity
(ranges 82-92%), precision (of 80%-85) and accuracy (of 87%-
88%) approx. Thus the Kernel approaches are significant than
ANN approaches (sensitivity of 79%, specificity of 57%,
precision of 75% and accuracy of 72%).1t is also now proven
that there is significant difference in adoption of 4 different
kernel system of support vector machine, where linear-based
kernel has proven to offer better classification performance for
complex forms of brain tumor images. Also, recommend for
usage of polynomial and radial basis function that also offers
better significance towards accuracy performance when it
comes to classification problems. Therefore, the proposed
system offers a simple but yet novel classification techniques
using supervised learning approach for efficient binary
categorization of malignancy and benign state of brain tumor.

VII. CONCLUSION

There are various schemes implemented for enhancing the
classification performance towards identifying the malignancy
or benign state of brain tumor. However, existing systems are
also associated with research problems that lead to start of
proposed investigation. We find that it is essential to emphasize
on the preprocessing that can potentially lead to minimization
of the many effort of accurate classification in the latter stage.
We also believe that different preprocessing has different effect
on classification performance. However, at present, we
generalize this preprocessing and then emphasize on the latter
stage of it. The preprocessed image is subjected to binarized
thresholding scheme followed by applying of wavelet
transform in order to accomplish more number of enriched
features. We further apply simple process of dimensional
reduction followed by supervised learning. The study outcome
shows different forms of performance on different form of
kernel system and is found to be much better in comparison to
existing technique of neural network.

The future researches can consider this work as base for
classifying the malignancy and benign state of brain tumor by
using supervised learning approach which may bring higher
accuracy in classification of tumor. Also, this work can be
considered with diagnosis time, and sensitivity for brain MRI
classification.
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Account Estimation Reliability
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Abstract—Quality and cloud flags of GOSAT/FTS: Fourier
Transform  Spectrometer onboard  Greenhouse  gasses
Observation Satellite products taking into account cirrus clouds
and thick aerosols are considered and proposed. Influence due to
cirrus and thick aerosol on estimation of column CO, and CH,
with GOSAT/FTS data is clarified. Relatively large estimation
errors are observed in column CO, and CH, retrievals with FTS
data in some atmospheric conditions. In order to find such cases,
retrieval results and quality/cloud flags in the GOSAT/FTS data
products are checked. Through the investigation, it is found that
relatively large error is caused by convergence problem due to
cirrus clouds and thick aerosols. In the proposed paper, some of
the cases of which relatively large estimation error is occurred at
the Saga TCCON (The Total Carbon Column Observing
Network) site are investigated. Also, a comparative study is
conducted between standard products provided by NASA/JPL
and the Levenberg-Marquardt based least square method of
column CO, and CH, retrieval. It is suggested that some
improvements of estimation accuracy of column CO, and CH,
retrieval with GOSAT/FTS data can be expected.

Keywords—L evenberg-Marquardt; aerosol;
cirrus cloud

FTS; GOSAT;

. INTRODUCTION

GOSAT: Greenhouse gases Observing Satellite is a
greenhouse gas observation technology satellite (“IBUKI” in
Japanese) 1 jointly developed by the Ministry of the
Environment, the National Institute for Environmental Studies
(NIES), and the Japan Aerospace Exploration Agency (JAXA).
Observe the concentration distribution of greenhouse gases
such as carbon dioxide and methane gas, which are considered
to be the cause of global warming, from outer space. On
January 23, 2009, it was launched from the Tanegashima Space
Center at H-1IA Launch Vehicle No. 15. Starting acquiring
observation data from February 2009, in May 2009
uncalibrated value analysis results on a global scale have been
published.

GOSAT carries TANSO - FTS (TANSO: Thermal And
Near Infrared Sensor for Carbon Observation, FTS: Fourier
Transform Spectrometer)? is a main IBUKI sensor measuring
carbon dioxide and methane gas. We observe spectra of solar
light (near infrared rays) reflected by the earth surface and

! http://www.gosat.nies.go.jp/
2 http://www.eorc.jaxa.jp/GOSAT/instrument_1.html
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spectra of the light radiated from the earth's atmosphere and the
ground surface (far infrared rays) by Fourier spectroscopy”.

Since carbon dioxide and methane present in the
atmosphere have the property of absorbing light of a specific
wavelength, the amount of carbon dioxide and methane that
existed in the path of light, depending on the degree of
absorption of light transmitted through the atmosphere, It can
be calculated. Absorption band of carbon dioxide around 1.6
um and around 2.0 um is important as a wavelength band
containing much information near the ground surface. On the
other hand, the absorption band around 14 pum is mainly used
to obtain altitude information higher than 2 km. The
accumulated amount of carbon dioxide gas is measured by
short wavelength infrared band 1 to 3 (SWIR: Short Wave
Infrared Band 1 - 3), and the vertical concentration distribution
of carbon dioxide is measured by thermal infrared band 4 (TIR:
Thermal Infrared Band 4). For conditions without error factors
such as clouds and aerosols, we aim to measure errors within
1%.

GOSAT also carries TANSO-CAI (CAI: Cloud and
Aerosol Imager) is an image sensor used for determination of
the presence or absence of clouds and measurement of aerosol
(atmospheric particulate matter), which is an error factor when
measuring carbon dioxide at TANSO-FTS. It is a secondary
sensor of IBUKI. It is used for correction of measured data
obtained by TANSO-FTS.

CAI observes the state of the atmosphere and the surface of
the earth as an image in the daytime. The presence or absence
of clouds in a wide range including the field of view of FTS is
judged from the observation data, and in the case of aerosol or
thin clouds, the characteristics of the cloud and the amount of
aerosol are calculated. These information are used to correct
the influence of clouds and aerosols contained in the spectrum
obtained from FTS.

Development of transportable Lidar®> for validation of
GOSAT satellite data products is well reported [1]. Also,
advanced validation of the GOSAT observed CO, and CH, at
TCCON (The Total Carbon Column Observing Network)® and
prioritized observation sites is reported [2]. Meanwhile,
Observations of XCO, and XCHj, (total column CO, and CH,

® https://en.wikipedia.org/wiki/Fourier-transform_spectroscopy
* http://www.eorc.jaxa.jp/GOSAT/instrument_2_j.html

® https://ja.wikipedia.org/wiki/LIDAR

® https://tccon-wiki.caltech.edu/
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CO, and CH,) with ground-based high-resolution FTS at Saga,
Japan and comparisons with GOSAT products is discussed [3].
On the other hand, evaluation of cirrus cloud detection
accuracy of GOSAT/CAI and Landsat-8 OLI” with laser radar:
lidar and confirmation with CALIPSO/CALIOP ® data is
conducted [4] together with a comparative study on cloud
parameter estimation among GOSAT/CAI, MODIS ° |
CALIPSO/CALIOP and Landsat-8/OLI with laser radar as
truth data [5].

Advanced validation of the GOSAT observed CO, and CH,4
at priotized observation sites is reported [6]. On the other hand,
Web based data acquisition and management system for
GOSAT validation Lidar data analysis is developed [7].
Meanwhile, observation of aerosol parameters at Saga using
GOSAT product validation Lidar is discussed [8]. Meantime,
improvement of web-based data acquisition and management
system for GOSAT validation Lidar data analysis (2013) is
also discussed [9] together with observation of aerosol
properties at Saga using GOSAT product validation LiDAR
[10].

Impact of aerosol and cirrus clouds on the GOSAT
observed CO, and CH, inferred from ground based lidar, sky-
radiometer * and FTS data at prioritized observation
sites,(2013) is clarified [11]. Comparison of lower tropospheric
ozone column observed by DIAL: Differential Absorption
Lidar ** and GOSAT TANSO-FTS TIR is made [12].
Furthermore, impact of aerosols and cirrus on the GOSAT
onboard CO, and CH, inferred from ground based Lidar, sky-
radiometer and FTS data at prioritized observation sites is
discussed [13]. Then, on the validation results of five year
GOSAT SWIR XCO, and XCH, (total column CO, and CH, )
data is well reported [14].

Lidar observations at priotized sites for GOSAT validation
is reported [15] together with lidar observation at TCCON site
to investigate the influence of particles for GOSAT data [16].
On the other hand, influence due to cirrus and thick aerosol on
estimation of column CO, and CH, with GOSAT/FTS data is
discussed [17].

From the methodological point of view, estimation of
XCO, and XCH, can be done with FTS data based on least
square method. FTS data, however, is affected by clouds and
thick aerosols. In order to avoid the cloud influence, clouds are
detected with CAIl imagery data then the FTS data which
suffered from the clouds are identified with cloud flag. It
however, does not work properly. Thin cirrus type of clouds
cannot be detected with CAI instrument. Other than this,
quality flag can be used for analysis of the FTS data in
concern. FTS data seems to also be suffered from thick
aerosols. Such these FTS data are not reliable enough for
analysis. Therefore, it is desirable to reconsider the method for
reliability flag rather than the present quality flag.

" https://en.wikipedia.org/wiki/Landsat_8

8 https://www-calipso.larc.nasa.gov/

® https://modis.gsfc.nasa.gov/

10 http://www.Kippzonen.com/ProductGroup/31/Sky-radiometers

1 https://www.esrl.noaa.gov/csd/groups/csd3/instruments/lidar/dial.html
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Past FTS data are checked from the point of view of
reliability. By using TCCON site of calibration site data, it is
possible to check the estimation accuracy (discrepancy
between the true and the estimated XCO, and XCH,). Through
careful check of the reliability, it is found that there is relation
between reliability and clouds and thick aerosol. This paper
intends to discuss this matter and suggest some reliability flag
to the FTS data in concern.

Due to the fact that GOSAT/FTS does not cover the
wavelength of water vapor absorption, it is hard to estimate
influence of water vapor and clouds on estimation of XCO,
and XCH,. Therefore, it is required to use other sensor data
than the GOSAT/FTS data for estimation of water vapor,
aerosol, and clouds influences..

The following section describes current status of the
GOSAT/FTS derived XCO, and XCH,; followed by the
relation between discrepancy between the true and the
estimated XCO, and XCH, as well as clouds and thick aerosols
measured with sky-radiometer. Then, some methods which
allows to detect clouds and thick aerosols by using other data
sources derived from the other mission instruments such as
MODIS. After that, conclusion is described together with some
discussions and with future research works.

Il.  RESEARCH BACKGROUND

A. Present Status of GOSAT Project

GOSAT satellite is operated in good health condition. In
order to calibrate GOSAT TANSO-FTS, TCCON sites are also
operated. One of the TCCON sites is situated at Saga
University in Saga, Japan. Saga ground based-FTS operation
started from July 2011. GOSAT targets at Saga are acquired
every 3 days. In conjunction of GOSAT operation at Saga,
OCO-2: Orbiting Carbone Observatory-2*2 can target 2 days in
16-day revisit cycle of GOSAT satellite. Fig. 1 shows outlook
of the Saga TCCON site.

Fig. 1. Outlook of the Saga TCCON site.

12 https://oco.jpl.nasa.gov/
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From the roof of the FTS container situated at Saga
University, Saga Japan, solar irradiance comes in the ground
based FTS instrument. The FTS measures solar irradiance
which is absorbed by atmospheric molecules, aerosol, water
vapor. Based on Fourier spectrum analysis, XCO, and XCH,
can be estimated. On the other hand, sky-radiometer and sky-
view camera are situated at the top roof of the building at Saga
University nearby FTS container. From the sky-radiometer,
aerosol refractive index and size distribution can be estimated
while existing visible clouds can be observed with sky-view
camera.

Fig. 2 shows an example of GOSAT observation pattern
around Japanese vicinity. Along with the GOSAT satellite
track, grid observation can be done while target areas can also
be observed in GOSAT operation. Fig. 2 also shows the
location of Saga TCCON site. From the 2011 to up to now, not
only XCO, and XCH, but also XCO, XN,O can be estimated.

GOSAT observation pattern around Japan

/_:_7 P N —o

Ty

O Grid

et : Target

Fig. 2. Example of GOSAT observation pattern around Japanese vicinity.

_ 420
& 410}
= 400

s02lp

2011 T 01 014 2015 2016 017 2018

2011 2012 013 014 2015 2016 017 2018
B 2012 2013 2014 2015 2016 017 2018

B 2012 013 014 2015 2016 2017 2018

Fig. 3. Trends of the XCO; (upper), XCH, (second), XCO (third), XN,O
(bottom)
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Fig. 3 shows the trends of the XCO, (in unit of ppm),
XCHy (in unit of ppm), XCO (in unit of ppb), XN,O (in unit of
ppb) which are estimated with GOSAT FTS data. On the other
hand, Fig. 4 shows XCO, and XCH,estimated from the mNIES
GOSAT V02.72 observation and from the ground based FTS
observation at »Saga-TCCON site. Overall trends of XCO, and
XCH, estimated with GOSAT-FTS data and the ground based
FTS show almost same.
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E - % T
8405 B f=r r e
= 400 ok opiNm L TR
3 P L. 4 W
X 395" - e

390} "

i i \ i

Wit w1z 1 o4 2015 2006 2017 2018
19
£ . .
%’II 5 .-l - " - 'E_“,". I -l
% 183 = - TR LR ¥
= " iy s Il

18 & B

2011 2012 2013 2014 2015 2016 2017 2018

Fig. 4. XCO, and XCH,estimated from the mNIES GOSAT V02.72
observation and from the ground based FTS observation at » Saga-TCCON
site

There are five major datasets, ACOS/GOSAT,
AIRS/AQUA, OCO-2/0C0O-2, TES/AURA, TCCON (ground
based FTS)®.

Correlation plots of NIES GOSAT v02 XCO, and XCH,
and ground based FTS data derived XCO, and XCH, are
shown in Fig. 5. The ground based FTS within +30min. of
GOSAT overpass time are averages. Solid and dashed lines
denote linear fit with an intercept of 0 and 1-to-1 line
respectively.

410
—  405F —_
E E
g 8
3 | -
8 400 5
=4 =
: !
Y4 35k ¥
<
= 00 =
385 ".A I 1 1 1 1.7 e 1 1 1 1 L 1
385 390 395 400 405 410 1.76 1.78 1.80 182 184 186 1.88 190
g-b FTS XCQ, [ppm] g-b FTS XCH, [ppm]

Fig. 5. Correlation plots of NIES GOSAT v02 XCO, and XCH,

Average differences as (TANSO-FTS minus ground-based
FTS) are as follows,

XCO; :0.40 +/- 2.51 ppm

XCH, :-7.6 +/- 13.7 ppb

As shown in Fig. 4 and 5, there are some significant
discrepancy between GOSAT/FTS derived and the ground
based FTS derived XCO, and XCHj, In particular, relatively

%3 https://co2.jpl.nasa.gov/#mission=ACOS
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large difference between both is observed at the specific days.
Therefore, careful check at the specific dates of estimated
XCO, and XCHy, has to be done.

B. Check the GOSAT Products, Flags

Flag information is stored in the analyzed data. There is a
high possibility that the estimation does not go well if the flag
# 0. For instance, Fig. 6 shows an example of a relation
between sky-view camera images and Saga-TCCON flag. As
shown in Fig. 6, flag=0 for the clear sky condition (a) while
flag=33 for the partly cloudy condition (b).

(2)js20170401saee0a.0020
Flag=0

(b) js20170401saee0a.0062
Flag=33

Fig. 6. Example of a relation between sky-view camera images and Saga-
TCCON flag.

Fig. 7 shows a result from the comparison between the
changes of solar irradiation data (red) and Saga-TCCON flag

(blue).
N |
‘ ]
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Fig. 7. Result from the comparison between the changes of solar irradiation
data (red) and Saga-TCCON flag (blue).
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Flag(Blue), Solar Irradiance Change(Red)

Day in 2017 (from Jan.1 to Dec. 31)

Coincidentally, the flag is large when the solar irradiation
changes a lot. When the weather condition is changed from
clear sky to cloudy, solar irradiation is also changed a lot.
Therefore, both are occurred coincidentally. Table 1 shows the
relation between Saga-TCCON flag and Mean and Standard
deviation of solar irradiation as well as correlation coefficient
between Saga-TCCON flag and solar irradiation.

TABLE I. RELATION BETWEEN SAGA-TCCON FLAG AND MEAN AND
STANDARD DEVIATION OF SOLAR IRRADIATION AS WELL AS CORRELATION
COEFFICIENT BETWEEN SAGA-TCCON FLAG AND SOLAR IRRADIATION.

Mean of daily changes of solar irradiation 1.979 2.472
Standard deviation 3.340 4218
Correlation 0.481 0.580

Vol. 9, No. 9, 2018

Saga-TCCON flag is on when the solar irradiation is
relatively large. Therefore, there is a possibility to find
estimated XCO, and XCH, with relatively poor accuracy by
taking into account the changes in solar irradiation.

C. Comparison of Estimated XCO, and XCH, by the
Proposed Least Square Method based on the Levenberg-
Marquardt with the Conventional Method

Typical cases of estimation accuracy is relatively good
(fine weather: clear sky condition) and of estimation error
seems to be large comparatively (cloudy condition) are
selected. Those are FTS data of April 4, 12, 13, 19, and 24
2018. Fig. 8 shows sky-view camera images (Top left: April 4,
Top right: April 12, Middle left: April 13, Middle right: April
19 and Bottom: April 24). The left side image shows cloud
condition in the morning while the right side image shows
cloud condition in the afternoon. It is clear that it is clear in the
morning on April 4, 13 and 24 while there are some clouds in
the afternoon on April 4, 12, 24. In accordance with the Saga
brunch of the JMA: Japan Meteorological Agency, CC: Cloud
Coverage at 12:00 and 15:00 of each day is as follows,

April 4: 2, 7. April 12: 2, 3. April 13: 0, 7. April 19: 3, 7.
April 24: 0, 8.

It, however, is not always true. There are some visible
cirrus clouds in the morning on April 12 clearly. Therefore,
FTS data derived XCO, and XCH, on April 12 is compared to
that of April 13.

Fig. 8. Sky-view camera images (Top left: April 4, Top right: April 12,
Middle left: April 13, Middle right: April 19 and Bottom: April 24)

As mentioned in the previous section, the conventional
method for estimation of XCO, and XCH, is called GGG
algorithm. Table 2 shows a comparison of mean and standard
deviation of the estimated XCO, between GGG and the
proposed least square method based on the Levenberg-
Marquardt of nonlinear least square method. As shown in
Table 2, relatively large discrepancy between the estimated
XCO, is observed during 9 a.m. and 11:30 a.m. on April 12.
Those estimated XCO, is shown in Fig. 9. In the figure, black
dots denote XCO, of GGG while blue dots denote XCO, of the
proposed least square method.

These discrepancy is caused by the difference between
algorithms of the proposed least square and GGG. Therefore,
there is a possibility to check the reliability of estimated XCO,
by using the discrepancy between both.
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TABLE II. COMPARISON OF MEAN AND STANDARD DEVIATION OF THE TABLE Ill.  SINGLE SCATTERING ALBEDO AND TOTAL ATMOSPHERIC
ESTIMATED XCO, BETWEEN GGG AND THE PROPOSED LEAST SQUARE OPTICAL DEPTH
METHOD
(A)SINGLE SCATTERING ALBEDO
Mean (Proposed) 415.98 373.64 415.23 413.6 413.33
0.38 0.841 0.826 0.846 0.787 0.808
St.Dev.(Proposed) 0.81 37.58 0.93 0.59 111 0.4 0.961 0.927 0.960 0.908 0.954
Mean (GGG) 409.45 404.21 410.69 408.66 410.47 0.5 0.965 0.948 0.989 0.938 0.953
St.Dev.(GGG) 0.52 5.92 1.16 1.18 1.05 0.675 0.962 0.948 0.990 0.932 0.952
412 0.87 0.750 0.854 0.813 0.897 0.717
XCOZHm) 4/12 " "
~ Discrepancy between GGG and proposed (b)Total Atmospheric Optical Depth
= method (April 12 2018)
AR i s s s 0.38 0.303 0.681 0.503 0.257 0.263
I
e 373.64 40421 0.4 0.271 0.622 0.456 0.238 0.226
Star_1dz_ard 37.578 5.917
deyigtion 0.5 0.201 0.501 0.344 0.201 0.165
w 0.675 0.123 0.369 0.217 0.159 0.102
0.87 s 209 0312 | o | o5 | ooss

9:07:12 9:2 9:50:2 4 10 104800 110224

100 Timeyst) 101

Fig. 9. Estimated XCO, derived from GGG and from the proposed least
square method (Black dots denote XCO, of GGG while Blue dots denote
XCO, of the proposed least square method.

D. Possible Causes of Relatively Large XCO, Estimation
Error

Cloud condition on April 12 2018 is shown in Fig. 10.
Cloud Coverage ratio (CC) at 9:00 is 7 (Cumulus clouds), then
CC at 12:00 is 2 (Cirrus clouds), and CC at 15:00 is 3
(Cumulus clouds), respectively. Also, hourly Solar Irradiance
(SI) at 9:00 is 1.22, then Sl at 12:00 is 1.96, and Sl at 15:00 is
2.72. Averaged CC of the day is 6 and total solar irradiance a
day is 20.88 MJ/m>.

Other than these, solar direct and diffuse irradiance are
measured with sky-radiometer, POM-1 of sun-photometer and
aureole-meter which is manufactured by Prede Co. Ltd. in
Japan. Using this data, aerosol refractive index, size
distribution, single scattering albedo, atmospheric optical depth,
etc. can be estimated.

Total solar rad.1.96

Total solar rad. 2.72

Averaged CC of the day
=6.0
Total solar rad. A day
20.88MJ/m"2

Not only cirrus but
also cumulus clouds
are significant

Fig. 10. Cloud condition on April 12 2018

Single scattering albedo of each day is shown in Table 3 (a)
while total atmospheric optical depth of each day is shown in
Table 3 (b), respectively.

The single scattering albedo on April 12 is relatively small
while the total atmospheric optical depth on April 12 is
comparatively large. Therefore, absorption in the atmosphere is
relatively large while comparatively thick atmosphere on April
12.

Imaginary part of aerosol refractive index estimated for
9:00 to 10:20 a.m. on April 12 is shown in Fig. 11 (a) while
that of 9:50 to 15:00 on April 13 is shown in Fig. 11 (b),
respectively. Not so significant difference is observed between
both of imaginary part of aerosol refractive index estimated for
April 12 and April 13. Also, relatively large changes are
observed for imaginary part of aerosol refractive index during
from 9:00 to 10:20 on April 12 while that for 9:50 to 15:00 on
April 13 is very stable.

o
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 (b)April 13
Fig. 11. Estimated imaginary part of aerosol refractive index
On the other hand, real part of aerosol refractive index

which is estimated for 9:00 to 10:20 on April 12 and 9:50 to
15:00 on April 13 is shown in Fig. 12 (a) and (b), respectively.

In(r)

9:00
9:10
9:50

10:20
97 (3:00)
— 21 (9:00)

7%, (9:10)
weeeennnn 495 (3:50)
—— ZTEF (9:50)
weene 49T (10:20)
— ST (10:20)

In(A),

(a)April 12

04 0.2 [

Din(){)

(b)April 13

Fig. 12. Real part of aerosol refractive index which is estimated for April 12
and April 13
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Also, relatively large changes are observed for real part of
aerosol refractive index during from 9:00 to 10:20 on April 12
while that for 9:50 to 15:00 on April 13 is very stable.
Meanwhile, aerosol size distribution which is estimated for
9:00 to 10:20 on April 12 and 9:50 to 15:00 on April 13 is
shown in Fig. 13 (a) and (b), respectively. Also, relatively large
changes are observed for aerosol size distribution during from
9:00 to 10:20 on April 12 while that for 9:50 to 15:00 on Agpril
13 is very stable. More importantly, aerosol size distribution on
April 13 is bi-modal and stable during from 9:50 to 15:00
while that on April 12 is changed dramatically during from
9:10 to 9:50. It is thought type of aerosol particles are changed
during the period.

Volume spectralcm?/cm?]
45 % 1075

4.0 x 1073
3.5 x 1075
3.0 % 1073
25 % 1073

2.0 x 107°

——9:00
15% 1077 ——9:10
—8—9:50

1.0 x 1072
——10:20

5.0 x 107°

0
10CE-06 100E-04 100603

Radius[cm]
(a)April 12

LO0E-05

Volume spectralem?/cm?]
Loor07

/S

—e— 1200

10601 100603

Radius[cm]

(b)April 13
Fig. 13. Aerosol size distribution which is estimated for April 12 and April 13

E. Another Possible Method for Identification of Relatively
Poor Estimation Accuracy of XCO,
Another possible method for identification of relatively

poor estimation accuracy of XCO, is investigated. The most
reliable method is comparison between ground based FTS data

10EG%

derived XCO, and XCH,and GOSAT/TANSO-FTS, obviously.

It does work for the data location at TCCON sites. As
mentioned in the previous section, most significant causes for
poor accuracy of XCO, and XCH, estimations are clouds.
Therefore, the method which uses sky-view camera data might

be useful. It, however, can be used for the FTS data nearby

TCCON sites. Also, TANSO-CAI is applicable to find clouds.
It, however, does not work for cirrus cloud detection.
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4/4 13:55(JST) 4/1213:05(JST) 4/1313:45(JST) 4/1913:100JST)  4/24 13:30(JST)

(a) Cloud reflectance

4/413:55(JST) 4/12 13:05(JST) 4/13 13:45(JST) 4/1913:100JST) 4/24 13:30(JST)

(b) Cirrus cloud reflectance

Fig. 14. MODIS data derived cloud and cirrus cloud reflectance

Therefore, the following method utilizing MODIS data
derived cloud reflectance as well as cirrus cloud reflectance is
proposed. Fig. 14 (a) shows cloud reflectance on April 4, 12,
13, 19, and 24 2018 while Fig. 14 (b) shows cirrus cloud
reflectance on the same days, respectively. These reflectance
are derived from AQUA/MODIS data. Therefore, it measures
in the afternoon because local mean time of the AQUA satellite
orbit is afternoon. It, however, shows great possibility of cirrus
cloud detection.

I1l.  CONCLUSION

Quality and cloud flags of GOSAT/TANSO-FTS: Fourier
Transform  Spectrometer onboard  Greenhouse  gasses
Observation Satellite products taking into account cirrus clouds
and thick aerosols are considered and proposed. Influence due
to cirrus and thick aerosol on estimation of column CO, and
CH, with GOSAT/TANSO-FTS data is clarified. Relatively
large estimation errors are observed in column CO, and CH,
retrievals with FTS data in some atmospheric conditions.

In order to find such cases, retrieval results and
quality/cloud flags in the GOSAT/TANSO-FTS data products
are checked. Through the investigation, it is found that
relatively large error is caused by convergence problem due to
cirrus clouds and thick aerosols. In the paper, some of the cases
of which relatively large estimation error is occurred at the
Saga TCCON (The Total Carbon Column Observing Network)
site are investigated. Also, a comparative study is conducted
between standard products provided by NASA/JPL and the
Levenberg-Marquardt based least square method of column
CO, and CHj, retrieval. It is suggested that some improvements
of estimation accuracy of column CO, and CHj, retrieval with
GOSAT/TANSO-FTS data can be expected.

Vol. 9, No. 9, 2018

The purpose of this research is to develop a method for
identifying poor accuracy of XCO, and XCHy, estimation with
GOSAT/TANSO-FTS data. The conventional method is to use
the flag which reflect cloud detection with GOSAT/TANSO-
CAIl imagery data and quality of FTS data. It, however,
GOSAT/TANSO-CAI does not work for cirrus clouds.
Therefore, alternative methods are attempted and proposed
here. One of those is to use MODIS data derived cloud
reflectance and cirrus cloud reflectance. For the FTS data is
acquired around TCCON sites, sky-view camera images are
useful. Also, solar irradiance is useful for the FTS data is
acquired around meteorological stations which allow
measurement data of solar direct irradiance.

There are some reasons for relatively large discrepancy
between GGG and the proposed XCO, estimation methods as
well as between ground based measurement data and GOSAT
based XCO, measurement data. Therefore, it is possible to
create quality flag through comparisons of the estimated XCO,
and XCH, derived from the different methods, GGG and
Levenberg-Marquardt.

Cirrus cloud (cloud type, MODIS derived cloud reflectance
including cirrus cloud reflectance) while, thick aerosol
(Refractive index, size distribution, single scattering albedo,
optical depth, Angstrom exponent, etc.). Therefore, there is a
possibility to identify a poor accuracy of XCO, and XCH,
estimation by using MODIS data derived cloud reflectance as
well as cirrus cloud reflection. Cloud flag can be created with
MODIS derived cloud and cirrus cloud reflectance as well as
sky-radiometer data derived refractive index and size
distribution together with sky view camera data

Further study is required for establishment of XCO, and
XCH, retrieval method with a variety of remote sensing
satellite imagery data.
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Abstract—In the past, information safety was centered on
event correlation designed for observing and spotting previously
identified attacks. Due to the dynamic nature of
multidimensional cyber-attacks, these models are no more
acceptable. Specifically, these attacks use different strategies and
procedures to find their way into and out of an organization.
Traditional methods have reached their limit and thus new
approaches are needed to find a solution for arising issues and
challenges for big data security. To understand the current
problem, we critically reviewed the literature related to big data
security and the solutions proposed by the scientific community.
In this paper, an ensemble approach for big data cybersecurity is
proposed. To evaluate our approach, the given benchmark data
is fed to three different classifiers namely to a k-nearest neighbor
(KNN), support vector machine (SVM), multilayer perceptron
(MLP) and the output of the single classifiers were compared to
ensemble approach of the three classifiers. The reported results
show that the ensemble approach for big data cybersecurity
performs better than the single classifiers.

Keywords—Big data; cyber security; benign, malicious;
ensemble approach; Support Vector Machine (SVM); Receiver
Operating Characteristic (ROC); Features (F)

I.  INTRODUCTION

The progress in the current technology has embarked
concerns about the risks to data related having weak security
issues such as a virus, malware and compromising systems and
services [1]. Lack of all aspects of data security may result
compromised data in terms of confidentiality, integrity, and
availability of data to outsiders [2]. A lot of efforts have been
made to deploy cybersecurity monitoring which significantly
worked over the last decade, yet these systems face challenges
and issues [3], [1]. For example, Host-based security system
and intrusion detection system were proposed to provide
protection from the attacks, however, these systems failed to
capture the new sophisticated attacks having unknown
signatures. Moreover, some commercial systems for
monitoring were proposed. These systems include Ganglia,
Nagios, and Zabbix. They have provided a quick solution to
security problems which have impact system performance.
Though, subtle attacks were not detected by these systems [4].

To protect the big data in universal resource locator (URL),
different methods for web filtering were deployed. For
example, proxy servers are another mitigation approach for
brows-able space of the internet [4].

Other methods were proposed for malicious URL detection.
The popular method to detect malicious URL is the blacklist
method and it is extremely fast and very easy to implement [5].
However, this technique suffers from non-trivial false positive
and it is difficult for it to maintain an exhaustive list of
malicious URLs [6]. Furthermore, Signature-based detection
technique (IDS) is capable to identify the malicious pattern
from the already defined type of pattern. However, this
technique is not capable to identify new type of malicious
attack. Heuristic approach detects the possible malicious
pattern through the intelligent guesswork, heuristic approach
builds rules (rule of thumb) from the experiences instead of
any predetermined formula, although due to lack of rules in
most cases, it suffers it accuracy to identify correct malicious
pattern [6].

=

Training set ‘ KNN ‘ ‘ SVM

‘ Input Data ‘

‘ ‘ MLP Classifier ‘

‘ KNN Output ‘ ‘ SVM Output ‘ ‘ MLP Output ‘

-

Dataset

‘ Ensemble of Classifiers ‘

Ensemble
Output

Testing set

Prediction

Fig. 1. Proposed Method for Big-Data Cybersecurity.
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In this paper, we have proposed an ensemble approach for
cybersecurity. In the experimental settings, the data were
divided into training and testing sets. The training data were
fed to the k-nearest neighbor (KNN), support vector machine,
multilayer perceptron (MLP) individually. The output of these
single classifiers was combined to form an ensemble approach.

Il. MATERIAL AND METHODS

In this section, a benchmark dataset that consists of about
3.2 million features were used. We used data example from
already available dataset. The data set is extracted through
feature extraction mechanism from a large mail provider (real-
time feed supplies 6000-7000 spam and phishing URL per
day). The study [7] provides the complete detail of dataset
extraction and preparation. The methods used in this study are
explained in detail in the following subsections.

A. K-Nearest Neighbors

K nearest neighbors is nonparametric classification that
stores available data and classify new data based on how
similar they are in terms of distance. In the early 1970’s, KNN
is considered as one of the most prominent nonparametric
techniques in statistical estimation and pattern recognition

[81.[9].
B. Support Vector Machine (SVM)

In machine learning, support vector machines supervised
learning models with associated learning algorithms that
analyze data used for classification and regression analysis.
Given a set of training examples, each marked as belonging to
one or the other of two categories, an SVM training algorithm
builds a model that assigns new examples to one category or
the other, making it a non-probabilistic binary linear classifier
(although methods such as Platt scaling exist to use SVM in a
probabilistic classification setting).

C. Multilayer Perceptron (MLP)

Multilayer perceptron (MLP) can be designed by
connecting the individual perceptron into neural network-based
architecture. MLP is recognize as category of feedforward
Artificial Neural Network because all input and intermediate
layers provide input to their succeeding layers [9].

D. Ensemble Approach

Few recent studies in machine learning domain investigate
the comparative analysis among single and ensemble
classifiers. Through the variety of experimental results, these
studies conclude that in most of the cases the ensemble
approaches improve the classification performance over single
classifier [10]. However, the effect of ensemble approach for
the Big Data security is unknown. These integrated approaches
based on diverse classification techniques and could attain the
unidentical rate of accurate classified individuals, which
ultimately results in more reliable, specific and accurate
classification outputs than single classifier approach. A study
[11] discuss the core parameters which enhance the
performance of ensemble approach over single classifier, this
study discusses the statistical, representational and
computational interpretation and provides justification for
better performance in ensemble classifiers. However, in
ensemble classifiers, various critical parameters (for example,
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sum, product, minimum, maximum, average, Byes, dempster
Shafer and decision template) tuning are mandatory for
significant improvement in classification results. Fig. 1, defines
the proposed ensemble-based approach for big-data
cybersecurity.

E. Performance Evaluation

The proposed approach was evaluated using well-known
dataset (training and testing. In training part, the parameters of
the single classifiers reach to its optimal values (which are near
to their target function) from the hypothetical values, and this
followed by testing set to validate the performance of the
classifiers. This approach reduces the bias and increases the
generalization of the reported results. To evaluate and verify
the classification performance, a receiver operating
characteristics (ROC) were used. A t-test was also applied to
see whether benign and malicious URLs are different to
validate our results through the statistical analysis of two
population mean.

I1l. RESULTS AND DISCUSSION

The comparative analysis among the single and ensemble
approaches are shown in, Table 1. The reports result in terms
of accuracy of the classification of the two classes (benign
versus malicious) are 0.9867 of KNN, 0.9867 of SVM, 0.9833
of MLP and 0.993 of ensemble approach. The classification
performance results clearly show that the proposed ensemble
approach is slightly higher than the single classifiers.

TABLE I. PERFORMANCE F THE SINGLE AND ENSEMBLE APPROACH
No. Methods Accuracy (%)
1 KNN 0.9867
2 SVM 0.9867
3 MLP 0.9833
3 Ensemble approach 0.993

0.998

0.996 -

0.994 |-

0.992 -

099 -

0.988 [

Accuracy( Single Classifiers)

0.986 [~
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0.982 : !
1 12 14 16 1.8 2 22 24 26 28 3

Single Classifiers

Fig. 2. Classification Performance of Single Classifiers (Benign v/s
Malicious).

Fig.2 shows the performance of the single classifiers in
terms of accuracy. We have plotted together with the reported
accuracy of the single classifiers. The range of the reported
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accuracy of the single classifies are in between 0.983 to
0.9867. The line graph starts growing up until it reaches
0.09867 and then turns in to constant and this indicates that
SVM and KNN are better in classification performance
compared to MLP classifier.

Fig.3. shows, results of the methods those are necessary to
combine different classifiers and make the ensemble. The x-
axis of the figure represents nine different methods from 1 to 9
(as majority voting, maximum, sum, minimum, average,
product, Bayes, decision template and Dempster-Shafer)
respectively. The y-axis represents the reported accuracy of the
different methods. Our reported results show that Dempster-
Shafer is superior in ensemble approach compared to other
remaining methods.

0,080
0.988
0.987

0.986

Accuracy(Ensemble Approach)

0.985

0.984

Trend of accuracy

0.983 L L L L L L
1 2 3 4 5 6 7 8 9
Combination Methods

Fig. 3. Results of combination methods in terms of ensemble approach.

Fig. 4. describes the comparison of ROC curve
performance of single classifiers and ensemble approach. The
reported output shows that ensemble approach is higher than
the other methods and this stresses the reported results in Table
1. The same idea was applied to differentiate between benign
URLs and malicious URLs. Table 2 indicates the significant
difference between benign and malicious features through the
mean and standard deviation (having p-value not more than
0.0001). However, all feature (benign and malicious) are not
identical.

True positive rate

Ensembie approach
MLP

svM

— KNN

0.1 02 03 04 05 08 07 08 08 1
False positive rate

Fig. 4. Comparison of ROC curve performance of single classifiers and
ensemble approach.
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TABLE II. PERFORMANCE OF THE SINGLE AND ENSEMBLE APPROACH
. .. T

F. Benign Malicious

value
F.1 7.087E-02 + 4.873E-02 6.813E-02 + 3.334E-02 0.328
F.2 8.069E-02 + 3.250E-02 8.855E-02 + 3.812E-02 111
F.3 0.136 + 4.670E-02 0.118 + 4.754E-02 2.00
F.4 0.455 + 0.353 0.536 + 0.347 1.16
F.5 0.503 + 0.401 0.539 + 0.392 0.460
F.6 0.198 +0.250 0.333 + 0.324 2.33
F.7 0.123 + 0.156 0.158 + 0.152 1.12
F.8 2.675E-02 + 4.958E-02 3.006E-02 + 5.465E-02 0.317
F.9 1.420E-02 + 3.466E-02 2.319E-02 + 4.356E-02 1.14
F10 | 3.556E-02 + 6.019E-02 2.444E-02 + 4.072E - 02 1.08

IV. CONCLUSION

Industrial Revolution IR 4.0 Big Data is considered as an
opportunity to provide a more reliable and accurate source for
business intelligence [12]. However, the versatile
characteristics of Big Data possesses the potential to
compromise the reliability and integrity of Big Data (which in
result may degrades performance accuracy). Big Data security
is considered as one of the serious challenges for researchers.
Therefore, in this study, we have proposed a more reliable and
accurate ensemble-based approach to classify benign and
malicious activities to identify and prevent the possible cyber
threat. Our proposed approach is highly accurate and able to
classify (between benign versus malicious) an accuracy of
0.993. In future, this study will be further investigated to
identify the threat pattern in cybersecurity.
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Abstract—“2D Animation: Depression among Tertiary
Students” is a novel interactive content development that gives
information of depression to public. It consists of seven modules
of depression which are Introduction, Statistics, Types,
Symptoms, Causes, Treatments and Video of Depression
Information. The objectives of this project are to study the causes
and effects of depression among tertiary-level students in
Malaysia, to design and develop a 2D animation in raising
awareness about depression to the viewers and to investigate the
effectiveness of depression animation to the users. The
methodology used for this project is Multimedia Production
Process which consists of three stages which are pre-production,
production and post-production. The testing result shows that
the interactive content for depression animation is accepted and
effective to the public in order to have a better understanding
and awareness on depression among tertiary students.

Keywords—2D animation; awareness; depression; interactive
content; tertiary students

. INTRODUCTION

Tertiary students are those pursuing tertiary level of
education which includes diploma, bachelor's, masters and
doctoral degrees after their secondary level of education.
Attending colleges or universities seems challenging and
stressful for tertiary students. They have to cope with academic
pressure, future worries, independent living from parents,
family responsibilities, social life and so on. In order to handle
all kind of factors in a perfect manner, tertiary students are
having depression. Depression is the most common
psychological problems among tertiary students [1]. According
to statistics from the 2015 National Health and Morbidity
Survey (NHMS), 29.2 percent, or 4.2 million, citizens above
the age of 16 years suffer from depression. The study in [2]
reviews the number of cases had doubled compared to 2006
(11.2 percent) and 1996 (10.6 percent).

Depression is a common mental disorder, characterized by
prolonged sadness, loss of interest, feeling of guilt or
worthless, disturbed sleep or appetite, feelings of tiredness, and
poor concentration [3]. It is a serious medical illness that
negatively affects one’s feeling, thinking and behaving. This
mental disorder will decrease a person’s performance at work
and at home [4]. Globally, more than 300 million people of all
ages are now living with depression, an increase of depression
more than 18% between 2005 and 2015 [5]. Based on statistics,
there are 40% of Malaysian suffer from depression [6].
Depression will lead to inclination to suicidal acts. According
to World Health Organization, there are nearly 800,000 people

die due to suicide every year [7]. Therefore, suicide is the
second leading cause of death due to depression among 15-29
years old.

This project aims to create a 2D animation on depression
among tertiary students. There is a lack of depression
awareness campaign. Information or knowledge on depression
is limited among students. In addition, causes and effects of
depression needed to be identified. The World Health
Organization estimates that by 2020 depression will be the
leading cause of disability globally. In addition, Ministry of
Health Malaysia provides statistics that show a worsening state
of depression among students, that is from one in ten
individuals in 2011 to one in five in 2016 [8]. Students are
facing independent living challenges as well as educational
challenges. According to Kumaraswamy [9], depression among
tertiary-level students has become a concerning issue as
students are the human capital of society. Students may suffer
from Schizophrenia and inclines to suicide if the depression
state is prolonged [8]. University students are having cursory
knowledge of depression and giving negative attitudes towards
depression [10]. According to Nam et al., [11], stigma can be
reduced and help-seeking can be increased by improving
public understanding of depression and suicide. Therefore,
public awareness and understanding have to be raised before
the worsening state of depression among tertiary students.

The objectives of this project are to study the causes and
effects of depression among tertiary-level students in Malaysia,
to design and develop a 2D animation in raising awareness
about depression to the viewers and finally to investigate the
effectiveness of the depression animation to the users. Target
users of this project is university and college students. The
modules of this project are Introduction of Depression,
Statistics of Depression, Types of Depression, signs and
Symptoms of Depression, Causes of Depression, Treatments of
Depression and Video of Depression. Methodology used for
this project is Multimedia Production Process which consists of
three stages which are pre-production, production and post-
production. The software used to create this project are Adobe
Audition, Adobe Animate, Adobe Photoshop, Adobe Illustrator
and Vegas Pro. The outcome of this project is the 2D
animation for depression which aims to give public awareness
and understanding.

This paper is organized as follows. Section 2 presents
previous related work on 2D animation and depression. Section
3 describes in details the overall methodology of this research,
while Section 4 presents the developed system testing and
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results. The discussion of the research project is presented in
Section 5. Finally, Section 6 presents some conclusions and
future work.

Il.  LITERATURE REVIEW

Animation is used to create multimedia and gaming
products by designing, drawing, making layouts and
preparation of photographic sequences. An animation is the
illusion of movement created by rapid display of images in
sequence [12]. Efficiency is one of the 2D animation benefits.
Design of 2D animation is less complex and simpler than in 3D
animation. Two-dimensional is being chosen for the case that
the message is needed to be highlighted. In addition, cost-
effectiveness is the other benefit of 2D animation. The
simplicity and efficiency of this animation can meet customer
needs and also budget constraints, besides artistic freedom.
Interactive animation lets the users join on more levels than
just-viewing and better than non-interactive animation as it
gives better conversion. It can convey the target message
efficiently. Furthermore, there is a better engagement as users
can decide what they want to watch or to skip. This type of
animation is more attractive, compelling and convincing that
brings higher responses.

This project will focus on the depression among tertiary
students. The use of 2D animation can convey the message and
information regarding depression and its treatments to target
audiences in order to raise awareness and understanding of
depression among them. The signs or symptoms of depression
among students can be recognized earlier and proper
treatments can be offered before it is too late. An interactive of
2D animation provides interaction with its users by giving
control to users on information accessibility through menu
which consists of introduction, statistics, types, symptoms,
treatments of depression and video.

There are three existing systems found to compare with this
project, which are a video named “Depression Motion Graphic
Awareness Campaign” and two 2D animation named
“Depression & Anxiety Awareness Video” and “What is
Depression”. Table 1 shows the comparison of these existing
systems.

Fig. 1 shows the screenshot of the first existing system,
“Depression Motion Graphic Awareness Campaign”. It is a 1
minute and 50 seconds video about depression awareness
campaign that posted on Youtube. This video portrays
information about depression definition, statistics and the way
to overcome it. Meanwhile, Fig. 2 shows the screenshot of the
second existing system. It is a 3 minutes and 52 seconds 2D
animation that posted on Youtube. This animation portrays
information about symptoms of depression and its treatments
to increase awareness depression and anxiety in urban low
income societies in Pakistan. Finally, Fig. 3 shows the
screenshot of the “What is Depression” animation. This is a 4
minutes and 28 seconds 2D animation about what is depression
that posted on Youtube. This animation portrays information
about symptoms of depression and its treatments to help those
suffered from depression.
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Fig. 1. Screenshot of Depression Motion Graphic Awareness Campaign [13]

Fig. 3. Screenshot of Depression Motion Graphic Awareness Campaign [15]

Based on Table I, it can be concluded that there is no user
interaction in these three existing systems as they are video and
2D animation. Most of these systems are less attractive because
they have fewer multimedia elements, which two of the
systems consist of four types of multimedia elements only like
graphic, audio, video, animation or text. All of these systems
are lack of user interaction and interactivity because these
systems do not have interactive button for users to control the
information or graphics that they want to view or skip. The
three existing systems have covered different type of modules
such as definition of depression, statistics, symptoms of
depression and its treatments. However, these existing systems
do not offer an interactive content development for depression.
The developed project presents a novel interactive content for
depression among tertiary students, besides novel content
verification and a new video on depression information by the
Counsellor.
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TABLE I. COMPARISON OF EXISTING SYSTEMS TABLE II. CONTENT VERIFICATION
. Depression Verification Subject Matter Expert
itle -
Motion .
. Depression . -
Graphic & Anxiety What is Contents for six modules UTeM Counsellor
Awareness A depression? [15]
Campaign wareness - -
13 Video [14] Video on common questions about UTeM Counsellor
Features (13] depression
Depression Svmotoms of E1iust|f|ca_1t|0n of five selected types of UTeM Counsellor
definition, dy ptor Symptoms of epression
- epression and . .
Content statistics and its treatments depression and its . .
treatments treatments 2) Public Online Survey
Besides the interview session, the data are collected
Attraction through the online survey by using Google Form. The
Level Less attractive | Less attractive Attractive questionnaire is divided into four sections, which are
demographic, causes, symptoms and treatments. There are 12
Type Video 2D Animation 2D Animation questions included in this questionnaire. The aim of this survey
is to study about the prevalence of depression among tertiary
students, including symptoms, causes and treatments of
Format Mp4 Mp4 Mp4 depression. Most of the respondents are female gged from_ 20-
25 years old who are undergraduate students. Fig. 4 to Fig. 7
show the findings of the survey. Results are presented and
Target User Public Public Public analysed as below.
Interactivity No No No Causes of stress
F —
User sdler 62
interaction No No No a5
38
Du_ration 1:50 3:52 428 2
(minutes)
Language English English English
Interactive 20 . .
button No No No
Fig. 4. Causes of stress
Text Graphic Text
Multimedi Graphic Audio Graphic Fig. 4 shows academic factors, future worries and
uftimedia Audio Video Audio ; ; : : :
Element ; N ; relationship and social life are among the factors that bring
Video Animation Video .
Animation stress to students representing of 77.5% (62 counts), 71.3% (57
counts) and 56.3% (57 counts) respectively. These followed by
I1l.  METHODOLOGY 47.5% (38 counts) of financial difficulties and 43.8% (35

The methodology used in this project is Multimedia
Production Process, consists of three main phases, which are
pre-production, production and post-production. There are six
phases involved in these three main phases, which are analysis,
design, implementation, testing, evaluation and publishing. In
this section, all requirements will be further analysed in detail.

A. Analysis

In order to gather important information which is the
content of the project, an interview session is conducted. In
addition, online questionnaire is distributed to 80 respondents
which are tertiary students in Malaysia in order to get feedback
from public about depression.

1) Interview Session with Counsellor

The data are collected through the interview session with
the Counsellor at Universiti Teknikal Malaysia Melaka
(UTeM) Counselling Unit. Table Il shows the details of data
collection process.

counts) of changes of environment factor.

Symptoms of depression

Fig. 5. Symptoms of depression
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Fig. 5 shows the result of symptoms of depression faced by
the students. Students that choose the option of more than half
days and nearly every days might be having depression.
Overall, most of the students select option of several days for
all symptoms of depression except for thought of suicide. From
this result, it reveals that students might just having stress with
difficulty in study, relationship factors and so on. In contrast,
there are students who choose option of more than half days
and nearly every days. For option more than half days, students
select difficulty thinking, feeling worthless and poor appetite or
overeating the most among other symptoms whereas for option
nearly every day, students choose difficult thinking, trouble
sleeping and feeling sad the most. By comparing these two
options, students are facing difficulty thinking for the
symptoms of depression.

Which of the following do you think can treat depression?

32 (d0%)
(Medication, Ele

Pychalogica
freatments
(Paychatharagy

61(76.3%)

65(81.3%)
iheragies (medd

0 20 40 &0 80

Fig. 6. Treatments of depression

Fig. 6 shows the treatments of depression performed by the
students. It presents the highest treatment is self-help and
alternative therapies which is 81.3% followed by 76.3% of
psychological treatments. The lowest treatment selected is the
physical treatment which is 40%.

Ways of students overcome stress

Meditation 14
EXETCISE  — 1]
ShOppING  ee— 3
Watching moviefdrama ]
Listen to music 66
Avared & healthy diet s g
Take break regulary 42
Get a pet
Sleep well 52
Laugh a6
Play games = 2
Pray to God, chat with friends/family/lover = 1
Play phone = 1
Eating = 1

0 10 20 30 40 50 60 70

Fig. 7. Ways of students overcome stress

Fig. 7 shows most of the students handle their stress by
listening music which is 82.5%. This is followed by watching
movie or drama, sleep well, laugh and take break regularly
which are 73.8%, 65%, 57.5% and 52.5% respectively.

In conclusion, academic factor, difficulty thinking and self-
help and alternative therapies are the main causes, symptoms
and treatments of depression of 80 respondents respectively.

Vol. 9, No. 9, 2018

As most of the students are undergraduate students ranged
between 20 to 25 years old, they are facing a lot of challenges
and difficulty in their studies. They have to study hard to
achieve better results. Therefore, they are facing depression
when they cannot cope with their studies which leads to
difficulty in thinking nearly everyday. Most of them prefer
self-help and alternative therapies like listening to music.

B. Design

During the design phase, the project is designed to satisfy
the requirements that identified in the previous analysis phase.
In this phase, it takes time to finish all the design for the 2D
animation such as the menu, layout, interactive buttons and
interactive elements. During this phase also, the storyboard of
the design and character profile are performed. Fig. 8 to Fig. 11
show some of the interfaces of this project.

Lepression Among Tertiary Students

Fig. 8. Interface of main menu

INTRODUCTION

— =] =

Depresson 1 » comenon & serous medscal dincss that grves negatve cffocta

(2 |

Fig. 9. Interface of Introduction module

res

MAJOR DEPRESSIVE DSSORDER

A STATSTXS SYUPTOMS

Fig. 10. Interface of Types of Depession module
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L L e O P
UToM Comnnler

Fig. 11. Interface of Video Depression Information module

A A

C. Development

Text is used to give information and explanation of each of
the modules. The font of the text used for title of home page
and title of menu page are Berlin Sans FB and Broadway
respectively. The font of text used for title of menu, subtitle
and title of button are Nyala.

The graphics or images used in this project are in Portable
Network Graphic (PNG) format and JPEG format. All of the
images are vector images in 2D form. Those vector images
have been drawn and edited by using Adobe Illustrator CS6.
Then, those designed and edited images will imported to
Adobe Animate for animate purposes.

The audio is recorded by using voice recording equipment
and then cleaned and edited in Adobe Audition. Another
source of sound effect is obtained from internet. Royalty free
sound effect were acquired from Freesound.

The interview video on depression among tertiary students
with the Counsellor has been edited by using Vegas Pro. The
video effects used in this video are film dissolve and dither
dissolve. The video duration is about 3 minutes and 26 seconds
and it is exported in MP4 format. The integration process was
done by using Adobe Animate. All the multimedia elements
created were arranged according to modules in Adobe
Animate. The final product was exported as SWF file. Fig. 12
shows the process of media integration for this project.

D. Testing

This section discusses the testing on the product of the
project, focusing on the aspects proposed in the project
objective. The testing aims to achieve the third objective of this
project, which is to investigate the effectiveness of the
depression animation to the users.

Test plan is used to determine the test user, test
environment and the test schedule that will be carried out for
this project.

Vol. 9, No. 9, 2018

Production of Text Production of Graphics| | Production of Audio Production of Video

y

All created multimedia
elements are integrated
in Adobe Animate

y

Exported as SWF
format

Fig. 12. Process of media creation

3) Test User and Test Environment
Table 111 shows the details of the users and venue involved.

TABLE Ill.  TEST USER AND ENVIRONMENT
User Environment Total
Counsellors UTeM Counselling Unit 2
Multimedia Experts FTMK, UTeM 5
Tertiary Students Online Testing 70

4) Test Schedule for Target User

Test schedule describes method used for testing, the
number of questions, total respondents, date and venue. The
method used for testing in this project is questionnaire. Table
IV, Table V and Table VI show the schedule of testing among
the counsellors, multimedia experts and tertiary students,
respectively

TABLE IV.  TEST SCHEDULE FOR COUNSELLOR
Target User: Counsellors
Method: Number of Total Date and Venue
Questionnaire Question Respondents
Content 5 2 4/7/2018
Other 5 10am — 11lam at
UTeM
Total 10 2 Counselling Unit
TABLE V.  TEST SCHEDULE FOR MULTIMEDIA EXPERTS

Target User: Multimedia Experts

Method: Number of Total
Questionnaire Question Respondents Date and Venue
Functionality 6 4/7/2018-
Testing 18/7/2018
Usability 6 5 1lam - 12pm at
Testing FTMK, UTeM
User Interface 6
Testing
Total 18 5
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TABLE VI.  TEST SCHEDULE FOR TERTIARY STUDENTS

Target User: Tertiary Students

Method: Number of Total Date and

Questionnaire Question Respondents Venue

Content 10 70 4/7/2018 -
11/7/2018

Total 10 70 via online
Google Form

IV. TEST RESULT AND ANALYSIS

The test result and analysis have been generated into
different types of graphical representation for easy analysis of
the result.

1) Test Result for Counsellors at UTeM Counselling Unit

Table VII shows Question 1 to Question 5 for the
Counsellors at UTeM Counselling Unit focusing on the
contents of the application. Meanwhile, Fig. 13 shows result of
content (Question 1 to Question 5) from two respondents who
are Psychology Officer at UTeM Counselling Unit.

TABLE VII. QUESTION FOR COUNSELLOR (CONTENT)

Question for Contents
Question 1: The information provided is valid and correct.

Question 2: The information provided is sufficient for public
knowledge.

Question 3: The explanation of each module is clear and easy to
understand.

Question 4: The interview video for depression is clear and correct.

Question 5: This project can help public know more about depression
and raise their awareness towards depression

TABLE VIII. QUESTION FOR COUNSELLOR (OTHER FEATURES)

Question for Other Features
Question 6: The interface of this animation is pleasant and attractive.

Question 7: This project attracts users to know more about depression.

Question 8: The flow of 2D animation is simple and easy to
understand.

Question 9: The narrator’s voice pronunciation is clear.

Question 10: The navigation of buttons is accurate.

Result of Contents from Questionnaire

-

Number of Respondents

oooflo ooo0 ooofo ooflo o000

2 3 4 5

Question Number

Disagree W Neutral WAgree W Strongly Agree

Fig. 13. Result of Contents from Questionnaire
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Based on the results presented in Fig. 13, it can be
concluded that all of the respondents agree that all of the
information provided is valid and correct. For Question 2, one
of the respondents strongly agree for this question, while
another respondent agree and may has an opinion that more
information can be added. Moreover, all of the respondents
agree that the explanation of each modules is clear and easy to
understand. This is because they think that explanation of each
modules can be more clear and easy to understand in order to
make this project interesting. For Question 4, one of the
respondents agree that interview video for depression is clear
and correct, whereas another respondent chooses neutral for
this question. Overall, both of the respondents have a thought
that the interview video can be improved to be clearer and
correct. Finally, for Question 5, one of the respondents strongly
agree while another respondent agree that this project can help
public know more about depression and raise their awareness
towards depression.

There are another five questions, which are Question 6 to
Question 10, representing questions on the other features of the
application. Table VIII shows the Question 5 to Question 10,
while the results from these questions are presented in Fig. 14.

Result of Other Features from Questionnaire

spondents

Number of Re:

Fig. 14. Result of Other Features from Questionnaire

Fig. 14 shows that all of the respondents agree that the
interface of this animation is pleasant and attractive. They think
that the interface of this animation is pleasant and attractive,
however the interface can be improved to be better.

Meanwhile, for Question 7, one of the respondent agree
that this project attracts users to know more about depression
whereas another respondent chooses neutral. Based on Fig. 14,
both of the respondents have an opinion that this project can be
more attractive in order to attract users to know more about
depression. For Question 8, it shows that all of respondents
agree that the flow of 2D animation is simple and easy to
understand. The flow of this project is good and
understandable to its users. One respondent strongly agree for
Question 9 that the narrator’s voice pronunciation is clear,
while the other one agree to this question. For Question 10, it
shows that all of the respondents agree for this question. They
think that the navigation of the buttons are accurate but the
navigation of buttons still can be improved.

2) Test Result for Multimedia Experts at Faculty of
Information and Communication Technology (FTMK), UTeM
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The testing for multimedia experts focusing on three parts,
which are functionality, usability and user interface. Table IX
shows the functionality test questions, while the result of these
questios can be referred in Fig. 15.

TABLE IX.  FUNCTIONALITY TESTING QUESTION

Question for Functionality

Question 1: All the buttons are clickable and function well.
Question 2: The button displays the right information.
Question 3: Animation of this project can be played.

Question 4: Audio and background music can be played.
Question 5: The interview video for depression can be played.
Question 6: The overall system functionality is smooth.

Result of the Functionality Testing from Questionnaire

spondents

»f

MNumber ¢

000 000

BPocr MAverage MG VeryGood W Excellent
Fig. 15. Result of Functionality Testing from Questionnaire

Fig. 15 shows the result of the functionality testing from
questionnaire filled by four multimedia experts. For Question 1,
it reveals that all the buttons are clickable and function well

where two out of 5 respondents choose excellent for this
question whereas 3 out of 5 respondents choose very good. For
Question 2 which is about the button displays the right
information, out of 5 respondents, two multimedia experts
choose excellent as their answer, whereas 3 out of 5
respondents choose very good. This shows that the button
displays the information rightly. For Question 3 which asking
that animation of this project can be played, most of the
respondents choose very good for this question whereas one of
the respondents choose excellent. It shows that the animation
of this project can be played smoothly. Question 4 asking about
the audio and background music, majority of the respondents
choose very good as their answer while only one respondent
choose excellent as his or her answer. They agree that audio
and background music can be played smoothly and nicely.
Most of the respondents choose very good for Question 5 as
they think that the interview video for depression can be played.
Only two of the respondents choose excellent and neutral,
respectively. One of them may have an opinion that the
interview video for depression can be played well whereas
another respondent may think that improvement for the video
can be made. Finally, Question 6 focusing on the overall
system functionality. Majority of the respondents choose very
good, whereas two of the respondents choose excellent for this

Vol. 9, No. 9, 2018

question. This shows that the overall system functionality is
very smooth.

Table X shows the usability testing questions, comprising
of Question 7 to Question 12. Meanwhile, Fig. 16 shows the
result of the usability testing from questionnaire filled by four
multimedia experts from UTeM.

TABLE X. USABILITY TESTING QUESTION

Question for Usability

Question 7: The content of all the modules are easy to understand.
Question 8: The way of presentation is attractive.

Question 9: The explanation on each modules is clear and
understandable.

Question 10: The information displayed on each modules are
organized logically.

Question 11: The navigation of the buttons are accurate.

Question 12: Users can know more about depression after using this
project.

Result of the Usability Testing from Questionnaire

spondents

o5 of

Mumbe
—

Juestion Number
WPoor W Average Goc Wary Go W Excellent
Fig. 16. Result of Usability Testing from Questionnaire

Fig. 16 shows that for Question 7 related to the
understanding level of the content, there are four of the
respondents choose very good for this question whereas one of
the respondents chooses excellent as they think that the content
of all modules are very easy to understand. Meanwhile, For
Question 8, two out of 5 respondents choose excellent as their
answer whereas 3 out of 5 respondents choose very good as
their answer to the question about the way of presentation
which is very attractive. For the next question, which asking
about the explanation on each modules, it shows that all of the
respondents choose very good as their option. This is because
the explanation on each modules is very clear and
understandable for users. Most of the respondents choose very
good as their answer whereas one of the respondents chooses
excellent as his or her answer for Question 10. They think that
the information displayed on each modules are organized
logically. Only one of the respondents choose neutral for this
question as he or she thinks that the information displayed on
each modules can be organized more logically. All of the
respondents choose very good for Question 11. They think that
the navigation of the buttons are very accurate. Finally, for
Question 12, four out of 5 respondents choose very good as
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their option for this question, whereas one out of 5 respondents
chooses excellent as their option. This shows that users able to
know more about depression after using this project.

The testing questions for multimedia experts focusing on
the third part, which is the user interface is presented in Table
X1. Meanwhile the result of these questios can be referred in
Fig. 17.

TABLE XI. USER INTERFACE TESTING QUESTION

Question for Usability

Question 13: Animation of this project attracts users to know more
about the information.

Question 14: The texts in this 2D animation are readable.

Question 15: The colour used in this 2D animation is suitable.

Question 16: The video is presented clearly.

Question 17: The audio is clear and helps the users understand more
on the modules.

Question 18: The graphics are clear and suitable.

Result of the User Interface Testing from Questionnaire

of Respo

MUmMmber

Fig. 17. Result of User Interface Testing from Questionnaire

Based on Fig. 17 which filled by four multimedia experts, it
shows that for Question 13 which related to the animation,
most of the respondents choose very good as their option,
whereas one of the respondents chooses excellent as their
option. Overall, the animation of this project attracts users to
know more about the information well. Two out of 5
respondents choose very good for Question 14, whereas
another 2 out of 5 respondents choose excellent for this

question. Only one respondent chooses neutral for this question.

For respondents that choose excellent and very good as their
option, they agree that the text used in this 2D animation are
readable. Only one of the respondents thinks that the text
readability can be improved. For Question 15 which asking
about the colour used in this animation, majority of the
respondents choose very good for this question. Only one
respondent chooses excellent for this question. This shows that
the colour used in this 2D animation is very suitable. For the
next question about the video, three out of 5 respondents
choose very good as their option. Meanwhile, two respondents
chooses excellent and neutral as their option, respectively.
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Most of the respondents think that the video is presented
clearly, whereas one of the respondents think that the video can
be presented more clearly. All of the respondents choose very
good for the second last user interface testing question. It is
claimed that the audio is very clear and helps users understand
more on the modules. For Question 18 which about the
graphics used, majority of the respondents choose excellent as
their answer whereas minority of the respondents choose very
good option. This shows that the graphics used in this project
are very clear and suitable.

3) Test Result for Tertiary Students

There are 70 respondents that participate in this testing.
Most of the respondents are third year undergraduate students
aged from 20-25 years old. For the tertiary students testing, it
involved an equal percentage of male and female which are
50% (35 respondents) respectively. Meanwhile, majority of the
respondents age from 20 to 25 years old which is 73% (51
respondents) whereas minority of respondents aged from 26 to
30 years old which is 4% (3 respondents). There is 23% (16
respondents) of respondents aged from 15 to 20 years old,
which is the second highest among other ages. Chinese is the
highest ethnicity among other ethnicities which is 57% (40
respondents). The second highest ethnicity is Malay which
consists of 37% (26 respondents). Lastly, only 6% (4
respondents) of respondents are Indian, which is the lowest
ethnicity.

Majority of the respondents are in their third year of study
which is 50% (35 respondents), whereas minority of the
respondents are in their second and fifth year of study which
are 14% (10 respondents) respectively. In addition, most of the
respondents are undergraduate students which consists of 63%
(44 respondents) whereas least of the respondents are
postgraduate students which consists of 7% (5 respondents)
only.

Table XII shows the first five questions prepared for the
tertiary students. Fig. 18 shows the test result for tertiary
students from Question 1 to Question 5.

TABLE XII. TESTING QUESTION FOR TERTIARY STUDENTS (QUESTION 1-

QUESTION 5)

Question for Tertiary Students

Question 1: Do you know more about definition, statistics, types,
symptoms, causes and treatments of depression among tertiary
students through this 2D animation?

Question 2: Do you know more about common causes and way to
overcome depression through interview video of this 2D animation?

Question 3: Do you understand all the explanation of the seven (7)
modules presented from this 2D animation?

Question 4: Does this 2D animation raise your awareness towards
depression? If No, please specify why.

Question 5: Do you think you can apply the knowledge of depression
to help those (family, friends, and so on) who suffer from it? If No,
please specify why.
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Test Result for Tertiary Students Question 1to 5
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Fig. 18. Test Result for Tertiary Students Question 1 to Question 5

Most of the respondents choose Yes as their answer for
Question 1 to Question 5 which are 42 respondents, 41
respondents, 44 respondents, 51 respondents and 59
respondents, respectively. After using this project, majority of
the respondents know more about the definition, statistics,
types, symptoms, causes and treatments of depression among
tertiary students for Question 1 and they also know more about
common causes and way to overcome depression through
interview video for Question 2. Furthermore, all explanation of
seven modules presented in 2D animation are understood by
most of the respondents for Question 3 and depression
awareness among respondents are raised for Question 4.
Knowledge of depression can be applied by most of the
respondents in helping those who depressed for Question 5.
Only minority of respondents choose No as their answer which
are 7 respondents, 5 respondents, 9 respondents and 1
respondent for Question 1, Question 2, Question 3 and
Question 4, respectively. They think that there might be
improvement to be made for Question 1 to Question 4.

TABLE XIIl. TESTING QUESTION FOR TERTIARY STUDENTS (QUESTION 6-
QUESTION 10)

Question for Tertiary Students

Question 6: Does the 2D animation is attractive and easy to
understand? If No, please specify why.

Question 7: The text in this 2D animation is readable.

Question 8: The voice of narrator is clear and understandable.

Question 9: The interview video about common depression questions
is clear and understandable.

Question 10: Do you feel enjoyed and satisfied when using this
application?

Table XIII shows the other five questions for the tertiary
students and Fig. 19 shows test result answered by 70
respondents who are tertiary students for Question 6 to
Question 10.
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Test Result for Tertiary Students Question 6 to 10
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Fig. 19. Test Result for Tertiary Students Question 6 to Question 10

Based on Fig. 19, it can be seen that 61 out of 70
respondents agree that the 2D animation is attractive and easy
to understand, whereas 65 out of 70 respondents agree that the
text in this 2D animation is readable. This is because this 2D
animation is attractive and understandable and the text is
readable for users. For Question 8 to Question 10, majority of
the respondents choose Yes as their option which are 63
respondents, 54 respondents and 61 respondents, respectively.
This shows that respondents think the voice of narrator and
interview video about common depression questions are clear
and understandable for Question 8 and Question 9. Moreover,
most of respondents feel very enjoy and satisfied when using
this application. In contrast, only one respondent chooses No as
his or her answer for Question 7 and it same goes to Question 9.
They may think that the text and interview video in this project
can be improved.

Based on the test result analysis gathered from three
categories of respondents, it can be concluded that the 2D
animation received a good feedback and suggestions. The 2D
animation is strongly accepted to be used as a medium to give
the depression information and raise depression awareness to
its users.

V. DISCUSSION

In the development of the project, the strengths and
weaknesses were discovered by gathering all the test result
analysis. This project is attractive as it consists of many
multimedia elements and interactive buttons, which able to
attract the user attention. In addition, the characters of the
animation are well designed for presenting the depression
information. Besides, the flow or movement of the animation
are nice and smooth. In addition, the procedure of the project is
designed nicely to make it ease of use for the users. The users
can easily understand the information presented. The most
important thing is the information presented is clear and
accurate since it is verified by the Subject Matter Expert which
is the counsellor.
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However, this project is lack of activity modules. By
adding activity modules such as quiz or games, users can
interact more with the application and their understanding
towards depression can be increased. Moreover, users can
easily understand every modules if the explanation of each
modules is simple and understandable. Improved quality of the
video interview also can give a pleasant and nice view for the
users. Therefore, users can easily concentrate on the content of
the video. In addition, users can be more enjoyed and pleased
by using 3D animation to have a more attractive view that 2D
animation.

VI. CONCLUSION

In conclusion, the 2D animation has developed
successfully. The objectives have been achieved where the
interactive content development provides the complete
depression information to the public. It is envisaged that the
developed interactive content would greatly contribute to
increase the understanding and awareness to the public
especially tertiary students. It is hoped that the developed
application will assist the counsellor, parents and community in
delivering the depression information efficiently.

This project contributes to public, especially tertiary
students by increasing their understanding and awareness on
depression. Depression among students can be identified and
proper treatments can be provided. Furthermore, help and
encouragement can be offered to tertiary students’ family or
friends who are depressed. This project also contributes to
UTeM Counselling Unit and any university and college
counselling unit for future use.
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Abstract—The geographic information system (GIS) is
rapidly becoming the part of current technology trends. GIS can
be used to identify the factors that become the reason for an
individual to adopt a field or subject. We used GIS as a major
tool with the other technologies to identify the key factors. This
research has analyzed that mostly people used to migrate to other
cities due to unavailability of resources in their own region.
Collection of data was done with the help of Survey 123 through
which we were able to collect location coordinates of participants.
After that, Pilot study approach used to conduct this research.
Results show™ that mostly user preferred to move to other cities
due to unavailability of programs in local institutes. The overall
idea can be used to improvement of local institutes and this
research can also be used for proper and efficient allocation of
facilities and resources in a region, which in turn can save money
and time.
information

Keywords—Geographic education;
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system;

I. INTRODUCTION

The combination of GIS with online social networking
have embedded GIS and location-based services into daily
routine of people. This pattern not just gives the GIS people
group a remarkable memorable open door for public
engagement but additionally brings up some major issues
about the importance and role of GIS in education. For the
rapid growth of practical development of GIS [8], it is
necessary that we begin a genuine exchange on what, why,
and how we should instruct and prepare our understudies (and
the general population) about GIS and related fields [9, 12].
Numerous have contended that the advancement of spatial
knowledge must be given more unmistakable quality in
training at all levels, if the up and coming age of clients of
geospatial advances, including geospatially empowered online
networking, is to make viable and dependable utilization of
them.

With GIS and mapping technologies increasingly being
used to illustrate issues ranging from earthquake relief and
environmental disasters [14] to human rights abuses and the
on-going war on terrorism, what extra information and
abilities are required [1]? Is GIS training at last about
geographic instruction [1]? Assuming this is the case, maybe
GIS can take in something valuable from geographers'
endeavors to connect with the general population and even
conceivably to change the world in significant ways [1]. The
GIS people group has a pleased record of drawing in the
general population through research on open investment GIS
and most as of late through volunteered geographic
information (VGI) and online networking [1]. What new

aggregate procedure would it be a good idea for us to create in
our effort endeavors and open engagement?

GIS can be used to provide a decision-making tool for
educational sectors [11] to visualize and monitor the safety,
mapping buildings and infrastructure [14, 12], routing
transport of campus and recruitment. Students can use GIS to
be aware of the contents of different fields and disciplines they
are interested in [1, 12]. It can also provide in-demand career
pathways and incorporate fieldwork. It also helps the students
to explore the relationship among different geographical
contents including people, climate, river systems, tree species,
historical buildings, water quality, soils, landforms, natural
hazards and much more. It helps students to think, understand
about the world and explore content knowledge.

The geographic data can be analyzed to discover
relationship across time and space [1]. GIS requires thinking
critically to study the relationship among various variables
including latitude, altitude, and climate and much more for
example in the field of cotton production to find a suitable
growing area for cotton [15]. Through GIS, spatial analysis
becomes necessity for scientists, business persons and
epidemiologists to solve daily problems as the world is
changing rapidly by meandering rivers [13], erupting
volcanoes, and human forces and shifting planets. e.g. With
the help of GIS tools and applications, researchers, managers
and students can think critically and scientifically to make
better decisions for making differences in the changing world.

This study aims to find different resources [13, 14, 15] and
fields of study by gathering data geographically. Students will
be grouped according to their spatial, educational
requirements through an online pool [10]. The interests of
students will be critically analyzed and then will be informed
with the list of related studies or localities for their future
interests to pick related career pathways. This will help
students to make better decisions for their future interests and
careers ahead.

Il. RELATED WORK

Geographical region based education is an old
phenomenon but it is a filed in which research limited to few
research articles. In 20" century, students collected their data
about their own city and village and send it to other regions of
country so that people use it [2]. In 1970, the Foxfire project
in Georgia urged a national movement, which aimed, was to
investigating, collecting and documenting the regional based
educational data across the country. The Foxfire books and
magazines were highly famous and successful that time,
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students and teachers in other parts of United States used that
data in their research and created the similar educational data
for others [2, 3, 11]. Some students and teacher also created
same type of data other than Foxfire but these never achieved
the popularity of Foxfire [3, 10].

The region-based education do not have to be limited to
research and studies. Students of Akula School (K-12) [10]
have designed a website of their school which contained
information related to their school and community. Heartland
Community School in Henderson did the same thing [2, 3].
There are different factors that lead many young people to
leave their communities [3], is unavailability of resources like
higher institutes, unavailability of interested degree program,
unavailability of demanded degree program according to
market and such others. To overcome these factors students,
want to move other regions.

I1l. MATERIALS AND METHODS

This section presents the material and methods. First of all
study list of graduated students and their regional background
needed to identify the geographical region-based acceptance
and availability of certain filed, subject or domain. For this
purpose, data was acquired through survey. Survey 123 for
ArcGIS used for this purpose to collect the data from different
graduated students. Surveyl23 for ArcGIS is an easy and
intuitive form based field data collecting solution [4] that
creates making, sharing, and analyzing surveys attainable in 3
easy steps: ask queries, get replies, and make improved
conclusions.

Instead of being map oriented, Surveyl23 works with
forms (or surveys), that are often used to collect data for
numerous disciplines. Surveys from easy to sophisticated are
authored with Survey123 and then shared in ArcGIS [4]. With

=

Ask Questions

(Design & Publish)

Get Answers

(Collect Data)

Vol. 9, No. 9, 2018

the help of Surveyl23 mobile app, teams in the field can
collect survey results with their smartphones and tablets.
Surveys can also be completed and submitted in a web
browser [4].

Data captured is instantly obtainable for analysis in
ArcGIS to assist you and your organization make improved
adoptions. Surveyl23 is a multipurpose data gathering
solution already popular with users in public health, public
works, education, disaster response, resource management and
humanitarian agencies [4].

From that online survey, we identified their regional
background as well as collected the information and location
of their institutes in form of x and y coordinates. After
collecting the data through this tool, pilot study approach used
to retrieve the refined form of data. Pilot study can be defined
as preliminary study that leads toward main study. It is useful
to evaluate the time, cost and feasibility [5]. It is convenient
for researcher to evaluate different factors in pilot study so
that main study become more refine and error free. Pilot study
can be defined as primarily study, which is used to investigate
whether crucial components of main study are feasible or not
[5]. A pilot study is a standard scientific tool for ‘'soft'
research, permitting scientists to conduct an initial
examination before committing to a full-blown experiment or
study [6].

Collected data had many irrelevant information and some
sort of missing information. After removing irrelevant and
missed information, data shown and visualize in ArcMap after
refinement. Fig 2 shown the detailed methodology for the
study. Section 4 presents the results and discussion.

Make Decisions

=D (View & Analyse)

i

s

&

Fig. 1. 1-2-3 Simple Process for Survey 123 for ArcGIS [4].
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52 participants filled the survey correctly and provided all

Data Collection he information correctly in all manners. 30 users participated
(from Students through from District Gurjat, 19 from District Gujranwala, 1 from
Survey) Azad Jamu Kashmir, 1 from Karachi and 1 from Swabi. From

the results of survey, we can say that 49 participants

participated from Gujranwala Division. There are 21 females

and 31 males and there are 7 professionals and 45 student out

of 52, filled the survey.

Data Pre-Processing

(Processing & 47 participants provided the coordinates of their institutes

Removing Irrelevant located in Gujranwala Division, 2 participants marked the
Data) location of their institutes in Lahore, 1 participant mark in
Islamabad and remaining 2 marked their location of institutes
in Mardan and Karachi respectively. Fig 4, 5, 6, 7, and 8

shown the marked location of above-mentioned results.

Results Based on Data
Processing

!

Spatial Mapping N ///
(Students & Locations) Y
e
o
Fig. 2. Detailed Flow Chart of Methodology. _avers '
[ ] PAK_adm2

IV. RESULTS AND DISCUSSIONS

Initially 113 users filled the online survey available online.
Data of 61 users was not complete even they did not provide
the information of their institutes as well as their coordinates.
Some users provided wrong information related to their Fig. 4. Marked Location of Institutes Located in Gujranwala Division.
institutes and coordinates. It was quite difficult to identify
wrong information and it was not an easy task. Shape file of
Pakistan downloaded from a website [7] and refined data

@ Location Based Educational Data - Copy.csv Events

displayed on it in form of .csv. The shape file also have all the s
coordinates of data that collected through survey. Fig 3 shown 4 5 = -
. - 3 ‘\:’,
the spatial mapping of collected data results. ¢ ,,-} 5'}:%%
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Fig. 3. Spatial Mapping of Collected Data Results. Fig. 5. Marked Location of Institutes Located in Lahore.
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Fig. 6. Marked Location of Institutes Located in Islamabad.

[ ]PAK_adm2

@ Location Based Educational Data - Copy.csv Events

Fig. 7. Marked Location of Institutes Located in Mardan.
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Fig. 8. Marked Location of Institutes Located in Karachi.
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Qualification of

Participants
graduate  intermediate  masters

Fig. 9. Qualification Level of Participants.

The major subjects of 20 participants was computing, 15
participants belonged to medical study, 10 participants

belonged

to engineering study and rest 5 participants and 2

participants belonged to business and arts study respectively.
Fig 10 shown the major subjects of participants.

25
20
15
10

Major Subjects

Fig. 10. Major Subjects of Participants.

The 29 participants provided the information that they
were interested in the current subjects, 10 participants selected
the subjects due to demand of the subjects, 8 participants
selected their subjects due to influenced by someone and rest
of 5 participants selected their subjects due to growth rate of
that subject was increasing. Fig 11 shown the reason for
selecting the field of study.

The qualification level of 25 participants were graduation,
18 participants had background of intermediate level and rest
of 9 had the qualification level of master. Fig 9 shown the

qualification level of participants.

Reason for Selecting
Field of Study
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& & & &
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Fig. 11. Reason for Selecting of Field of Study by Participants.
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Do you think field of
study is influenced
by area or region?

o
s

Fig. 12. Field of Study Influenced by Area or Region.

Do you feel that field
of study is
compromised due...

Hno

5

Fig. 13. Unavailability of Degree Programs in Local Institutes.

The question “Do you think field of study is influenced by
area or region?” was asked in the survey. The 94%
participants answered yes and only 6% answered no of that
question. Fig 12 shown the percentage result of question
answered by the participants.

The question “Do you feel that field of study is
compromised due to unavailability of degree programs in local
institutes?” was asked in the survey. The 71% participants
answered the question as yes and 29% participants answered
no of that question. Fig 13 shown the percentage result of
asked question by the participants.

Our research problem was to identify the geographical
region-based availability and acceptance of certain
domain/subjects/fields. This study guided us that there are
some key factors that cause both geographical region and
individual to opt or adopt any field”. We have mentioned
some of those key factors that have influence on individual to
adopt any field regarding to their studies.

V. CONCLUSION AND DISCUSSIONS

This study proves that the geospatial technologies can be
effectively and efficiently used to identify the key factors that
cause both geographical region and individual to opt or adopt
a specific subject. We had used some simple and effective
techniques to collect the data and after processing we were
able to find the factors that effects the region based facilities
and unavailability of resources. Form the survey, we analyzed

Vol. 9, No. 9, 2018

that 71% participants compromised on their study due to
unavailability of resources. Some of them moved to other
cities and some adopted the subject due to demand, growth
rate or influenced by someone. Some of them compromised
due to unavailability of subject of interest in local institute and
select or opt a subject that have better growth rate or demand
in the market, so they join local institutes.

VI. LIMITATIONS AND FUTURE WORK

There are few limitations associated with this study that
need to be addressed and improved. We faced some
difficulties during conducting of this study. The main problem
was incomplete information from participants. Mostly
participants did not provide all the asked information and due
to missed information we decided to conducted pilot study on
remain data. In future, we will conduct main study using this
pilot study and will find out more constraints. We will also
conduct this study based on some factors like co-education,
marks in previous degree and level of satisfaction of users
after adapting the subjects or filed.
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Abstract—This study focus on the implementation of expiry
date detection for medicine using RFID in the health care
industry. The motivation for doing this research is the process of
searching for the expired medicine is a time consuming and lack
of security features included in current NFC implementation.
Therefore, the objective of this research is to study the RFID
technology used for detecting medicine expiry product and to
develop a new system that integrated NFC with authentication
feature. Moreover, the problem of current data management for
medicine still using manual or barcode system that lead to
inconsistency, easy duplication and human error. Here, the NFC
is chosen, due to smaller distance of signal coverage, since less
interference and the time spending for sniffing activity by the
hacker can be reduced. The system is developed using C#,
SQLite, Visual Studio, NFC Tag and NFC reader (ACR122U-
A9). Experiments have shown that the proposed system has
produced medicine expiry date system and only authorized
person in charge can monitor the medicine. The impact of the
proposed system produces safer, greener and easier environment
for better medicine data management. The significance of this
study gives a medicine expiry date detection system for health
care.

Keywords—Expiry  date  notification;  Radio-Frequency
Identification (RFID); Near-Field Communication (NFC); internet
of things insider threats; health care

I.  INTRODUCTION

Radio-Frequency Identification (RFID) has been
introduced to improve the supply chain process and increase
the productivity in various fields. The importance of RFID
gives a better solution in terms of lightweight device and
remote detection to the industry since it is a small electronic
device, that consist of a small chip and an antenna. In fact,
RFID increases traceability of product through assembly line
or warehouses which provides a unique identifier for an object
based on magnetic circuit that must be scanned to get the
information. However, current RFID based systems have no

A Special thanks to Malaysia Research Assessment (MYRA) and
Universiti Teknikal Malaysia Melaka (UTeM) for giving a sponsor.

data privacy features and there is some limitation to access the
RFID devices. Assuming a person has the same radar, they
might have access to receive all the data capture and there is a
limitation in the frequency length which makes the connection
slow. Therefore, the proposed tracking system with security
features is developed by using RFID. Nevertheless, a short-
range frequency of RFID is used for the prototype development
due to its small coverage of data signal that permits data
transmission within the respective distance. In fact, the use of
short-range frequency features is to prevent the interference in
frequencies which another RFID reader captures information
from another RFID reader data of a product or values due to its
characteristics of long distance range. On the other hand, most
of the manufacturer still using manual operations, such as
Barcode, QR code [1] and RFID [2]. In the field of
Information Security, access control is one of the method to
protect or control the systems and infrastructure for physical
security implementation such as accessing the building or
premises, monitoring and surveillance systems and physical
access infrastructure for instance door and window. Thus, in
the access control method consists of smart card, biometrics,
bar code, QR code and RFID. Each of these technology has its
own specialty and limitation. The NFC is a short range type of
RFID that provide a smaller distance of frequency coverage
and performs basic tasks of scanning and tagging. The
theoretical taxonomy of the existing systems is illustrated as in
Figure 1 and explained in sections of A, B, C and D.

Acces
Control
Smar i i RFID
Bar l Biometrics I QR l l
Code t Code
Card NFC
. ; Authentic
Tagging Tracklng Sl

Fig. 1. Taxonomy of Theoretical in Access Control.
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A. Barcode

The barcode system is available in various fields for
example healthcare, transportation, manufacturing and retail
stores. In fact, the barcode is useful for users to keep track of
inventory easily which can make time spent doing inventory
checks are minimized and at the same time reduces rates of
human error [3].

In medical industry is not the only industry that uses
barcodes. Other industry that using barcode includes food,
transportation, manufacturing and industrial [4]. A bar code
(often seen as a single word, barcode) is the small image of
lines (bars) and spaces that is affixed to retail store items,
identification cards, and postal mail to identify a particular
product number, person, or location. The code uses a sequence
of vertical bars and spaces to represent numbers and other
symbols. A bar code symbol typically consists of five parts: a
quiet zone, a start character, data characters (including an
optional check character), a stop character, and another quiet
zone as shown in Figure 2.

By using barcode scanners, it helps users to keep track of
inventory easily which can shorten the time of work as well as
reduces rates of human error. Furthermore, some of the
features can allow users to set up alerts for items that are out of
stock so orders can be filled promptly [6].

The disadvantages of barcode scanners are it needs a direct
line of sight and need to close to the barcode for doing scan or
read. Besides that, barcodes have no read or write capabilities.
In fact, barcodes have a weak security element as they can be
more easily reproduced or forged, it can easily damage which
means if a barcode is ripped or damaged there is no way to
scan the product. Although barcode scanner is cheaper, but in
the long run it requires a lot of money for manually entering
information into the system that must be scanned continuously
from one product to another till to the end of line.

On the other hand, Quick Response code (QR code) is a
two-dimensional barcode that can be read via QR barcode
reader or camera and is able to transmit data both in vertical
and horizontal track, which is why it is named a 2D barcode.
The most significant objective of using QR code is the
traceability or monitoring the system [1]. As stated by [4], one
of the advantages of the QR Code is that it eliminates the need
to type WEB addresses which it is only necessary to launch the
application and point the cell phone at a QR Code for the
additional content to be displayed in the reader or Web
browser.

Iﬁ?ﬂﬁﬂon Encoding Displaying Capturinz
Decoded ) Quality o
Data Decoding Enhancsment Localization

Fig. 2. Barcode Process Diagram [5].
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Fig. 3. Left is the Correct Version, Right is the Spammed [8].

However, QR code has a problem that can easily duplicate
and manipulate the accurate data, the physical spaces are the
most vulnerable to spamming pointing to unsolicited content
over the internet [7]. However, the first kind malicious detected
by Kaspersky lab which is the attack method used in the QR
code was that when a user scans the code, he is directed
towards a website and then a malicious file downloads in the
user’s device without the knowledge of the user [8]. Figure 3
shows how file is modified without being noticed by a user.

B. Radio-Frequency Identification (FRID)

RFID consist of a tag attached to a product which classifies
and tracks the product via radio waves. Besides, tags can carry
up to 2000 bytes of records per second. The basic components
of an RFID system are a tag, scanner, antenna, writer, control
equipment and software [9]. RFID able to capture any added
information such as expiry date but RFID contains a limitation
space to store information especially about the manufacturer
and product.

However, RFID is highly used instead of barcode because
it cannot be easily duplicated based on circuit based chip,
which represents unique identification number and address [2].
For example, an Italian Food Company Barilla had launched an
RFID-enabled product which exploring the use of both passive
and active radio frequency identification technology to help
track ingredients at the same time maintaining the quality and
food safety [10], which the topology of RFID block diagram is
illustrates in Figure 4. In fact, RFID technology can avoid or
decrease sources of errors, decrease of labor costs and the
saving of inventory inaccuracies. [11]. Moreover, the use of
RFID prevents sniffing or Eavesdropping, Spoofing, Cloning,
Replay, Relay and Denial of Service Attacks are some of the
security threats [12].

Radio

Communicatio.

<«—» RFID Tag

J<—> RFID Reader
a

Application Digital
Software  Communication

(@)

T RF Detector
RF v

Transceiver

A

Antenna

t— Control Section

(b)

Fig. 4. RFID Reader Block Diagram [10].
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However, most organizations control the supplies
movement, effective inventory management and maintain
productivity, demand higher safety and security checks
monitoring [13]. Since the messages are transmitted by using
radio waves, RFID systems and protocols are still directly
using the real tags’ identity, thus, for these reasons, RFID users
can be affected by broadcasting the content of the RFID tags
because any malicious RFID reader can track the location or
obtain the identification and private information [14].

Based on previous studies [15] discussed on the security as
the main problem in RFID system since the communication
between RFID components is wireless which is still demand a
better solution for authentication and detection. Furthermore,
RFID is lack of authentication feature of security [16] and
vulnerabilities have been found in RFID tagging phase [17],
which lead to Man-in-the-middle attack.

A major criticism work in [18] explains that most
companies are protecting critical products or items and
supplies moving, manage inventory level effectively, maintain
productivity, improve safety and security, in order to confirm
or agreed requirements and keep emergency transport costs in
check. This inconsistency may be due to improve inventory
organization at the retail store and together with the supply
chain. However, Sun [19] points out that the prime asset for an
inventory system is an automatic identification technology
system. One of the best examples is the Auto-ID based on
RFID technology. This asset is on behalf of two reasons. First,
the perceptibility provided by this technology allows a precise
information of inventory level by removing the difference
between inventory record and physical inventory. Second,
RFID technology can avoid or decrease sources of errors. A
reasonable approach to tackle this issue could be to decrease of
labor costs, the popularization of business processes and the
saving of inventory inaccuracies.

It seems that a change of high social concern and high
contribution services such as services with banks as opposite to
groceries stores [20] have more impact on user’s privacy issues
when they use QR codes to access the business web sites.
Moreover, results suggest that privacy issues when using QR
code and [21] describes sniffing or Eavesdropping, Spoofing,
Cloning, Replay, Relay and Denial of Service Attacks are some
of the security threats to RFID technology. One possible
methods being used as countermeasures to the security threats
presented against RFID technology.

Park and Lee [22] holds the view that there are many kind
of authentication technologies that are developed to protect
personal information. However, if the NFC-based services are
being used widely, the efficiency and payment information
protection of these technologies must be ensured. Initial
observations suggest that there may be a link between
protection of a user and service provider in NFC-based.
Algarni finds an accurate authentication protocols between the
tag and the back-end server is the crucial issue [23]. Since the
messages are transmitted by using radio waves through the air
in RFID systems and those protocols are still directly using the
real tags’ identity such as tag identifier and secret key in the
authentication phase. For these reasons, RFID users can be
affected by broadcasting the content of their RFID tags because
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any malicious RFID reader can track their location or obtain
their identification and private information. The data reported
here appear to support the assumption that solving RFID
authentication issues that go a long way to persuade people that
using these tags are not expose their secret data.

Recent research [24] has suggest that there are many types
of applications that can be run using NFC technology. The fact
that the lower layer of NFC includes no communication
security primitives makes this technology exposed to a wide
range of vulnerabilities and attacks. A possible explanation for
this might be that NFC security issues.

However, previous method suffers from serious drawbacks
and time taken for the valuable information is extracted from
the RFID data that is too long [25]. Meanwhile, the object
moves within the distance of a RFID reader, it reads the tag
attached on that object. It seems possible that these results are
due to reading the same tag so the duplicated data or
information has been generated. In fact, based on survey
conducted [26], respondents agree that human interactions with
smart devices makes people feel more confident as the
technology becomes an inseparable part of human life.

C. Near Field Communication (NFC)

The technology involved is deceptively simple: evolved
from radio frequency identification (RFID), an NFC chip
operates as one part of a wireless link. Once the NFC chip is
activated by another chip, small amounts of data between the
two devices can be transferred when held a few centimeters
from each other during recent years. Mobile phones with NFC
enabled has become widely used and most common itinerant
computing devices, playing an important role socially,
emotionally and recreationally. The innovations in
communication networks particularly in mobile phones
technology have made it prone for a broad range of
applications. Thus, Near Field Communication (NFC) service,
as one of the most recent technologies in telecommunication
area, is going to be developed around the world through
transformation from initial testing to full scale deployment. In
fact, Near Field Communication (NFC) is a type of passive
13.56 MHz RFID technology that enables short-range wireless
data transmissions at 4 centimeters (1.6 inches) or less [27] and
it lets consumers use NFC enabled mobile devices to interact
with RFID tags or other NFC-enabled devices and products.

The number of applications in which NFC technology is
widely used including application which is new secure system
should be proposed for managing security in complex mobile
and variable conditions such as secure payment tools, access
management and retailing industry among others. Keeping
smartphone secure is a very fundamental nonetheless, to ensure
security for the valuable data that may be found stored in the
hand phone is another issue. Users would dislike to waste even
a few more seconds of their time to unlock a phone, however,
the entire process produce a lot easier with the introduction of
technologies like NFC, which faster data transmission and
better accessibility with the security feature and based on the
standards of communication.

The focus of this research is general security specifications,
which should serve as guidelines that cover most of the basic
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security requirements within the system [28]. Starting with the
initial connection to the system, which is done via NFC, the
user is required to provide an identity for optimal protection.
As a user taps his or her smartphone next to the tag, then the
reader captures that tag’s unique ID number [29] which is
prompting the phone to access webpage. Although this
technology is increasingly becoming main stream, there are
issues that need to be addressed mainly regarding on security
concerns with Secure Element (SE) personalization,
management, ownership and architecture that can be useable
by attackers to interval the alteration of NFC within societies.
Figure 5 illustrates how the attacker captured data from access
control reader through the use of the card emulator in a specific
distance. On the hand, hacker injects the malicious codes to the
NFC reader to obtain crucial information at the receiver or
sender sides yet depending on the frequency range of the NFC
device and features available in the hardware and firmware.

In order to protect the NFC device, a lightweight
authentication method and a secure way need to be developed
in response to these attacks. Thus, adding an authentication
element to the NFC provide a better security solution to the
user.

The motivation to implement authentication in NFC also
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combination of authentication feature in the NFC contributes a
better protection for data management. Figure 6 illustrated
Jung case diagram of solution.

Therefore, the proposed study is to develop a system of
NFC implementation with authentication for medicine data
management using cryptography, named as Crypt-Tag
Medicine Data Management. The methodology of the proposed
system is explained in section Il. Moreover, section Ill
illustrates the results and discussion and section IV concludes
the study.

((5) ‘
A = Orignal access control card
B = Malicious NFC reader

C = Attacker uses card emulator
D = Access control reader

inspired by the study done by Jung [30] that stated that with the Fig.5. NFC Attack.
| Maobile Reader Third Party
i 3
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Fig. 6. Case Diagram for Authentication in NFC [30].
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Il. METHODOLOGY

The implementation of the Crypt-Tag Medicine Data
Management system is using waterfall model as shown in
Figure 7 that consists of six phases.

A. Project Planning and Feasibility Study

In phase 1, the purpose of the project planning and
feasibility study needs to gather all information and
requirement such as to determine the objectives, to identify the
current technology used in health care and to find the suitable
software and hardware to be used in the execution of the
project. In this phase, research needs to include the
implementation idea that involves NFC, how it works and the
system requirement to fulfil the study needs.

Project Planning,
Feasibility Study
—

Identify and Analyse
> Problem

Purpose Network
v Design

Implementation l

Testing

Maintenance

Fig. 7. Waterfall Model Life Cycle.

B. Identify and Analyze Problem

In phase 2, identify and analyze problem is a process to
collect data, to identify the problem and to recommend
suggestions in improving the existing system. This phase
involves gathering data, finding solution for overcome the
limitation of the current system and identify the target users in
developing NFC technology. The main objective of this phase
is to find out the solution on what, who, when and how the
system been and there is a certain technique used to gather data
about this study.

C. Propose Network Design

In phase 3, a new system for the proposed network is
designed based on the requirement and analysis such as
architecture design, software and hardware selection.
Moreover, the user interface for authentication is designed at
the beginning of the system using AES cryptography and
integrates with the NFC Tag development that called as Crypt-
Tag. The AES algorithm is encoded into the authentication
system using C# and generates the password into encrypted
version. The encrypted password is represented in a series of
hexadecimal numbers and alphabets which hacker or intruder
is unable to read the real password. The outcome of the
proposed system shows that Justin’s password is
bac363ad53eel as shown in Figure 14, which is not his real
password.
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RFEID reader RFID tag

0

Computer
conmmunication network

Fig. 8. Proposed Network Design Architecture of Proposed System.

This new design shows the solution to the current network
design problem that the existing system of NFC do not has the
authentication and cryptography encoded with. All
information regarding NFC and detection system are needed to
be analyzed in this phase which includes interfaces, NFC
reader and NFC tag. The architecture of the network design is
created as in Figure 8.

D. Implementation

Phase 4 shows the installation and configuration of the
system development using NFC conducted in the real
environment. The hardware and software are required to fully
execute the system; and the database with security is setup.
This system is using C# for interfaces and SQLite for the

database. Sample of system development is provided as in
Figure 9.
private void staff_id_TextChanged(object sender, TextChangediventargs e)
¢ SQLiteConnection sqliteCon = new SQLiteConnection(dbConnectionString);
try

sqliteCon.Open();

string Query = "select ¥ from staff where
SQLiteCommand createCommand = new SQLiteC
nd . ExecuteNonQuery();

cader dr = createCommand. ExecuteReader();

and(Query, sqliteCon);

while (dr.Read())
{

string sstaffname = dr.GetString(l);
string sphonenumber = dr.GetString(2);
string semail = dr.GetString(3);
string ssusername = dr.GetString(4);
string sspassword = dr.GetString(5);

staffname.Text = sstaffname;
phonenumber.Text = sphonenumber;
email.Text = semail;
susername.Text = ssusername;
spassword.Password » sspassword;

}

sqliteCon.Close();
}

catch (Fxception ex)

{
¥

essageBox. Show(ex.Message) ;

Fig. 9. Data Retrieval from Database.
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E. Testing

In phase 5, unit testing, integration testing, system testing
and user acceptance testing are conducted to ensure the system
working well. All units developed in the implementation phase
are integrated into a system after being tested by each unit to
ensure the system is working completely.

F. Maintenance

In phase 6, researchers need to ensure the requirement
statements are fulfilled. This phase dealing with any changes
that needed to be done. All recorded data are collected and with
the collected results, to determine the effectiveness of the
research application. The hardware and software is set up as
shown in Figure 10.

NFCReader

Tap NF(MA
to NFC reader

Connect NN
reader to laptop
and display results A
Save and retrieve
data from database

N

Database

Fig. 10. Hardware and Software Setup of the Proposed System.

I1l. RESULTS AND DISCUSSION

In this paper, two experiments were conducted during the
proposed system development, which is the (a) authentication
and (b) detection of medical staff who in charge of the
medicine data and medicine records. The first experiment is to
develop the authentication feature with AES algorithm,
meanwhile the second experiment is to integrate the NFC-Tag
Staff Data Management System with authentication.

Figure 11 illustrates the introduction page and Figure 12
shows the authentication using NFC Tag that is scanned by the
NFC Reader to access to the proposed system. For this study,
user need to click at the “Log in with ID” button for the
number from the NFC Tag to display the ID number of the
NFC Tag. A user need to key in username and password at the
log in page. If the authentication is successful and access is
granted, as shown in Figure 13, then only the user able to get to
the Crypt-Tag Data Management Page, shown in the main page
at Figure 14. If the user is an administrator, then the
administrator needs to register to the medical staff who is
currently working in the department to avoid misconduct of
theft activities in the organization.
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. LOGIN
| WITHID

Fig. 12. Authentication using Crypt-Tag for Admin and User.

(x FED Login Admin - o ES
D 047622
Username admin
Passward | ........ J
e Username and password is correct
Bxit

Fig. 13. Administrator Authentication.

The registration of medical staff is done by tapping the
staff’s identification card (ID) at the NFC Reader and key in
the details of the employee; and click the button “Save” to
store information into the database as shown in Figure 15. The
admin could click the “Exit” button to end the session.

Fig. 14. Crypt-Tag Data Management Page.
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=1 - |

STAFF REGISTRATION FORM

USERNAME PASSWORD POSITION NFCID
PASS123 ADMIN
Justin bac363ad53ee1 STAFF 04730422 Justin

STAFF PASS123 ADMIN 04d50422

STAFFNAME

Fig. 15. Integration of NFC Tag Staff Information with Database.

The result indicates that, the staff who has logged-in to the
proposed system using his ID (by tapping his ID at the NFC
Reader) was Justin. Then, as the NFC Tag of the product is
tapped at the NFC Reader, the expiry date and remaining days
of the medicine is listed.

Based on our findings, staff can print expired or not expired
data, which this process does not only display the item
information but also the name of the staff who access the
expiry date about the medicine from the proposed system. For
future development, the name of the staff no need to be
displayed only the medicine name is important.

Another finding that has been encountered is the user
interface of this proposed system displayed the process data
from receiving and retrieving, which are the list of items tag
information with time remaining and current medicine status.
This can be improved with an automatically read and save data
in database or cloud-based database, which allow the system to
be faster and convenience system.

The current system tends to get data leak from several
sources such as human being and social media. For example,
intruder finds the vulnerability to achieve his or her goal to do
malicious activities such as explore or public personnel
confidential data or information.

The unauthenticated person easily gain access to an
operational process in an organization. For example, attacks
will use social engineering such as tailgating or piggybacked to
retrieve certain data.

In addition, the current devices used were no security
features implemented on it. In fact, there is a lack of security
element especially to identify the person who obtain medicine
information due to the current devise that not apply encryption
technology. Thus, the data or information an easily to achieve
by an attacker.

The advantage of this proposed system is it integrates
authentication to the proposed system. The authentication
features reduce the time taken for sniffing activity by the
hacker and able to delay the hacking process before the
administrator able to be notified by the system.

IV. CONCLUSION

In this paper, the implementation of an expiry date
detection using RFID that is NFC (short range) in health care
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industry. The combination of NFC with medicine data
management, helps the health care industry to be more
effective and efficient in management. The experimental
results have shown the development of authentication and the
detection of medicine expiry date. Nevertheless, the proposed
system needs to be improved to have a smooth execution,
which the information from the NFC Tag appeared instantly
without clicking at the “Get Staff ID” button. In future, our
proposed system should be able to execute better and able to be
applied in other industries that are aligned with the Industrial
Revolution.

The future implementation is to automatically get UID tag
and save to database. The NFC reader should be able to
automatically read NFC tag once the tag is tap to the reader.
Suggestion for future work, once the NFC tag is detected by
NFC reader, the data will be automatically read and save in the
database. For future work, once staff login, they only need to
tap medical tag to get data and their name are automatically
saved in report. Every user can change their own password. In
this project, staff is given a default password which based on
their UID and they cannot change it. Suggestion of future
work, all staffs can be able to change their own password
which make the system more interactive. The system should be
able to use cloud or wireless which make it easier to be used by
all the user.
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Abstract—This paper introduces a case study that involves
data leakage in a bank applying the so-called Thinging Machine
(TM) model. The aim is twofold: (1) Presenting a systematic
conceptual framework for the leakage problem that provides a
foundation for the description and design of a data leakage
system. (2) The aim in (1) is developed in the context of
experimentation with the TM as a new methodology in modeling.
The TM model is based on slicing the domain of interest (a part
of the world) to reveal data leakage. The bank case study
concentrates on leakage during internal operations of the bank.
The leakage spots are exposed through surveying data territory
throughout the bank. All streams of information flow are
identified, thus points of possible leakage can be traced with
appropriate evidence. The modeling of flow may uncover
possible hidden points of leakage and provide a base for a
comprehensive information flow policy. We conclude that a TM
based on the Heideggerian notion of thinging can serve as a
foundation for early stages of software development and as an
alternative approach to the dominant object-orientation
paradigm.

Keywords—Thinging; bank system; abstract machine;
software development cycle; heidegger

. INTRODUCTION

In software engineering, models have a central role in
achieving a high level of reliability in the design, development,
and deployment of systems. Specifically, in this context, we
are interested in utilizing a conceptual model, the Thinging
Machine (TM); reviewed in the next section), for the
specification of the early phase of the life cycle of development
in software systems. Without loss of generality, we focus on
the problem of leakage of data. Accordingly, our aim is
twofold:

1) Presenting a systematic conceptual framework for the
leakage problem that provides a foundation for the description
and design of a data leakage system. The framework is applied
to an actual bank system.

2) The aim in (1) is developed in the context of
experimentation with TM as a new methodology in modeling
side by side with other methodologies such as object
orientation. We will discuss the justification for pursuing such
a venture later in this section.

A. Background about Information Leakage

Information or data (the terms are used interchangeably)
leakage has a major impact on the business of many
organizations today because valuable data are at risk of loss
and possible exposure. The risks include loss of revenue and

Mahmoud BehBehani

Information Technology Department
Boubyan Bank
Kuwait

loss of credibility with customers, shareholders, or society.
“Data leakage poses serious threats to organizations, including
significant reputational damage and financial losses” [1]. The
volume of data leakage has surpassed all expectations, mostly
due to processing approaches where enterprises now centrally
collect data, instead of keeping data details in various branches,
thus maximizing big data benefits. [2].

According to [3], information leakage represents one of
“the most common, but misunderstood, security risks faced by
business and government alike.” Firewalls, intrusion detection
tools, and intrusion prevention mechanisms are deployed—
“yet, the perception of the secure perimeter may be at odds
with reality” [3]. “Despite a plethora of research efforts on
safeguarding sensitive information from being leaked, it
remains an active research problem” [1]. According to
Lachniet [4], it is difficult to identify the requirements for data
loss prevention, as well as “to whom and how they apply, and
how to address them in a cost effective manner.”

The 2017 Global Data Leakage Report [5], which is based
on public information, includes the following data:

e The number of leaks increased by 37%.
e 60.5% of intruders were internal.
e 50.3% of violators were employees.

Information leakage is also a major concern to asset
managers. In a recent survey, 35% of respondents claimed that
information leakage represents the majority of their transaction
costs. “Unfortunately, information leakage is hard to measure
and harder to attribute to specific venues and behaviors” [6]. It
is reported that 63% of the grayware (potentially unwanted
programs that are not malicious and not viruses) applications in
2017 leaked phone numbers and 37% revealed the physical
locations of phones [7].

Information leakage is a type of system vulnerability where
sensitive data is released and such data can be useful for
attackers to breach system security. A sample case of the
problem is shown in the following scenario.

In many cases, the broker receiving the order is not the
same broker who goes on to execute it on the chosen venue(s).
As the originating broker, you give up control as soon as you
pass an order on to another broker for execution. You do not
necessarily know the route your client’s order is taking, or how
many other parties might get sight of that order—and how
much information about that order leaks out—before it
eventually hits the market. [8]
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Another sample of information leakage involves printing
devices. It was found that when a new printer was installed
with large internal hard drives, accessible via IP, it retained
information after printing jobs were completed, but it was not
at all secure [3]. Leakage of information may not necessarily
involve “loss” in the sense of depriving a victim from such a
resource.

A third example is a 2009 case reported in the newspapers
as follows. A member of parliament in Kuwait claimed he was
in possession of hard evidence of financial irregularities by the
prime minister. The lawmaker produced a $700,000 check
signed by the prime minister favoring a former MP. The MP
demanded to know the reason for handing the check to the
lawmaker, insinuating possibilities of corruption. The prime
minister’s lawyer said he would file lawsuits against the MP
for breaching bank confidentiality laws. The bank has also said
it would file lawsuits against the MP and any employee who
was involved in giving him a copy of the check.

Data leakage can happen because of internal and external
breaches, either intentionally or inadvertently. It is reported
that internal employees account for 43% of corporate data
leakage, and half of these leaks are accidental [9]. “Accidental
leaks mainly result from unintentional activities due to poor
business process such as failure to apply appropriate
preventative technologies and security policies, or employee
oversight” [1].

Data leak prevention is the process of monitoring sensitive
information, enforcing data handling policies, and assessing
incidents of leakage. It is a strategy to ensure that such
information does not reach the wrong hands during internal
operations of an enterprise, either during communication
outside it. The case study in this paper focuses on the former
type of leakage.

Data leak prevention also refers to the use of technology
products that assist in controlling the transferred data.
According to Lachniet [4], “we must be concerned about
controlling our sensitive data throughout its entire life-cycle
(from creation to destruction).” Current approaches to data leak
prevention systems are designed as risk reduction tools for
specific  hardware/software systems. Hardware/software
platforms are installed on network links to analyze traffic for
unauthorized transmissions, and they run on end-user servers
that monitor data flow between users.

Many technical methods are used for leakage in enterprises
[10]. For example, in relational databases, access behaviors are
modelled in order to identify intrusions and detect data
breaches [11]. Security data policies and traffic inspection can
be utilized to protect sensitive information in communication
and storage [12]. A typical tool used to handle data leakage is
watermarking, where a unique code is implanted in the
information container. Watermarks may require some
alteration of the data and can sometimes destroy data.
Moreover, the distributer (original owner) may have partners or
may outsource where the data requires being shared [13].

B. Aim and Approach with Regard to Information Leakage

We study the prospect that data has leaked along several
points of the flow path, and we propose a flow-based model
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that facilitates the identification of leakages. The aim is to
identify and monitor unintentional or deliberate disclosure of
information in order to take appropriate steps to prevent any
leak in enterprise environment.

In our proposed system, all streams of information flow are
identified, thus pointing to potential leakages that can be traced
with appropriate evidence. This modeling of flow may uncover
possible hidden points of leakage and provide a base for a
comprehensive information flow policy. For example, it can be
used to draw the specification of the privileges of
administrators and employees and the internal information flow
among them.

C. Aim with Regard to Exploring a New Modeling
Methodology

As mentioned previously, presenting a systematic
conceptual framework for the data leakage problem is
developed in the context of experimentation with a TM as a
new methodology in modeling, alongside other methodologies
such as object orientation. Many researchers have extended the
use of object-oriented software design languages such as UML
in order to apply them at the conceptual level (e.g., [14]).
Although the huge development efforts and time that have been
invested in UML and object-orientation-based studies, tools
and mechanisms are marvelous achievements, this ought not be
considered as the final word and should not discourage new
research such as TM that points in other directions or may
enrich the object-oriented paradigm itself.

The TM model is a diagrammatic language that is founded
on slicing the domain of interest (a part of the world) to “bring
out” things so that we can perceive them (nearness [15])
through thinging (presencing [15]) and describes how these
things behave. According to Malafouris [16], humans evolve
by creating new things, which in turn transform the ways we
sense the world. “This applies to the modern forager of digital
information as it applies to the Paleolithic hunter-gatherer and
tool-maker” [16].

The notion of a thing and thinging in general plays an
important role in modeling, contending with the salience of the
widely acclaimed significance of the word object, the term
currently in vogue among most software engineers. Heidegger
[15] analyzed what makes a thing different from an object; a
thing is self-sustained, self-supporting, or independent
something that stands on its own. The condition of being self-
supporting transpires by means of producing the thing. On the
other hand, objects are things locked into their final forms,
closed in upon themselves: “It is as though they had turned
their backs on us” [17]. Ingold [17] described the difference:

Using a square of paper, matchstick bamboo, ribbon, tape,
glue and twine, it is easy to make a kite. Indoors, we were
assembling an object. [In] a field outside, they suddenly leaped
into action, twirling, spinning, nose-diving, and—just
occasionally—flying. The kite that had lain lifeless on the table
indoors had become a kite-in-the-air. It was no longer an
object, if indeed it ever was, but a thing. As the thing exists in
its thinging, so the kite-in-the-air exists in its flying. [17]

TM takes thinging as a basic conceptualization notion. TM
modeling consists of an arrangement of machines, wherein

102|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

each thing has its unique stream of flow. TM modeling puts
together all of the things/machines required to assemble a
system (a grand machine). Accordingly, an additional aim of
this paper is to explore the TM model capabilities in
developing the notion of information leakage.

In the next section, we present a review of the TM model
(also called the Flow thing model) as it is introduced in several
publications [18-24]. The example in the section is a new
contribution. Section 3 focuses on our case study of a bank as a
thing. Applying TM to data leakage is the topic of section 4.

Il.  THINGING MACHINE

According to Richard [25], diagramming is a thinking tool
that transforms abstract issues into intelligible and actionable
forms. TM modelling utilizes an abstract thinging machine
(hereafter, machine) with five stages of thinging as shown
diagrammatically in Fig. 1. A thing things; that is, a thing
creates, processes, receives, releases, and transfers things. A
machine that handles things is itself a thing that is handled by
other machines, as illustrated in Fig. 2 (left). Fig. 2 (right)
shows the snake as a machine that processes a frog and
simultaneously as a thing that flows to an owl. The TM model
is a grand thing/machine that forms the thinging of a system.
Thinging here refers to the creation, processing, receiving,
releasing, and/or transferring of the system (grand machine) or
any of its submachines.

—>
Create
Transfer
Release _‘Output Input | Transfe

v

—

Process T \ 4

Fig. 1. Thinging Machine

| Receive

Accordingly, a thing is a machine that manifests itself in
the stages of creation, processing, receiving, releasing, and/or
transferring, as shown in Fig. 1. The stages in the machine can
be briefly described as follows.

Arrive: A thing flows to a new machine (e.g., packets
arrive at a buffer in a router).

Accept: A thing enters a flow machine; for simplification
purposes, we assume that all arriving things are accepted;
hence, we can combine arrive and accept as the receiving
stage.

Release: A thing is marked as ready to be transferred
outside the machine (e.g., in an airport, passengers wait to
board after passport clearance).

Process (change): A thing changes its form, but not its
“identity” (e.g., a number changes from binary to
hexadecimal).

Create: A new thing is born in a machine (e.g., a logic
deduction system deduces a conclusion).

Transfer: A thing is input or output in/out of a machine.
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TM includes one additional notation—triggering (denoted
by dashed arrow)—that initiates a flow from one machine to
another.

iy achine owl

%ﬂ\ﬂ_@chine

\ Snake machine
/f:

<Machine é ‘-
] 7K achine
Thinys \
Thi .a,’i:{;‘,. F \
ing i rog

Fig. 2. Illustration of things that are machines and vice versa

Example: In contrast to object modeling, a state in TM is a
thing with its own machine. Consider the classical object-
oriented modeling of a coffee mug [26]. In object-oriented
modeling, a coffee mug is an object with two states: empty and
filled. TM takes a less abstracted view and considers a state as
a submachine of a machine, as shown in Fig. 3. A mug (circle
1 in the figure) is a machine that involves the flow of coffee (2)
that triggers the creation of the two states (3 and 4).

In such a scenario, we can identify four mutually exclusive
events, as shown in Fig. 4. An event is a machine that is
defined in terms of a time submachine and a region
submachine (in addition to other machines). This notion of
time as a thing/machine is not far from the Platonic view of
time as a moveable image of eternity. Accordingly, the relevant
events in the example are as follows:

Event a (E,): Coffee is poured into the mug.
Event b (Ey): The mug is filled.

Event ¢ (E.): Coffee is poured out of the mug.
Event d (Eg): The mug is empty.

Accordingly, the behavior of the coffee/mug system is
described as shown in Fig. 4. Any of the four events can be
taken as the initial event. In the figure, time flow (transfer —
receive — process [takes its course] — release — transfer) is
not shown.

@ state | Filled [Create Create | Empty
Mug
Coffee

@Transfer | Recelve H Release [HTransfer —>

Fig. 3. The diagram of the system that involves filled and empty mug

Event b Event d

State| Filled | Create || | [ Create | Empty |
i s 4

Coffee MUY 1
—t+—{Transfer | Recelve | [ Release Transfer
Event a Event c
Fig. 4. Events
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I1l.  BANKASATHING

In this section, our study focuses on a bank as a thing. The
bank banks through customers, other financial institutions,
government agencies, and so forth. As these bank things
encounter one another, the involved flows of different
things/machines are interwoven and bundled together in a
meshwork. The bank, in this picture, is a certain gathering
together of the threads of the business world. It is modeled as a
machine with many streams of flows that gather together the
threads of banking.

In such a view, the bank switches from the usual perception
of being an object to a “liveable” [17] thing that creates,
processes, receives, releases, and/or transfers things.
Remember, to objectify is to break a thing down into
increasingly smaller parts instead of taking it holistically as it
is. It is the “lifeless” kite object, as mentioned previously, that
is viewed as a square of paper, matchstick bamboo, ribbon,
tape, glue, and twine. Indoors, we were assembling an object.
Additionally, the bank thing components do the same as
exemplified by data leakage, the focus of this paper. In reality,
any current bank as an object is a “livable” system to a certain
degree, but this, by necessity, is an implicit result of its
functions, and it is a partial “livability”.

For example, leakage in the bank thing is a gathering of
(sub)things and is viewed as one of the inhabitants of the bank,
analogous to an octopus in an ecosystem with long arms that
extend everywhere: employees, computers, desks, and
cabinets, and so forth. This octopus is hiding until it is
“brought out” by the bank’s thinging. It can cause harm if not
dealt with holistically. The main result of our case study in the
next section is exposure of this leakage thing through mapping
its territories (octopus arms) throughout the bank.

Such a perspective uncovers many hidden things as bank’s
dwellers. Our task is identifying these hidden occupiers of the
bank in its model (diagram), as will be demonstrated by
recognizing the information leakage thing. This is analogous to
Wittgenstein’s [27] work about the differences between
“seeing” and “interpreting” (e.g., Wittgenstein’s duck-rabbit
figure), where in our study, assuming that our focus is on
information leakage, we develop the bank’s TM model, then
we cut off the leakage machines inside it. This exposition of
internally hidden machines is used for such purposes as
constructing preventive measures and conducting forensics.

The bank as a thing in a modern society encounters ever-
present vulnerability to threats. As a real thing, it is “a
complicated machine in which every day something breaks
down” [28]. A real bank is a gathering place that continuously
calls for an unremitting effort to shore it up in the face of the
comings and goings of its human inhabitants and nonhuman
residents, not to mention the focus on security matters [17].
Much has been tried through developing a bank system that
matches the expectations of well-ordered things within its outer
boundaries; nevertheless, its function depends on the continual
flow of things across these boundaries. The thingness of a bank
becomes visible when an interruption or malfunctioning related
to these flows appears.
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In this paper, we focus on specific control efforts to counter
the act of making information available without authorization.
According to Lachniet [4], “Many controls are best done
internally, such as creating a formal IT security management
framework, or identifying the type of data you need to protect.”

As used in this paper, leakage includes spilling, which
refers to the unintended disclosure of information to
unauthorized environments, organizations, or people [29]. In
our study, we will exclude the situation of misconfigured
systems that permit access to unprotected resources or are
made available by hackers.

From the TM perspective, a leakage thing (e.g., information
leakage) is a flow that spills out of the grand TM machine. This
implies that a submachine has malfunctioned in the bank. Fig.
5 shows four possible types of submachine that leak flow from
(1) received, (2) processed, (3) created, and (4) released
information.

In the next section, we will identify all possible
malfunctioned submachines in the bank used in our case study
after developing a TM description of certain operations (e.g.,
consumer e-purchases) in the bank.

Bank

Leakage Machine Leakage Machine

Output ans
Input Input Output
A Transfer A { *

Receive=== Release Receive == Release
) : =0
Information Machine ARG
Output >
Release e P Input_|«
create P process € Receive
©)
(2
LeakageJP/lachi;ne Leakage Machine
ransfer vy
< output| [ Input |

A 4
|_Input s Output
v f

Receive == Release Receive == Release

Fig. 5. Leak flows to leakage machines

IV. BANKAS A CASE STUDY: CONSUMER E-PURCHASES

In the existing system of the bank in our case study (and in
all banks, to the best of our knowledge), no explicit focus is
given to the issue of information leakage. Such an issue is
discreetly handled by the security team that deals with matters
such as detecting hacking, collecting evidence, and the use of
security tools such as encryption. In such a context, in specific
leakage cases a possibility exists that the inability to progress
legally due to a lack of a predesigned amount of evidence
means the chances of escape for leakers are great.

To demonstrate the application of FM modeling in the area
of a leakage of data, we took the following steps:

e First, we developed complete static and dynamic
descriptions of the bank TM by focusing on the sample
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application of e-purchases because of the paper size
limitation.

e Then, we exposed leakage machines inside the bank
TM description.

A. Consumer E-purchase

As shown in Fig. 6, a customer (upper left corner) clicks on
an icon on the screen that creates a signal (1) that flows to the
electronic device software system to be processed (2) and
triggers the processing (e.g., filling with relevant data) of a
purchase request (3). Note that the request data is provided by

@.

Merchant Server

Syitem

Transfer || Bacemve

o Process

(4 I:'ims

1|.'-3. A
1

e

10 Faceive | Transfer
Process @
Display + Recsive Transfer
Payment
details

| Transaction Payment Cateway K]
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the customer selection (click), and the (blank) purchase request
is already stored in the device.

The request flows to the merchant server to be validated
(4), and this triggers the generation of a formatted message (5)
that flows to the payment gateway server (6). There, it is
processed (7) to trigger the release of a processed payment
page (8) according to the given data of the request. The
payment page flows to the merchant server (9), then flows to
the customer’s electronic device where it is displayed (10). The
customer inputs the payment details to trigger the creation of a
transaction (11), which includes the card data, PIN number,
and bank ID.
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Fig. 6. The static description of a consumer e-purchase
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To give a further description of how to create the transaction
machine, Fig. 7 shows a sample of constructing it from clicks
on the screen, a physical bank card, and a stored value in the
inputting device. This thing-oriented depiction contrasts with
the typical object-oriented specification (e.g., in UML), which
has the mere structure of a class and its attributes.

Transaction,
PIN Card Data Bank ID
Transfer Transfer Transfer
| | |
) Transfer
Click on

numbers

onthe

Fig. 7. Sample description of input

Continuing with Fig. 6, the transaction (11) is validated
(processed) in the device browser such that

e If the input data is invalid (12), then the transaction is
constructed again, or

e |If the data is valid, then the transaction is encrypted (13)
and flows to the payment gateway server (14).

In the payment gateway server, the encrypted transaction is
received and decrypted (14). Then, the original transaction is
processed to generate encrypted data without encrypting the
bank ID (15). The encrypted data is stored into a database, and
then released to the acquirer bank (16).

In the acquirer bank, the transaction data is processed into
decrypted data (17). Then, the transaction flows to the payment
processing network (18) where it is processed (19) and the
following can happen:

o |f the transaction is risky or possibly fraudulent, then a
rejection response is generated (20) and sent to the
acquirer bank (21) and then to the payment gateway
server to be processed (22) to release a pre-stored portal
page response from the database (23). The portal page
response is transferred to the customer’s device browser
to be displayed.

e Returning back to the processing at (19), if the
transaction in the electronic payment network is not
considered a risk or possible fraud, then the transaction
flows to the issuer bank (24) to be processed (25). This
processing triggers a release of the customer’s current
balance from the centralized banking database (26) to
be compared with the transaction amount that is
received by the acquirer bank (27).

e If the balance is not sufficient, then a rejection response
is created (28) and transferred to the electronic payment
processing network (29), and then it flows to the
acquirer bank (30), to the payment gateway server (31),
and to the payment gateway server (32) to trigger a
release of a pre-stored portal page response that is
transferred to the customer’s device browser.

e Going back to the comparison of the balance with the
transaction cost, if the balance is sufficient, then a new
balance is calculated (33) and stored in the core banking
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database (34). Additionally, an approval response is
created (35) and flows across servers to create a success
page response (36) as described before.

Fig. 6 gives a static description of a consumer e-purchase.
To describe its dynamic behavior, we give the following
events, as illustrated in Fig. 8, which is a copy of Fig. 6 marked
with regions of events.

Event 1 (E,): The customer clicks on his/her electronic device
browser, which is  processed by the device.
Event 2 (E,): A purchase request is sent to the merchant where
it is validated.
Event 3 (E3): The merchant sends a formatted message to the
payment gateway server to be processed.
Event 4 (E4): The payment gateway server processes a stored
page and sends it to the customer’s browser through the
merchant server.
Event 5 (Es): The portal payment page instructs the customer
to insert his/her payment details.
Event 6 (Eg): The payment details are inputted and validated in
the electronic device browser.
Event 7 (E;): In case it is invalid, the browser requests that the
customer re-input the correct payment information.
Event 8 (Eg): The electronic device browser encrypts the
transaction.

Event 9 (Eo): The electronic device browser sends the
transaction to the payment gateway server where it is
decrypted.

Event 10 (Ey): The payment gateway server processes the
decrypted transaction by separating the bank ID.
Event 11 (Ey): The payment gateway server encrypts the
transaction, except for the bank ID, then stores it into the
database.

Event 12 (Ey): The encrypted data, with the exception of the
bank ID, is transferred from the payment gateway server to the
acquirer  bank  system, where it is  decrypted.
Event 13 (Ei3): The decrypted transaction is generated in the
acquirer bank and transferred to the electronic payment
processing network, where is processed for possible fraud.
Event 14 (Ey,): If the transaction is fraudulent, then a rejection
response is sent to the acquirer bank.
Event 15 (Eis): The payment gateway server received the
message from the acquirer bank and processes it
Event 16 (Ey): The electronic device browser displays the
rejection message.
Event 17 (Ei7): The electronic payment processing network
sends the transaction to the issuer bank to be processed.
Event 18 (Eig): The issuer bank gets the customer’s current
balance and processes it against the transaction received.
Event 19 (Eig): If the current balance is not sufficient, then the
issuer bank generates a rejection response that flows to the
electronic payment processing network then to the acquirer
bank.

Event 20 (Eyy): If the current balance is sufficient, then the
issuer bank deducts the requested amount from the customer
balance.

Event 21 (E,;): The issuer bank generates an approval message
that flows to the electronic payment processing network then to

the acquirer bank.
Event 22 (Ey): The electronic device browser displays the
portal payment success page.
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Fig. 8. The events of the consumer e-purchase

V. LEAKAGE SUBMACHINES
In this section, we will identify all possible leakage

generalized to different areas of consumer e-purchases.

Accordingly, Fig. 10 shows this expanded representation of

submachines in the bank. As an example of such identification, ~ the issuing bank. The top part of Fig. 10 shows the switch
we focus on the issuer bank, keeping the numbered circles of server where the transaction data flows from the electronic
Fig. 6. Fig. 9 shows the selected area for analyzing a data  Payment network to the issuer bank (24) to be processed (25).
leakage. The aim is to model the entire issuing bank as a ~ This processing triggers a release of a customer’s current
physical environment of the information system that handles ~ balance from the core database (26) to be compared with the
the transaction data during its life cycle. The analysis can be  transaction amount that is received by the acquirer bank (27).
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In addition to this main flow that involves the switch server
and the core database, the server room includes the console, the
core server, and the local e-mail server.

In Fig. 10, circles A and B in the server room point to
possible leakage because the console screen can be captured by
an employee (e.g., cleaning staff member).

The IT employee (C) monitors the system activity through
his/her PC. He/she can access data on the switch server by
creating an access request that flows to the core server. The
currently processed transaction is copied and sent as an
attachment (F) of an e-mail to the IT employee.

In the employee’s PC (G), it is displayed, flows to the email
server (F) and then printed (I). Here, there is an opportunity for
leakage (e.g., by taking a picture or using flash drive). The hard
copy is sent via a messenger employee to an employee who
files it. Accordingly, we can describe all possible leakage
machines, identifying their locations and who activates them.
An employee can walk out of the bank carrying the data on a
flash drive or as a hard copy. He/she can use the regular bank
mail to send it out. These examples illustrate the method of
identifying all possible leakage machines.

To summarize, Fig. 11 shows a general picture of different
flows. The blue arrows in the figure show legitimate flows of
the data whereas the red ones indicate leakage. The red flows
originate from a leakage machines as follows.

Leakage machine 1 (circle 1): Capturing the console screen
by an employee who has access to the server room.

Leakage machine 2 (circle 2): Capturing data from a PC by
an IT employee using a camera, flash drive, etc.

Leakage machine 3 (circle 3): Copying data (hard copy) by
an IT employee.

Leakage machine 4 (circle 4): Capturing data from a PC by
a non-1T employee using a camera, flash drive, etc.

Leakage machine 5 (circle 5): Copying data by a record-
keeping employee.

Leakage machine 6 (circle 6): Copying data by a
messenger.

Leakage machine 7 (circle 7): An employee obtains a hard
copy in an unauthorized way.

This thinging approach means that the leakage machine
stands apart from its bank grand machine and is treated as a
unified whole. A machine of interest (e.g. leakage) is exposed
out of the bank thing with further thinging. It would appear as a
subdiagram, in the forefront, clearly contrasted against the
ground. This thinging of leakage is an act of "creation" of a
machine which is already "exits" in reality even though we
only perceive it when it becomes alive.

Such a comprehensive picture of data leakage provides the
basis for planners and security personnel to focus on aspects
that are suitable for the required prevention level. Additionally,
it furnishes a foundation for any forensic investigation.

VI. CONCLUSION

This paper sought to accomplish two aims: present a
systematic conceptual framework for the leakage and to
develop that in the context of experimentation with TM as a
new methodology in modeling. The TM model of the bank
demonstrates the viability of the TM model.
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The TM diagrams may look complex; however, they can be however, this paper demonstrates the potential feasibility of
simplified by lumping the details together or omitting stages this approach.
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Abstract—The vision of the Internet of Things (1oT) is based
on the idea of offering connectivity to every physical object (e.g.,
thermometers, banknotes, smart TVs, bicycles, etc.). This
connectivity ensures that immediate information about these
objects and their surroundings can be obtained and therefore
decisions can be taken based on real-time information. This
allows increased productivity and efficiency. One of the most
important implementations of the loT is the smart (or digital)
cities where the information collected from the connected devices
is used in, for instance, configuring energy systems, enhancing
the traffic, controlling pollution or ensuring security. However,
there is no guarantee that all objects will provide information
because, for example, some may be out of service or have lost
connectivity bearing in mind that many objects in an loT
network are characterized by their limited resources (e.g.,
battery life, computing, and connection capacity). Moreover, the
decision in an 10T network is mostly based on the information
provided by a subset of the objects rather than all of them. In
addition, the obtained information can be contradictory for
many reasons, such as a defect in the object or malicious
interference either in the object itself or during the
communication process. Therefore, it is necessary to provide a
measure that reflects to what extent the decision in an loT
network is trustful. In this paper, an approach based on
statistical science is proposed to measure the trustworthiness of
information collected from heat sensors. An architecture and
algorithm, based on the confidence interval measurement to
reduce the time taken to verify and check the trustworthiness of
network sensors or any other type of 10T device.

Keywords—Internet of things; trust management; confidence
interval; confidentiality; smart cities

I.  INTRODUCTION

According to the International Telecommunication Unit
(ITU) Report 2005 ([1]), the Internet of Things (loT) has a
vision of providing all objects and devices (e.g., thermometers,
banknotes, surveillance cameras, control access badges, etc.)
with the ability to connect to a network which is named the
IoT. This connectivity ensures that immediate information
about these objects and their surroundings can be obtained and
decisions can, therefore, be taken based on real-time
information. This allows increased productivity and efficiency.
One of the important implementations of the 10T is the smart
(or digital) cities [2] where information collected from the
connected devices is used in, for instance, configuring energy
systems, enhancing traffic control, controlling pollution or
ensuring security. Hence, the needs of the city inhabitants are
efficiently met [3]. However, the connected devices are
vulnerable to manipulation and/or physical damage. In

practice, there is no guarantee that all the connected devices
will provide their information because some of them may be
out of service or have lost connectivity. Moreover, the obtained
information can be contrary because of a malicious
interference.

The Internet of Things (10T) is an old term. It first became
popular due to industrial demand and then secondly because all
the pre-requisites that were needed for 10T had never before
been available as they are today. The vision of loT is that all
electronic devices will be able to communicate with each other.
Although previously this capability existed among a very few
devices, ultimately the 10T will generate a massive amount of
information which can be used to gather further meaningful
data. The loT concept was presented two decades ago by a
technologist, Kevin Ashton. He stated that any two devices can
communicate with each other or can connect to the internet
with the help of sensors.

The 10T is an interesting concept since it will allow the
automation of objects without human intervention through the
advancement of technology and other new developments in
daily life. However, on the flip side, other issues arise and, of
those problems, the big challenges of security and trust need to
be given the utmost attention [4]. The security and
development of trust among the communication of loT-based
devices as well as the sharing of privacy-preserved data for
analysis are the subjects of current critical research.

The 10T devices can be divided into three layers [5] where
strong bonds relating to the security and trust of the user’s data
are required. These are the physical layer, the network, and the
application layer. If there is any malfunction in the device or
the wvulnerability of data, this will create an unreliable
environment. In this research, the physical layer of security and
data privacy are discussed. In the first place, a plenty of data is
received from the physical sensors of the device which needs
to be reliable. Secondly, even if the data is correct, it should
remain secure and all the concerns regarding the privacy of the
user’s personal data should be addressed. Furthermore, the data
should not be utilized without the user’s permission as per the
terms and conditions agreed upon.

As discussed, there are three layers in an loT system and
we can find many areas in those layers where trust
management is required to promote the worldwide adoptability
of the 10T system. These areas have been thoroughly discussed
in the various literature. However, before moving on to the
contribution of our work to ensure trust in the 10T systems in a
specific area, these areas will briefly discuss them. Trust
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relationships and decision making are the first objectives to be
achieved by establishing a strong loT based system. For
example, trust in data perception, privacy preservation, data
fusion and mining, data transmission and communication, and
system security are considered.

In this work, an approach based on statistical science is
proposed to measure the confidence of the collected
measurements. This approach helps to reduce the time taken to
verify and check the trustworthiness of network sensors or any
other type of 10T devices. The structure of this paper will be as
follows. Following this introduction, this paper will look at the
security challenges of 10T, then the related work will be
presented. Before presenting our approach, section 4 will
outline the theoretical background of the proposed approach.
Finally, the article will close with a discussion and conclusion.

Il. BACKGROUND

A. The loT Security Challenge

Ensuring the security, reliability, resilience, and stability of
internet applications and services is critical to promoting trust
and the use of the internet. As users of the internet, it needs to
have a high degree of trust that the internet, its applications and
the devices linked to it are secure enough to perform the kinds
of activities we want to do online in relation to the risk
tolerance associated with those activities. The Internet of
Things is no different in this respect, and security in the 10T is
fundamentally linked to the ability of users to trust their
environment. If people do not believe that their connected
devices and their information are reasonably secure against
misuse or harm, the resulting erosion of trust causes a
reluctance to use the internet. This has global consequences to
electronic commerce, technical innovation, free speech and
practically every other aspect of online activities. Indeed,
ensuring security in loT products and services should be
considered as a top priority for the sector. As we increasingly
connect devices to the internet, new opportunities to exploit
potential security vulnerabilities grow. Poorly secured loT
devices could serve as entry points for cyber-attacks by
allowing malicious individuals to re-program a device or cause
it to malfunction. Poorly designed devices can expose user data
to theft by leaving data streams inadequately protected. Failing
or malfunctioning devices can also create security
vulnerabilities. These problems are just as large, or even larger,
for the small, cheap and ubiquitous smart devices in the
Internet of Things as they have traditionally been for
computers [6].

B. Confidentiality measuring

Through literary studies, mechanisms have been
extensively discussed to determine trust and reputation but
there is little research into trust management for the l1oT nor
into the study of confidence in the field of big data, taking into
account the privacy of users and data [7][8].

In digital data processing, the confidence process involves
verifying that the collected data is reliable and trustworthy.
Through the research presented in [9], trust is calculated via
social confidence and the QoS of data metrics through direct
and indirect observations and recommendations to update trust
metrics.

Vol. 9, No. 9, 2018

Indeed, trust has three properties. Honesty, cooperativeness
and community interest are considered in the trust evaluation
of 10T nodes (“things”). The honesty trust refers to the node as
being honest or not, while the cooperativeness trust presents
the social cooperation between trustee and trustor [10].

This paper focuses on data perception trust that works on
the physical layer of an 10T based system. Data perception trust
means that data should be reliably collected and recognised on
the physical layer.

The services provided by the 10T vision will demand more
data from the user’s devices. However, that data needs to be
trustworthy and secure from malicious attacks. Chend et al.
[11] provided a trust and communication mechanism to
securely communicate devices on the Internet of Things
network. They presented the trust management model for loT
based on Fuzzy logic in a wireless sensor network
environment.

Nitti et al. [12] presented the idea of trustful
communication among the social Internet of Things network.
In this concept, objects can create their social objects’ network.
They focused on how the objects were going to share
information among nodes and how to evaluate the data
received by another social object. The system evaluates the
trust level of its peer/friend object based on its personal
experience and takes the opinion of friends who are in common
with all its objects.

Furthermore, Ruan et al. [13] also worked on the trust
management for 10T agents and provided a framework for that.
They also observed that, by using a trust-aware 10T network,
the error can be reduced. They also enhanced their research
findings by applying two different kinds of attacks and
detected them via their trust management technique. In
addition, they also provided an interface so that an end user can
evaluate the whole communication process between agents.

Wand et al. [14] worked on Mobile AdHoc network trust
management for a service-oriented approach. This is an
ongoing research idea and they have shared the experiences
they have learned whilst also providing details of their future
direction. Gallahar et al. [15] studied the confidentiality
measurement in a health-care environment.

It is obvious that most of the earlier work has focused on
obtaining confidence in the loT (or the connected system in
general) by building a system based on reputation. In such a
type of system, every time the device/node participates in an
operation (e.g., communication, providing information, etc.) its
credit will be increased (or respectively decreased) if this
participation was correct or honest (or respectively incorrect).
However, how does the reputation system decide whether the
participation is correct or not? Furthermore, there is no
measure that specifies to what extent the services or the
operations by an loT network are trustworthy. This research
proposes a statistical-based measure of trust in order that a
measure of confidence for the loT service is provided.

C. Statistical-based Confidentiality Measure

Statistics is one of the major branches of mathematics and
has wide applications. Statistics are concerned with collecting,
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summarizing, representing and drawing conclusions from the
available data set, trying to overcome problems such as data
heterogeneity and divergence [16][17].

In statistical terminology, the population is the entire group
of individuals for which statistics are made. In our case, the
population is composed of sensor and thermometer measures.

In order to optimize the available resources (money, time
and other types of resources), all the individuals in a large
population cannot be taken into consideration. Furthermore, it
is practically impossible to reach all the individuals. Thus, the
decision was taken to base the study on a subset of the
individuals called Sample which was selected randomly, i.e.,
population individuals had an equal chance of being selected.
Note that it is not possible that a selected sample will represent
100% of the population and this leads to what is referred to as
sample error. In order to evaluate the correctness of a sample
result (i.e., to understand how far this result is from the result
that could be obtained when all the individuals are used), the
confidence interval can be used.

The confidence interval [18] is a concept used to measure
the correctness of a sample. It reflects the percentage of error in
the sample. In other words, it is seen as a measure of
correctness around a sample. The confidence interval reveals
the variety of values of the population within a level of
correctness. The larger the confidence level, the higher the
confidence in the result.

The confidence interval of the control panel decision is
proposed to calculate. If this interval is heterogeneous (some
values in this interval confirm the violation, while others deny
it), then the control panel needs to continue collecting more
information from other sensors before making a decision. If the
interval is homogeny (i.e. the value of interval confirms a
violation in the access control system or denies it), then the
control panel reaches a trustworthy result and can make the
corresponding decision. The advantages of this system include,
firstly, making a decision as soon as sufficient information is
gathered rather than waiting for all the information to be
gathered. Secondly, this system provides a measure of
confidence in the control panel decisions and, finally, it
identifies the sensors and thermometers that provided the
incorrect information and thus they can be checked.

The proposed solution aims to first design a smart control
access system based on data collected from the sensors and the
devices in our system. This system also allows making the
decision, for example, to evacuate during an emergency. The
second objective is to provide a confidentiality measure for the
decisions taken by the smart control system.

1) Statistics and Confidence Interval

The population size could be very large therefore it is not
possible to collect the data from every individual which would
be costly in terms of time and resources. Statistics find a
solution for such a problem by proposing to obtain the answer
based on a group of individuals chosen from the population
called Sample [18]. For the most part, the choice is made
randomly, however, other methods of selection do exist. Since
the Sample does not usually accurately reflect the whole
population, an inconsistency exists, a so-called Sample Error,
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between the sample-based answers and the population-based
answers. In practice, the sample-based answer will not be a
specific value (so-called point estimate) but rather a range of
values (so-called interval estimate) in which the true answer
will exist. Remember that the true answer is the answer that we
would get if all the individuals in the population were asked.
The confidence interval is calculated based on the confidence
degree. This latter is a percentage that relates to what degree
we are sure that the calculated interval contains the true
answer. For better understanding, suppose that a survey claims
that a candidate will get between 50% and 60% of the votes
and the certitude of this estimation is 95%. The 95% is the
confidence degree and thus, under repeated random sampling
in identical conditions, the interval [50 — 60]% will contain our
sample result 95% of the time.

Our proposal is based on using the confidence interval as a
reliability measure for the decision calculated, thanks to the
information obtained from the sensors. For instance, if we
calculate the 95% confidence interval of the decision, we will
be 95% certain that the correct decision belongs to the
estimated interval. Thus, if the estimated interval is
homogenous (respectively, heterogeneous), we can accept
(respectively, refuse) the decision.

D. Confidence Interval Calculation

In statistical science, the mean is the most used population
parameter [18]. In our context, the calculation of the
confidence interval is similar to the calculation of other
population parameters such as median or proportion in other
disciplines.

Suppose the mean of the sample is g (i.e., the estimated
point) and the error of the sampling is A (standard error) which
is calculated according to a specified confidence level (CL), the
population mean [ is determined using the following equation

ps —A <p<ps +4 ey

The percentage of the confidence interval of the population
mean (CL%) is given by the interval [us — A, pg + A 1J.

The error of the sample for the mean is given by equation
(2). Obviously, the key element during the estimation of the
confidence interval is the error of sampling of the mean.

In order to calculate the error of sampling, the distribution
of the sample should be determined. Equation (2) can be
applied only when the distribution follows a normal
distribution whereas other equations are used to calculate the
sampling error for the distribution which does not follow the
normal rule [18].

Os
A= 24 No (2)

Whereas the standard deviation o of a sample for the
normal distribution is calculated as follows:

(3
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Here the factor z,, correlates with the confidence interval
and the distribution of the sampling and x; represents the
sample of the individuals. Consider the bell distribution of
data, this factor represents the zones in the tail of the bell. For
example, if the confidence interval is 95% then o/2= 0.025.
Next, according to the table, 1 z-score is z0:025= 1:96. Table
(1), contains the z-scores for the most commonly used
confidence levels.

TABLE I. Z-SCORES FOR THE MOST COMMONLY USED CONFIDENCE
LEVELS
Confidence level z-score
80% 1.28
90% 1.65
95% 1.96
99% 2.58
99.9% 3.29

Briefly, the following algorithm characterizes the
estimation of the confidence interval of the population:

1) Select a sample which represents the population.

2) Compute the mean of the sample and its standard
deviation.

3) Compute /2 the zone outside the confidence interval.

4) Compute the sampling error using equation 3.

5) Compute the estimation of CL as [us — A, us +11].

I1l. SCAS: SMART CONTROL ACCESS SYSTEM

Fig. 1.

Smart Control Access System

As shown in figure 1, our loT system is composed of
sensors which can sense fire, movement, pollution, heat, etc.
They send their measurements to the decision server. The
router (or any type of network connector device) that connects
many smart heat sensors together links via the internet to a
server. The access control server receives entry/exit requests
from the access controllers and sends back the proper response.
The decision server is a workstation used for collecting data
and analyzing it in order to determine whether the data is
trusted or not. Each sensor belongs to a zone that measures the
temperature in its zone. The behavior of each sensor is
demonstrated in figure 2. This state diagram shows six states
representing the behavior of a sensor. When a sensor starts
working, it will be in the idle state. When the measurement
time arrives, the sensor will read/measure the temperature and
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store it. The state, sending data, is the state where the sensor is
interrogated to give the stored data. Finally, the trust value of
the sensor is updated (update trustValue) whenever it is sent by
the monitoring system. If the trust value is below the required
limit, the sensor receives a deny signal that causes the end
state.

Data

sending Data

newTrustValue

after: [timeout]

/ saving

update trustValue

the states of a smart heat sensor

measuring

Fig. 2.

The sequence diagram (figure 3) represents the diagnostic
system. For the first step, a doubtful node is selected. A
diagnostic procedure will take place to verify whether the node
is sending correct data or not. The second step is to determine
the neighbors of the node in focus to form the proof. Next, a
subset (sample) is selected from the data sent by those nodes.

Smart Switch doubtful sensor

collect_evidances }
! sensor2 Sensor 1
determine neighbours

collect data

‘ server

collect data(Time Period)
]

collect data(Time Period)

[]7\/ fabricate_evidances
I
return_evidances

compute_Cl }
:
[J [node not trusted] Deny_Sensor

Fig. 3. the sequence diagram of evidences collection

The subset of the data is selected randomly from the
neighbors of the doubtful node. In order to apply Formula 4,
the weights (wi) are assigned according to the neighborhood.
Next, the error of the sample and the CL confidence interval
are calculated using formulas 1 to 4. The objective of
calculating CL is to limit the number of proofs gathered during
the doubtful node’s checkup and to measure the extent of using
CL in the diagnosis, especially when inconsistent proofs are
gathered. For optimization of the resource and for power
consumption purposes, the gathering of more proofs (possibly
redundant) will not change the result of the diagnosis.

For instance, suppose a doubtful node uses the equation (4)
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D = zn: wip; (4)

i=1
Where wi is a factor, this gives the trust of the
neighborhood node where its value is positive or negative and
pi is the proof of node i where the value is 1 (the collected data
is correct), -1 means the collected data is not correct and 0
means the interrogated sensor has not responded.

After using formula 1 in calculating the sampling error, if
the confidence interval is homogenous, this means that the
doubtful node cannot be trusted. If the confidence interval is
heterogeneous, then the true diagnostic result can either
confirm or deny the doubtful node (figure 4).

For instance, suppose a doubtful node and D is calculated
according to formula 4.

This is calculated based on proofs p1, p2... pn. and X is the
error of the sampling of D and CL is 95%. Then, the 95% of
the confidence interval of the checkup result is [D-A ;D+ A].
where the result of the diagnosis is [-1,+1]

If the D+ A <= 0 (positive values) and CL= 95% this means
95% of the proofs give a negative result and the data set
confirms that the doubtful node cannot be trusted.

Similarly, if the D- X > 0 (negative values) and CL= 95%
this means 95% of the proofs give a positive result and the data
set confirms that the doubtful node is trusted.

In the case where the results are negatives and positives at
the same time, the latter characterizes the doubtful device as
trusted but not all the time.

This can be interpreted that the system is not mature
enough and more proofs must be collected to continue the
diagnostic process.

In conclusion, the correct diagnostic result must be within
the estimated confidence interval. Therefore, the result of a
sample is accepted only if the estimated interval is
homogeneous, that is, all its values are rejected. If the
confidence interval is heterogeneous, then the true diagnostic
result can confirm the correctness of a device or not. This
means that there are still doubts about the diagnostic result
obtained and, therefore, more proof must be collected before
the diagnosis is complete

Algorithm 1 Procedure 10T_node_check ()

Input a selected node
Output new trust values

Determine node zone and neighbors

Collect evidences form a subset from node's neighbor
Compute confidence interval (Cl)

if Cl is heterogonous then

if Cl <0 then

Change the trust value of the selected node

Update trust value for all node in the zone

end if

else goto 2

0. end if

HBOYoNoOoRr~wWNE

Fig. 4. Integrating the confidence interval into the diagnosis
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A. Reliability of 10T Network Decisions

The collected measurements from the sensors (IoT objects
in general) could be incorrect for two reasons:

e Tampered sensors that are controlled by an attacker and
provide wrong measurements in order to poison the
10T network

e Damaged or biased sensors because of non-malicious
events. For instance, a temperature sensor that is
installed next to a light or a warming device will
provide biased temperature measurements.

Regardless of the intention behind the incorrect
measurements/information, they lead to contradictory
information and hence prevent the decision server from making
a decision or leads to a wrong decision. Thus, there is a need
for a reliability indicator that helps in accepting or refusing the
decision taken based on the collected measurements

B. Experiment and Proof of Concept

1) Confidence Interval as a Reliability Measure

The goal of this experiment is to prove that using the
confidence interval helps in avoiding wrong decisions even in
the presence of incorrect measurements because of either
tampered with or damaged sensors. The measurements of 7
heat sensors are simulated and the different percentage of
tampered sensors is discussed using MATLAB (figure 5). This
shows the measurements of 7 sensors. The summits indicate
the result of an abnormal or damaged sensor.

TR

Fig. 5. the measurements of 7 smart sensors

As shown in figure 6, sensor 2 gives abnormal values
compared to the other sensors, which indicates that this sensor
has abnormal behavior and its measurement data must be
verified (the sensor may be to blame).
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Fig. 6. the measurements of well-behaved and misbehaving sensors

In the simulation, the following Gaussian noise is used to
generator erroring signal with SNR (signal-to-noise)

"awgn(V(i),10, measured’);"
Figure 7 shows the updating of trust values for the two
different sensors (trusted and accused sensors).

Vol. 9, No. 9, 2018

In the beginning, the 7 sensors start working and measure
the temperature periodically. This task is achieved by using a
timer that initiates the sensors at certain periods of time.

After the measurement is completed, the data is stored in a
matrix in order to start the diagnostic process. Then, a sensor is
selected to test its reliability by calculating the confidence
interval. In step one, all the collected data is considered as a
sample from which we will make the calculations using
equation number 4. Next, the system starts to collect proofs.
The proofs will be either -1, which means the measurement is
not confirmed, or 1, which means the measurement is
confirmed and correct. So, from these proofs, in order to prove
the validity of the study, a partial data set is defined through
the use of the function data-sample of MATLAB functions
(figure 9). Then, the confidence interval is calculated for the
chosen sample and update the trust value of all the sensors
involved in the assessment process.

sampleError=1.96*(std2(E2)/sqrt(numel(E2)))

Algorithm 2 Procedure update trust_values ()

sample=datasample(E2,5,2);

fori=1:5

for j=1:5

D(2,count) =D(2,count) + sample(j,i)*W1(j);
end

end

Input matrix of evidences (E), a matrix of trustvalue of
participated node (W)
Output matrix of trustvalue of participated node (W)

1. for i=1 to size_of(W)
2. if e == -1 then

3. w;=w; +0.2;

4, else

5. w; =w; - 0.2;

6. end if

7. end for

Fig. 7. MATLAB code for updating trust value.

The first sensor is trusted so the value of its trustvalue is
increased and the second sensor’s trustvalue is decreased
according to the calculation in figure 8.

6

T T
; : —=€ wieght of accused node
Bl ................ ....... 53 WieghtofnotaCCUSEd node [

3 : 2 []
4+ : U el i

weights
i

roundes

Fig. 8. the trust weights of well-behaved and misbehaving sensors

Fig. 9. MATLAB code for calculating the sum of the trust values of all
Sensors.

If the sensors gave a correct data, the trust value increases
otherwise the trust values are reduced for all sensors which sent
negative results. The previous operation is done for more than
one round and, for each round, a different sample is taken and
the previous calculations are redone. Figure 10 shows the
change in the confidence area values calculated according to
equation numbers 3 and 4. The upper curve shows that the
values are constant positive, which gives an indication that the
sensor is reliable (well-behaving) while the second curve
shows that its value is increased by negative values, which
means that the sensor cannot be trusted and must be removed
(misbehaving).

8 T T T T T T T T T
; ; ] 4 : i | —&— sensorl ||
sensor2

confidence interval

10
roundes

Fig. 10. the confidence interval of well-behaved and misbehaving sensors
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IV. DISCUSSION AND CONCLUSION

This article addressed the three key challenges faced in our
system. During the error diagnosis, the sensor that does not
behave well may provide incorrect proof. Therefore, the
diagnosis can blame a legitimate sensor. In order to make a
robust diagnosis against such false proofs, an entropy-based
trust model may be proposed and integrated into our approach.
In fact, a proof is first weighted by the reliability of its source
before being used in the diagnosis. Thus, proof from distrustful
(or reliable) nodes has less (or more) impact on the outcome of
the diagnosis. The reliability of a node is increased resp.
decreased each time it provides correct (or incorrect) diagnostic
proof. Therefore, the more the node behaves poorly and
provides incorrect proof, the lower its reliability, and therefore
the less detrimental impact on the diagnosis.

During the estimation of the reliability of a sensor, its
recent participation in the measurement of diagnoses is
privileged over older ones. This privilege helps to avoid the
effects of intoxication that occur when: (i) a legitimate sensor
with a high trust value is compromised and begins to provide
incorrect proof, or (ii) a malicious node attempts to gain the
trust of the others by providing correct proof for a while before
it begins to participate maliciously in the diagnosis.

The reliability of a node is also associated with its role in
sending correct data. The risk of incorrect data increases as it
evolves and nears its ultimate goals and may lead to more
incorrect measurements. Overall, the evaluation of the
confidence-based error detection in sensors shows that the
defect impact along with the evolution of the trust relationships
between the nodes is reduced.
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Abstract—In recent years, Python has been gaining popularity
as web scripting/programming language. In this research we
propose Singkat, an open source uniform resource locator (URL)
shortener package with web user interface built using Python-
based Django web framework. It can be deployed and customized
in any web project based on Django framework. This makes sure
that administrators can gain control over data in their own
environment. Users can create shortened links using base62
values to generate pseudo random keyword. To minimize
phishing and other abuses, only registered users can create
shortened link using their chosen keyword, and it is possible to
preview a link before accessing it. Registered users can also
monitor each click and get useful information. We also ran some
tests to measure Singkat’s performance and functionality.

Keywords—Url shortener; click tracker;
framework; open source

python; django

l. INTRODUCTION

A web address is a string used to identify a web resource. It
includes uniform resource locator (URL) and other strings of
characters, which can be used to identify web resources when
processed appropriately [1]. Internet today is full of content and
each web page needs its own unique URL. To make a URL
identifiable by human, some organization must be applied to
make it more structured e.g. by using slashes, date of content
creation, slugs and keywords from article and blog posts [2].
However, this makes URL hard to memorize, type manually, or
distribute (especially via non-digital media), and can only be
copied-pasted for reliability.

URL shortener can shorten long URL into shortened one.
This kind of web service has been available for at least 16 years
[3]. Tinyurl.com and bit.ly are the examples of popular closed
source, non-free URL shortener services for public
consumption. There are also open source web modules and
packages such as Polr, YOURLS, and Shlink, all of which can
be used as extension in a web application within a domain.
Some are available to Python-based web application, such as
microurl, djanurl, and lilliput.

Python is one of the fastest-growing major programming
language. It has risen in the ranks, surpassing both C# and PHP
in 2018 [4, 5]. There are many web framework based on
Python, such as Django, Web2py, and Flask microframework.
According to [4], 13% of programmers worldwide use Django
framework in 2018. It ranked sixth in the most commonly used
frameworks and libraries. Django employs model-view-

template (MVT) architectural pattern, which enables code reuse
and modularity of features and functions [6].

Singkat is aimed to be a highly customizable URL
shortener module alternative for web applications built using
Django, with complete user features for a basic deployable
package, such as web user interface, shortening using pseudo
random and user-chosen keyword, and clicks statistics. The
name ‘Singkat’ is taken from Indonesian, which means short,
brief, or concise. This research centered on algorithm and
performance of Singkat, especially its model object, harnessing
Python scripting language.

Il.  RESEARCH METHODS

A. Previous Works

There are several URL shortener modules for Django web
framework similar to Singkat. Compared to them, Singkat has
distinct differences. Microurl (pypi.org/project/microurl) is
Python library for URL minification, which requires external
services for authentication: Google or bitly. Djanurl
(github.com/ericls/djanurl) is a URL shortener module written
in Python version 3. Lilliput (github.com/Feverup/lilliput) is a
URL shortener based on older version of Django. It treats links
as model objects; each has integer identifier converted to
base62 characters, with a fixed length of four characters. All of
them are open source and can be found on online code
repositories.

B. Models and Relationships

We defined four core models: ‘singkat’, ‘clicker’, ‘click’,
and ‘clickdetail’. As in any other MVT framework, a model is
a table in a database.

Singkat model is used to represent shortened URLs. Clicker
model is used to store data of clients that accessed a singkat
object. Click model is used as intermediate model to facilitate
many-to-many relationship of singkat model and clicker model.
Clickdetail model is used to store timestamp of every clicks.
The Django built-in user model is also used to represent
registered users of the system.

Table 1 to 4 show the detail of attributes of each core
model: the type, length, and other options, e.g., a model should
have one unique attribute as primary key. Fig. 1 shows the
model relationship; it can be concluded that a ‘click” model is
used to resolve the many-to-many relationship between
‘singkat’” and ‘clicker’ models, which has one-to-many
relationship with ‘clickdetail’ model.
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C. Algorithm for Creating Singkat Object

For both pseudo random and user-chosen keywords, we
used ‘requests’ [7], a Python HTTP library, to check whether
the input long URL is accessible at that time, preventing link to
invalid URL [8], in contrast to Djanurl. By default, maximum
user-chosen keyword length is 100 characters, while maximum
long URL input length is 2000 characters to meet the
specifications of RFC 7230 [9] and popular web browsers.

1) Pseudo Random Keyword
The pseudocode for creating singkat object with pseudo
random keyword is as follows:

1. Iftarget_urlis not valid: raise error ‘Cannot
access target URL’

2. If target url is singkat: raise error ‘Already a
Singkat URL’

3. new_singkat = Singkat(target_url,
keyword=generate_random_keyword())

Every new Singkat object is instantiated from Singkat class,
which takes two main parameters: the target URL and the
keyword, which in this case is generated automatically using
generate_random_keyword() function.

We used pseudo random keyword identifier (represented as
integer), which is designed to be available globally in the
system, and converted it to base62 alphabet to generate pseudo
random keyword, so that the newly generated keyword would
always be available and not already in use. The alphabet
consists of 0-9, A-Z, and a-z, so there are Y'2%% 62™ keyword

possibilities, which is different from Lilliput. The
generate_random_keyword() function pseudocode is as
follows:
1. while true:
a. n=get new_random_id()
b. digits =]
c. whilen:
i. digits.append(int(n%62))
ii. n/=62

d. digits = digits[::-1]
e. foridx, val in enumerate(digits):
i. digits[idx] =
ALPHABET[val]
f.  keyword = ‘. join(digits)
g. if keyword is unique: break
2. return keyword

The while-loop in the pseudocode above should take only
one loop and a unique keyword is then returned.

2) User-chosen Keyword
The pseudocode for creating singkat object with user-
chosen keyword is as follows:

Vol. 9, No. 9, 2018

1. Iftarget urlis not valid: raise error ‘Cannot

access target URL’

2. [Iftarget url is singkat: raise error ‘Already a
Singkat URL’

3. Ifkeyword is not valid: raise error ‘Keyword is
not valid’

4. TIfkeyword is not unique: raise error ‘Keyword
is already taken’

5. new_singkat = Singkat(target_url,
keyword=remove_invalid_url_char(keyword)).

The remove_invalid_url_char() function will remove any
invalid character in the keyword for it will be used as a URL
segment. Total 71 characters are considered valid, based on
RFC 1738 (without apostrophe and plus characters) [10], so
there are Y199 71" keyword possibilities. By default, only
registered users can create singkat object with chosen keyword.
It is a way to minimize phishing and other misuses, such as
discussed in [11].

D. Algorithm for Accessing Singkat Object

Singkat acts as intermediary to gather data when a singkat
object is accessed by client (clicker), so the owner of that
singkat object can monitor the click data, which includes ip
address, geolocation, number of total and unique access, and
timestamps. By default, appending ‘+’ character to singkat
URL will preview it, allowing the client to know where he/she
will be redirected.

The algorithm is as follows:

1. If clicker is new:
a. new._clicker = Clicker(ip,
geolocation_data)
b. new_click = Click(clicker, singkat)
c. new_click_detail =
ClickDetail(new_click, timestamp)

a. |Ifclickis new:

i. new_click = Click(clicker,
singkat)

ii. new_click_detail =
ClickDetail(new_click,
timestamp)

b. Else:

i. click = Click(clicker, singkat)

ii. click.number_of_access +=1

iii. new_click_detail =
ClickDetail(click, timestamp)

The system will check whether the client is new by looking
up the IP address in database. If it is not found, then a new
clicker object is instantiated from Clicker class, which requires
two main parameters: IP address and geolocation data. If the
clicker already exists, then the system will simply update the
statistics (total access by that particular client and timestamp).
The simplicity of Singkat keyword, especially the pseudo
random one, makes it prone to brute-force search [12], which
may lead to security and privacy vulnerabilities.
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TABLE I. DETAIL OF SINGKAT MODEL
Field Type Options
id int Primary key
keyword char unique, not null, length = 100
target char (url) length = 2000
title char blank, length = 100
owner int Foreign key, null
created_at datetime
TABLE II. DETAIL OF CLICKER MODEL
Field Type Options
id int Primary key
i char (ip unique
P address) 4
city char blank, length = 100
country char blank, length = 100
continent char blank, length = 100
latitude float default=0
longitude float default =0
created_at datetime
TABLE Ill.  DETAIL OF CLICK MODEL
Field Type Options
id int Primary key
ip int Foreign key
singkat int Foreign key
times int default =1
TABLE IV. DETAIL OF CLICKDETAIL MODEL
Field Type Options
id int Primary key
click int Foreign key
time datetime
Singkat Clicker
keyword Click ip
target ) city (FK)
title ip {Fi) country (FK)
created_at 5I'”9k5t[FK} continent (FK
owner (FK) times latitude
- longitude
T created_at

ClickDetail

Fig. 1. Singkat model relationship diagram.

E. Implementation

The Django version used to build the package is 2.0.4
(released on April 2018). The package consists of one file
containing view and helper functions, one file containing codes
to define all models, one file containing URL patterns, several
templates for web interface, additional helpers, and hooks. The
total size of the package is 116.3 kB.
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For showcase and testing purpose, we temporarily deployed
the Singkat package in a Django web project located at
http://praz.pythonanywhere.com. However, this hosting has
whitelist policy so not every URL can be shortened. We chose
to use SQL.ite as database management system and ipstack API
as public IP-to-location service in the testing environment.

Fig. 2 and 3 show the web user interface, which allows
users to interact with the package to do operations such as URL
shortening, previewing Singkat URL, and accessing campaign
statistics. It is currently styled using Bootstrap front-end
framework for typography, forms, navigation, and other
interface components.

A user who wants to create a new shortened URL will have
to enter the original long URL and the keyword that he/she
chooses in the web form, and then click ‘Generate’. The user
can also opt for automatically generated (pseudo random)
keyword.

F. Testing

Three different tests are conducted to ensure the
performance and functionality of Singkat:

1) Efficiency Testing

This test is to measure how much time it will take for
Singkat algorithm to generate pseudo random keyword. As
many users may try to shorten URLS at once, Singkat has to be
able to generate keywords fast. Our target time is under 100
microseconds.

2) Behavioral Testing

This test is to make sure that there is no bug and unexpected
behavior in Singkat by listing all possible behaviors and
comparing them with actual results.

Singkat Home About

Create new Singkat URL

Target URL

Paste long URL here

Please enter complete URL e.g. http:/fww dev/bar/foobar
Unique keyword

praz.pythonanywhere.com/ = YourSingkatKeyword

Any invalid url characters will be removed

Fig. 2. Singkat object creation form with user-chosen keyword.

Don't need keyword?

Just paste long URL here and get Singkat URL with random keyword

Paste complete URL here e.g. http:/iwww.foo.dev/bar/foobar/

Fig. 3. Singkat object creation form with automatically generated keyword.
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3) Online Campaign

This campaign is to mimic the real usage of Singkat URL
shortener, by distributing a singkat object on various online
media over a period, and then analyze whether all the click data
have complete attributes, especially the geolocation and click
count, so the owner of a singkat object may know whether
his/her campaign has reached targeted people.

I1l.  RESULTS AND ANALYSIS

We measured how much time it took to generate a singkat
object with pseudo random keyword using Python built-in
datetime module. The long URLs as input were from various
web page on the internet. We did not take into account the time
it took for the ‘requests’ library to check the validity of long
URL. We adjusted the value of current available pseudo
random keyword identifier so the generated keyword from
base62 conversion was reasonably short and contained multiple
characters. We ran the test ten times, each to generate a new
singkat objects. We found out that the average time needed to
create ten new singkat objects was 0.0000436 second (43.6
microsecond). Because this test was conducted in a free hosting
service, the performance should be better in fully dedicated
server.

We ran a behavioral testing to ensure acceptable user
experience and correct internal functionality based on the
proposed algorithms. For example, Singkat package should not
allow user to create a Singkat object that links to invalid URL.
We excluded some non-core functions such as user registration
and login. Table 5 shows expected and actual results. Valid
means that the result is as expected, invalid otherwise.

As seen in Table 5, Singkat cannot identify singkat objects
created by another Singkat package in different domain. This is
a commonly accepted inconvenience, as many URL shortener

Vol. 9, No. 9, 2018

experiment began on May 24, 2018 and ended on May 28,
2018. We then extracted all the click data from client area page
(ten of them summarized in Table 6, with timestamp field
omitted), and then we analyzed them. We managed to gather
156 unique click data; 30 (19.23%) of them had partially
complete attributes which was commonly caused by clients
accessing using cellular network, or could not be identified by
public IP-to-location service. All of the data had complete click
count and timestamp attributes, so time series graph could be
made, which enabled the owner of the singkat object to track its
popularity.

TABLE V. BEHAVIORAL TESTING RESULT

Expected behavior Actual result

User can create singkat object with pseudo random

keyword Valid

Registered user can create singkat object with user- .
Valid

chosen keyword

Registered user can access the detail of each of .
Valid

his/her singkat object

The system prevents creating singkat object that
links to dead, unreachable, or invalid URL, and Valid
shows error notification to the user

The system shows error notification when a
registered user tries to create a singkat object with Valid
already taken user-chosen keyword

The system automatically removes invalid URL
characters in user-chosen keyword when creating Valid
singkat object

The system prevents creating singkat object that
links to another singkat object, within the same Valid
domain

. 4 Same as above, but in different domain Invalid
services can still shorten already shortened URL from other - - , -
service Client can access singkat object and be redirected to valid
: destination URL
We also created and distributed a _smgkat object Iocate_d at Client can preview a singkat object before accessing _
http://praz.pythonanywhere.com/TerminalFrost+ on various it Valid
social media and online forums for research purpose. The
TABLE VI.  SAMPLE DATA FROM RESEARCH CAMPAIGN
IP Address City Country Continent Latitude Longitude gilérber of
110.138.149.13 Bekasi Indonesia Asia -62.349 1.069.896 1
61.247.32.164 Jakarta Indonesia Asia -61.744 1.068.294 1
118.137.2.4 Bandung Indonesia Asia -69.039 1.076.186 1
114.124.133.62 Jakarta Indonesia Asia -61.744 1.068.294 1
52.42.129.76 Boardman United States North America 457.788 -119.529 1
52.40.20.219 Boardman United States North America 457.788 -119.529 1
114.124.234.63 Jakarta Indonesia Asia -61.744 1.068.294 1
120.188.95.134 Jakarta Indonesia Asia -61.744 1.068.294 1
114.124.179.38 Jakarta Indonesia Asia -61.744 1.068.294 1
114.124.176.38 Jakarta Indonesia Asia -61.744 1.068.294 1

IV. CONCLUSION

Performance and all core functions of Singkat had been
tested using various method, with satisfying result. Power users

can deploy Singkat package by importing it and setting up
some configurations, e.g., it is up to the system administrator to
choose and set up the database management system powerful
enough to prevent locking, which could be caused by the
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increasing value of pseudo random keyword identifier and
concurrent data access. In Django, this can be configured
easily.

The Singkat package can be obtained at
github.com/GottfriedCP/Singkat-URL-Shortener. It is licensed
under free MIT License.

In the future, RESTful API feature should be developed to
make the package more customizable and extensible.
Integrated geolocation module should be developed, instead of
relying on external 1P-to-location service. Algorithms to create
both user chosen and pseudo random keyword could also be
improved to handle heavy, concurrent usage, and ensuring
every keyword will always be unique.
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A Quantum based Evolutionary Algorithm for Stock
Index and Bitcoin Price Forecasting
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Abstract—Quantum computing has emerged as a new
dimension with various applications in different fields like
robotic, cryptography, uncertainty modeling etc. On the other
hand, nature inspired techniques are playing vital role in solving
complex problems through evolutionary approach. While
evolutionary approaches are good to solve stochastic problems in
unbounded search space, predicting uncertain and ambiguous
problems in real life is of immense importance. With improved
forecasting accuracy many unforeseen events can be managed
well. In this paper a novel algorithm for Fuzzy Time Series (FTS)
prediction by using Quantum concepts is proposed in this paper.
Quantum Evolutionary Algorithm (QEA) is used along with
fuzzy logic for prediction of time series data. QEA is applied on
interval lengths for finding out optimized lengths of intervals
producing best forecasting accuracy. The algorithm is applied for
forecasting Taiwan Futures Exchange (TIAFEX) index as well as
for Bitcoin crypto currency time series data as a hew approach.
Model results were compared with many preceding algorithms.

Keywords—Quantum evolutionary algorithm; fuzzy time series;
nature inspired computing; fuzzy logic; crypto currency; bitcoin

. INTRODUCTION

Predicting unseen situations and future events hold
immense importance and is a need of humanity. Forecasting is
important in financial sector as the financial loss in investments
can create hurdles for capitalists. Potential areas for forecasting
include weather prediction, stock market forecasting, funds
management; commodities price calculation, crime rate
prediction, floods, droughts and earthquake prediction etc. A
lot of research has been done in areas of forecasting and
quantum computing. Zadeh [1] introduced fuzzy set theory and
worked on its applications later on. Lee et al. [2] proposed
algorithms for temperature and stock index prediction on the
basis of fuzzy logical relation groups (FLRGs) and genetic
algorithm (GA). Jilani and Burney [3], [4] and Jilani, Burney
and Ardil [5], [6] proposed new fuzzy metrics for higher-order
multivariate FTS forecasting for accidents data of Belgium.
Huang et al. [7] formulated a forecasting algorithm on the basis
of FTS and Particle Swarm Optimization (PSO), and applied it
on enrolments data. Kuo et al. [8] presented a hybrid
forecasting algorithm for TAIFEX index forecasting based on
FTS and PSO. Jilani, Amjad and Mastorakis [9] presented a
hybrid algorithm using GA and PSO for fuzzy time series
prediction for TAIFEX index and KSE-100 index and got
better results. Amjad, Jilani and Yasmeen [10] formulated a
two phase fuzzy time series (FTS) forecasting model using GA
and PSO.

Amir Hussain

School of Natural Science, University of Sterling
United Kingdom

Quantum Computing is new computing paradigm based on
guantum-mechanical phenomenon like g-bits, superposition
and entanglement etc. [11]. Emergence of quantum computing
techniques has given immense power to computations and thus
these concepts are being applied to different domains and
problems of computer science [12]. Concept of Quantum
mechanical computers was introduced in early 1980s [11] and
the explanation of quantum mechanical computers was enacted
in late years of 1980s [12]. Enormous efforts are being made
for evolution of quantum computers since inception of
Quantum concepts in computing, as these computers are
considered more powerful as compared to classical computers
for variety of complex problems. Few renowned quantum
algorithms include Shor’s quantum factoring algorithm [13],
[14] presented in 1998, and Grover’s database search algorithm
[15], [16] presented in mid 1990s. Efforts were made to
combine evolutionary algorithms along with quantum
computing concepts, which gave birth to quantum-inspired
evolutionary computing for a classical computer, an area of
Evolutionary Computing (EC) combined with principles of
quantum mechanics such as standing waves, interference,
coherence, etc. A. Narayanan and M. Moore [17], [18],
presented the concept of interference included in a crossover
operator.

Concept of crypto currency brought together principles of
economics, cryptography and computer science by using
encryption technologies for issuance of monetary units. Funds
are generated and transferred by using encryption methods
without intervention and monitoring of some central governing
authority. In 2009, Bitcoin was released as open-source
software by Satoshi Nakamoto. Bitcoin is the first peer to peer
electronic cash system or crypto currency which revolutionized
the concept of digital payment systems [19]. For the prediction
of price, studies by Garcia & Schweitzer [20] explain auto
regression techniques. They identify two positive feedback
loops leading to price bubbles. Similarly, Amjad & Shah [21]
propose a theoretical framework and develop a real-time
algorithm in order to achieve significant return value on the
investment of Bitcoin. Moreover, research study by Kondor et
al. [22] explains the Principal Component Analysis related to
the block chain network data in order to identify correlation
between changes in price exchange and principal variables.
Crypto currency web data is used by Kim et al. [23] to predict
price fluctuation of Bitcoin. Guo & Antulov-Fantulin [24]
construct a temporal mixture model which is a more efficient
time-series statistical model than the traditional approaches.
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Jang & Lee [25] conducted a comparative study regarding the
fluctuation of pricing of Bitcoin.

Il. REVIEW OF KEY TERMS

A. Quantum Bits (Qubits)

The tiniest entity in which a two-state Quantum computer
stores information is called a quantum bit or Qubit [26].

Qubit is atomic unit of information storage in Quantum
computer and can be in state “0” or state “1” or any
superposition of the two. Bloch sphere representation of
Quantum bits is given in Figure 1. The state of quantum bit can
be characterized as

[w) = ol0) + 1) o))

where o and B are two complex values representing the
probability amplitudes of respective states. o reg)resents the
probability of qubit being in state “0” while B° represents
probability of being in state “1”. Thus the sum of probabilities
must be equal to 1

a2 +1pP=1 )

z=|1)

Fig. 1. A Quantum bit represented as a Bloch Sphere

At any given time a Qubit may either be in state “0” or
state “1” or a superposition of both the states. Qubit can be
a
represented using a pair of complex values (a,p) like [ B]

B. Qubit Individual

A Qubit individual is a sequence of qubits with length m
represented as

% A2 A
a =g gl - [g7]] ©)
where a'iz + ﬁlz =1 fori=1,2,...,m.

Initially, «; and B;values are generally set to % for making
equal probability of all qubits.

R ES 1
Z |2 z

qa= 717 [l @
z vz z

Qubit representation can be used to represent superposition
of states. So, a three qubit individual can represent total eight

Higher Education Commission (HEC) Pakistan
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different states, which are (000 ,
(001], (010], (011],(100],(101],{110],(111]
C. Qubit Population

Qubit population consists of n different Qubit individuals
each having m Qubits in it. So, Qubit population can be
represented in form of a set of m Qubits like,

Q) ={a1,az " dn} ()
where qf is ith Qubit individual at time t.
D. Q-gate
Variation is produced in Qubit individuals using a rotation

operator called Q-gate. Rotation is applied to each Qubit and
their positions are updated keeping in view the constraint of

normalization of probabilities i.e. |a|? + [B|> = 1. The
rotation operator used as Q-gate usually is

_ [cos(A8;) — sin(AQi)]
U(46,) = [sin(AGi) cos(AB;) ©)
where 6; , i=1,2, ... , m is rotation angle for each Qubit. Q-

gate is applied individually to each Qubit of every individual of
population, which moves the Qubit either towards 0 or 1.
Furthermore, there are operators other than rotation, which can
be used as Q-gates such as NOT gate, controlled NOT gate,
Hadmard gate etc.

E. Quantum Evolutionary Algorithm (QEA)

QEA was proposed by Kuk-Hyun Han in his Ph.D thesis
titled “Quantum-inspired Evolutionary Algorithm” in 2003.
Concepts of Quantum computing and evolutionary computing
were combined in this algorithm. The proposed algorithm is
given in Figure 2.

F. Fuzzy Time Series (FTS)

To deal with uncertain situations, Fuzzy logic and fuzzy set
theory was coined by Zadeh [27]. Later on Song and Chisom
[28] introduced a time series to tackle fuzziness, called Fuzzy
Time Series (FTS). A number of variants of FTS were
produced and many researchers used FTS in different areas of
application. Few basic concepts of FTS include fuzzy
operations, fuzzy relations and fuzzy logical relationship

groups [3], [4], [5]-

I1l.  PROPOSED ALGORITHM FOR FTS FORECASTING USING
QEA

Step 1: Define the universe of discourse

Define universe of discourse for primary-factor X like U =
[Dmin-D1, DmaxtD2], where Dy is minimum index value and
Duax is maximum index value from the historical data under
consideration, and D; and D, are positive real numbers for
extending universe of discourse[3] [4].

Similarly, define the universe of discourse V of the second-
factor(Y) V= [Enin-E1, EmaxtE2], Where Egin is the minimum
value of secondary factor and E is the maximum value of
secondary factor from historical data under consideration,
respectively, and E1 and E2 are two positive humbers used for
extending universe of discourse for secondary factor. Also find
out Range for both main and secondary factors [5].
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Step 2: Initialize QEA population

Procedure QEA
begin
t+o
] initialize Q(t)
i) make P(t) by observing the states of Q(t)
iii)  evaluate P(t)
Iv)  store the best solutions among P(t) into B(t)
v)  while(not termination criteria) do

begin
tet+1

vi) make P(t) by observing the state of Q(t -1)
vii) evaluate P(t)
viii) update Q(t) using Q-gates
ix) store the best solution among B(t -1) and P(t) into B(t)
x) store the best solution b among B(t)
xi) if (global migration condition)

then migrate b to B(t) globally
xii) elseif (local migration condition)
then migrate bjr in B(t) to B(t) locally
end
end

Fig. 2. Pseudo code of Quantum Evolutionary Algorithm

QEA population comprises of 15 Qubit individuals and
each Qubit individual has 11 Qubit. Number of Qubit
individuals is because we will divide Universe of Discourse
into 16 intervals, making use of Dmin and Dmax, while 11

Vol. 9, No. 9, 2018

Qubits in each individual is because of range of main factor
which is 1380 and can be represented using 11 binary numbers.

2™ =1380
To find out value of n, we take log base 2 on both sides.

log, 2™ = log, 1380

n =10.4308
Bits can only be in whole numbers so applying ceiling
function on value of n gives,

n=11
All Qubit values in population of individuals are initialized
with random values of a between 0 and 1, whereas B is

initialized with values of V1 — a2 thus maintaining normality
constraint a? + BZ = 1

Step 3: Get intervals from QEA individuals

There are 15 individuals in QEA population. For each
individual get binary strings using Qubits. Binary strings from

Qubits are formed on the principle that if the value of o?ina
Qubit is greater than 0.5, then append ‘1’ to the string
otherwise append ‘0’. In this way a string containing 11 binary
bits will be obtained from Qubits individuals. Then convert
that binary string into decimal number and add that number
into minimum value of time series i.e. Dmin, to get a value in
interval. If that value is exceeding the maximum value of time
series i.e. Dmax then subtract a random number from it to
bring it in universe of discourse. Finally sort all the interval
values in ascending order.

TABLE I. INITIAL POPULATION OF QUBIT INDIVIDUALS
a | 0.3151 0.4529 0.5350 0.1194 0.5840 0.5981 0.0389 0.8542 0.8792 0.9267 0.9249
p | 0.9490 0.8916 0.8448 0.9929 0.8118 0.8014 0.9992 0.5199 0.4764 0.3758 0.3803
o | 0.0642 0.3396 0.0561 0.7679 0.7999 0.7621 0.9873 0.9856 0.5291 0.6893 0.3898
B | 0.9979 0.9406 0.9984 0.6406 0.6002 0.6474 0.1589 0.1690 0.8486 0.7245 0.9209
o | 0.4547 0.5315 0.3933 0.0014 0.7920 0.9438 0.7668 0.0901 0.1996 0.5518 0.0671
p | 0.8907 0.8471 0.9194 1.0000 0.6105 0.3305 0.6419 0.9959 0.9799 0.8340 0.9977
a | 0.3674 0.0169 0.4296 0.4483 0.2356 0.9994 0.9944 0.6962 0.9937 0.7832 0.4812
p | 0.9300 0.9999 0.9030 0.8939 0.9719 0.0354 0.1059 0.7179 0.1120 0.6218 0.8766
o | 0.7578 0.2088 0.7668 0.6817 0.2277 0.1810 0.7739 0.8006 0.6641 0.6457 0.1584
B | 0.6525 0.9780 0.6418 0.7316 0.9737 0.9835 0.6333 0.5992 0.7476 0.7636 0.9874
o | 0.6706 0.6942 0.8031 0.1286 0.6713 0.2366 0.0015 0.4067 0.4583 0.8770 0.5725
p | 0.7418 0.7198 0.5959 0.9917 0.7412 0.9716 1.0000 0.9136 0.8888 0.4804 0.8199
o | 04198 0.5809 0.3241 0.7772 0.8872 0.4006 0.9499 0.5381 0.1082 0.6396 0.0374
B | 0.9076 0.8140 0.9460 0.6293 0.4614 0.9162 0.3126 0.8429 0.9941 0.7687 0.9993
o | 0.8101 0.7728 0.6614 0.0106 0.8793 0.5823 0.7294 0.6425 0.7786 0.5022 0.7147
B | 0.5862 0.6346 0.7500 0.9999 0.4762 0.8130 0.6841 0.7663 0.6275 0.8648 0.6994
a | 0.7229 0.2582 0.6976 0.4575 0.3229 0.6379 0.9570 0.2487 0.5728 0.7335 0.1288
p | 0.6909 0.9661 0.7165 0.8892 0.9464 0.7702 0.2902 0.9686 0.8197 0.6797 0.9917
a | 04721 0.1448 0.2187 0.1061 0.5388 0.8019 0.9054 0.3800 0.2227 0.4961 0.5937
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p | 0.8815 0.9895 0.9758 0.9944  0.8424 0.5975 0.4246 0.9250 0.9749 0.8683 0.8047
a | 0.8625 0.3368 0.5560 0.3396  0.5309 0.9835 0.6849 0.4845 0.8931 0.3587 0.2710
p | 0.5060 0.9416 0.8312 0.9406  0.8474 0.1806 0.7286 0.8748 0.4498 0.9335 0.9626
a | 0.1341 0.5169 0.7760 0.2016  0.1983 0.0215 0.0814 0.1175 0.6667 0.4900 0.4728
p | 0.9909 0.8561 0.6307 0.9795  0.9801 0.9998 0.9967 0.9931 0.7453 0.8717 0.8812
a | 0.5244  0.7088 0.1133 0.4350  0.1904 0.2031 0.8609 0.2220 0.3372 0.3526 0.1500
p | 0.8514  0.7054 0.9936 0.9004  0.9817 0.9792 0.5088 0.9751 0.9414 0.9358 0.9887
a | 04372 0.1942 0.1495 0.8819  0.6340 0.2587 0.0885 0.8281 0.1313 0.5839 0.5641
p | 0.8993 0.9810 0.9888 0.4714  0.7733 0.9660 0.9961 0.5606 0.9913 0.8118 0.8257
a | 0.8276 0.3861 0.4868 0.1154  0.6261 0.4404  0.8680 0.9325 0.8018 0.4465 0.2414
p | 0.5613 0.9224 0.8735 0.9933  0.7797 0.8978 0.4966 0.3611 0.5976 0.8948 0.9704

Step 4: Find forecast and store best values

State the linguistic value A; for main factor, where i=1,
2,...,n, and n is the total interval count in universe of discourse
for primary factor [3], [4], [5].

Ay =Yy + 95, + Oy 4ot O+ + O,

AZ = 0.5/u1 + 1/u2 + 0.5/u3 + ,,,,,, + O/U,n_z + O/un_1 + O/un

a) If value belongs to vi1, then it is fuzzified into
1/B1+0.5/B2, denoted by Y1.

b) If value belongs to vj, 2< j< m-1, then it is fuzzified
into 0.5/Bj-1+1/Bj+0.5/Bj+1, denoted by Yj.

c) If value belongs to vm, then it is fuzzified into
0.5/Bm-1+1/Bm, denoted by Ym.

Build two factor nth-order FLRs based on primary and
second factors from the fuzzified historical data obtained in
above step. If the fuzzified data of primary factor for day i is
X, then create two factor kth-order FLRs from day i-k to day i

) as ((Xir, Yie)s e (Xiz, Yi2), (Xiq, Yin)) — X; where 2< k< n and
Xigerooe oo Xiz, Xiq represent the fuzzified data values for
4,=0 g + 0 oy + 0 frag + oo +0 " 0.5 i, + 1 Ju, primary-factor for days i-k,..., i-2, i-1 respectively;

Similarly, state the linguistic term Bj for secondary factor
where j=1, 2,..., m, and m is the total number of intervals
present in universe of discourse V of secondary factor:

B, = 1/171 + 0'5/1]2 +0/, 4+ + O/Vn—z + O/vn_1 + O/vn

B, = 0'5/111 + 1/v2 + 0'5/v3 oo + O/Un_z + O/Un_1 + O/Un
@)

By = 0/111 + 0/1;2 + 0/v3 o + O/Un_z + O'S/Un_1 +1/,

Historical data is fuzzified as described below.

Determine the interval u;, 1< i< n, to which the value of the
main-factor belongs.

a) If the value belongs to interval ul, then it is fuzzified
into 1/A;+0.5/A,, denoted by X;.

b) If the value belongs to ui, 2< i< n-1, then it is
fuzzified into 0.5/Ai-1+1/Ai+0.5/Ai+1, denoted by Xi.

c) If the value belongs to un, then it is fuzzified into
0.5/An-1+1/An, denoted by Xn.

Determine the interval v;, 1< j< m, to which the value of the

second-factor belongs.

Yig, o+ Y5, Y;1 denote the fuzzified data values of
secondary factor for days i-k,..., i-2, i-1, respectively. After
that FLRs are divided into fuzzy logical relationship groups
(FLRGS) based on the present states of FLRs [3].

For the determined FLRGs forecasted value is calculated
using formula given below:

2% (my —my_q) + 1.5 % (my_y —my ) + 0.5 % (my_, — my_3)

Fo=m_, +

4

©)

Where F, is forecasted value at time k where as
my, My_q1, My_,, My_5 are mid points of intervals in which
value at time k lies in.

After finding the forecasted value determine then fitness
value of each individual chromosome of the population. We
have used Average forecasting error rate (AFER) and mean
square error (MSE) as fitness values of each individual for our
forecasting algorithm.

Based on fitness value, if fitness value of current lot of
individuals is better than previous individuals than store these
Qubit individuals separately, otherwise replace these
individuals by previously best individuals.

Step 5: Apply rotation on individuals suing Q-gate

Apply Quantum gate on individuals with angle 8. Initially
value of 0 is set to 0, but with each iteration, an increment of
0.01 is made. Q-gate is applied on all individuals and in this
way a new population of individuals evolves out.

Step 6: Check stopping criteria or repeat
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Check if the stopping criteria of algorithm are met or not.
Stopping criteria may be the value of fitness function to reach
to a specific point or the number of repetitions. If stopping
criteria is not met then go to step 3 and repeat all further steps.

IV. EXPERIMENTAL RESULTS

We have used TAIFEX index and Bitcoin closing price
historical data for experiment using our proposed algorithm.
We have applied the suggested algorithm to the TAIFEX
dataset for the duration of August 3, 1998 to September 30,
1998 where the TAIFEX index values are taken as the primary-
factor and the TAIEX index values are taken as the second-
factor. We have executed proposed method and compared
obtained results for TAIFEX forecasting with existing
method’s results. Results obtained from our Novel Algorithm
and the error criteria AFER and MSE are shown in Table 4.
Table 2 shows best Qubits obtained after evolution for

Vol. 9, No. 9, 2018

TAIFEX forecasting. Table 3 shows the best individual
obtained after evolution for TAIFEX forecasting.

We have also applied the proposed algorithm for
forecasting of Bitcoin closing prices. Data for Bitcoin prices
has been obtained from coinmarketcap, an online source of
crypto currency prices and their market capitalization.
Obtained dataset comprise of historical data of 3 months for
daily closing prices of Bitcoin from 22nd February 2018 till
22nd May 2018. . We have applied 2000 generations of
evolution for Bitcoin forecasting. Forecasting results for
Bitcoin forecasting are shown in Table 5. Table 6 shows best
individual evolved after applying proposed algorithm for
Bitcoin forecasting. Figure 5 shows comparison of actual and
forecasted time series data for Bitcoin forecasting.

TABLE Il BEST QUBITS
o | -0.895 0.859 0.807 -0.067 -0.851 -0.600 -0.232 0.057 0.977 -0.871 0.002
B | 0.447 0.513 0.590 0.998 0.526 0.800 0.973 0.998 0.212 0.491 1.000
o | -0.873 0.130 -0.209 0.787 -0.954 -0.157 -0.939 0.715 -0.869 0.235 -0.085
p | 0.488 0.992 0.978 0.617 0.301 0.988 0.344 0.699 0.495 0.972 0.996
o | -0.921 -0.817 -0.061 -0.431 -0.611 0.159 -0.146 0.453 -0.112 -0.915 -0.640
B | 0.390 0.576 0.998 0.902 0.791 0.987 0.989 0.892 0.994 0.404 0.769
o | -0.915 0.072 0.016 -0.486 -0.197 -0.020 -0.200 0.455 -0.827 0.544 0.949
B | 0.403 0.997 1.000 0.874 0.980 1.000 0.980 0.891 0.563 0.839 0.315
o | 0.969 -0.518 -0.550 0.624 0.372 -0.093 -0.043 -0.168 0.907 0.167 -0.708
p | 0.248 0.855 0.835 0.782 0.928 0.996 0.999 0.986 0.422 0.986 0.706
o | -0.863 -0.065 -0.922 -0.246 0.021 0.238 0.061 0.882 -0.054 -0.137 -0.297
p | 0.505 0.998 0.387 0.969 1.000 0.971 0.998 0.471 0.999 0.991 0.955
o | 0.438 -0.417 -0.764 -0.949 -0.767 0.276 0.972 -0.915 0.935 0.323 -0.260
p | 0.899 0.909 0.645 0.315 0.642 0.961 0.235 0.405 0.355 0.946 0.966
o | 0.368 -0.868 0.966 0.549 0.480 0.024 0.792 -0.042 -0.996 -0.705 0.444
B | 0.930 0.496 0.260 0.836 0.877 1.000 0.610 0.999 0.085 0.710 0.896
o | 0.359 -0.893 0.314 -0.856 -0.970 -0.871 0.900 -0.120 -0.430 -0.715 0.824
B | 0.933 0.450 0.949 0.517 0.243 0.492 0.435 0.993 0.903 0.699 0.566
o | -0.177 -0.983 0.474 0.214 -0.973 -0.008 0.777 -0.281 -0.178 -0.647 -0.477
p | 0.984 0.182 0.880 0.977 0.232 1.000 0.629 0.960 0.984 0.762 0.879
o | -0.843 -0.176 0.852 0.045 -0.486 0.067 -0.125 -0.777 -0.016 0.720 -0.433
p | 0.538 0.984 0.524 0.999 0.874 0.998 0.992 0.629 1.000 0.693 0.901
o | -0.268 -0.981 0.080 0.435 -0.557 -0.892 -0.443 0.899 -0.422 -0.442 -0.709
B | 0.963 0.194 0.997 0.901 0.830 0.452 0.897 0.438 0.907 0.897 0.705
o | -0.528 0.570 -0.203 0.204 -0.715 -0.251 -0.075 -0.920 0.084 -0.055 -0.885
B | 0.849 0.821 0.979 0.979 0.699 0.968 0.997 0.392 0.996 0.998 0.465
o | 0.405 0.494 -0.701 -0.022 0.103 -0.238 -0.936 -0.240 -0.065 -0.642 0.265
p | 0914 0.869 0.713 1.000 0.995 0.971 0.351 0.971 0.998 0.767 0.964
o | -0.967 -0.206 0.389 0.606 -0.434 -0.146 0.129 -0.829 0.753 0.848 -0.391
B | 0.254 0.979 0.921 0.795 0.901 0.989 0.992 0.559 0.658 0.530 0.920
TABLE Ill.  BEST INTERVALS
6206 6263 6666 6743 6782 6945 6978 7219 7219 7228 7434 7478 7480 7511 7511 ‘
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TABLE IV.  FORECASTED TAIFEX VALUES
Date TAI FEX TAI EX Forecasted Date TAIFEX TAI EX Forecasted
index index TAIFEX index index TAIFEX
8/3/1998 7552 7599 - 9/2/1998 6430 6472 6377.5
8/4/1998 7560 7593 - 9/3/1998 6200 6251 6298.25
8/5/1998 7487 7500 - 9/4/1998 6403.2 6463 6232.938
8/6/1998 7462 7472 7409.75 9/5/1998 6697.5 6756 6595.075
8/7/1998 7515 7530 7482 9/7/1998 6722.3 6801 6824.938
8/10/1998 7365 7372 7485.5 9/8/1998 6859.4 6942 6833.3
8/11/1998 7360 7384 7331.5 9/9/1998 6769.6 6895 6878.775
8/12/1998 7330 7352 7343.25 9/10/1998 6709.75 6804 6720.038
8/13/1998 7291 7363 7284 9/11/1998 6726.5 6842 6670.25
8/14/1998 7320 7348 7302.5 9/14/1998 6774.55 6860 6755.938
8/15/1998 7300 7372 7343 9/15/1998 6762 6858 6764.737
8/17/1998 7219 7274 7245.75 9/16/1998 6952.75 6973 6862.125
8/18/1998 7220 7182 7169.688 9/17/1998 6906 7001 6992.5
8/19/1998 7285 7293 7203.563 9/18/1998 6842 6962 6905.75
8/20/1998 7274 7271 7285 9/19/1998 7039 7150 6944.938
8/21/1998 7225 7213 7274 9/21/1998 6861 7029 7010.75
8/24/1998 6955 6958 7075.75 9/22/1998 6926 7034 6804.5
8/25/1998 6949 6908 6843.063 9/23/1998 6852 6962 6897.75
8/26/1998 6790 6814 6831.188 9/24/1998 6890 6980 6852
8/27/1998 6835 6813 6769.875 9/25/1998 6871 6980 6890
8/28/1998 6695 6724 6765.563 9/28/1998 6840 6911 6871
8/29/1998 6728 6736 6645.438 9/29/1998 6806 6885 6799.75
8/31/1998 6566 6550 6582.125 9/30/1998 6787 6834 6775.813
9/1/1998 6409 6335 6471.5
| AFER 0.8478
TABLE V. FORECASTED VALUES OF BITCOIN CLOSING PRICE
Date Close Price Forecast | | Date Close Price  Forecast
22-Feb-18 10,005.00 = 8-Apr-18 7,023.52 6931.557
23-Feb-18 10,301.10 - 9-Apr-18 6,770.73 6931.557
24-Feb-18 9,813.07 - 10-Apr-18 6,834.76 6931.557
25-Feb-18 9,664.73 9703.155 11-Apr-18 6,968.32 6931.557
26-Feb-18 10,366.70 10420.53 12-Apr-18 7,889.25 7897.048
27-Feb-18 10,725.60 10897.8 13-Apr-18 7,895.96 7897.048
28-Feb-18 10,397.90 10420.53 14-Apr-18 7,986.24 7897.048
1-Mar-18 10,951.00 10897.8 15-Apr-18 8,329.11 8315.837
2-Mar-18 11,086.40 10897.8 16-Apr-18 8,058.67 7897.048
3-Mar-18 11,489.70 11480.03 17-Apr-18 7,902.09 7897.048
4-Mar-18 11,512.60 11480.03 18-Apr-18 8,163.42 8315.837
5-Mar-18 11,573.30 11560.43 19-Apr-18 8,294.31 8315.837
6-Mar-18 10,779.90 10897.8 20-Apr-18 8,845.83 8873.62
7-Mar-18 9,965.57 9703.155 21-Apr-18 8,895.58 8873.62
8-Mar-18 9,395.01 9428.164 22-Apr-18 8,802.46 8873.62
9-Mar-18 9,337.55 9428.164 23-Apr-18 8,930.88 8873.62
10-Mar-18 8,866.00 8873.62 24-Apr-18 9,697.50 9703.155
11-Mar-18 9,578.63 9703.155 25-Apr-18 8,845.74 8873.62
12-Mar-18 9,205.12 9116.029 26-Apr-18 9,281.51 9116.029
13-Mar-18 9,194.85 9116.029 27-Apr-18 8,987.05 9116.029
14-Mar-18 8,269.81 8315.837 28-Apr-18 9,348.48 9428.164
15-Mar-18 8,300.86 8315.837 29-Apr-18 9,419.08 9428.164
16-Mar-18 8,338.35 8315.837 30-Apr-18 9,240.55 9116.029
17-Mar-18 7,916.88 7897.048 1-May-18 9,119.01 9116.029
18-Mar-18 8,223.68 8315.837 2-May-18 9,235.92 9116.029
19-Mar-18 8,630.65 8629.421 3-May-18 9,743.86 9703.155
20-Mar-18 8,913.47 8873.62 4-May-18 9,700.76 9703.155
21-Mar-18 8,929.28 8873.62 5-May-18 9,858.15 9703.155
22-Mar-18 8,728.47 8629.421 6-May-18 9,654.80 9703.155
23-Mar-18 8,879.62 8873.62 7-May-18 9,373.01 9428.164
24-Mar-18 8,668.12 8629.421 8-May-18 9,234.82 9116.029
25-Mar-18 8,495.78 8315.837 9-May-18 9,325.18 9428.164
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26-Mar-18 8,209.40 8315.837 10-May-18 9,043.94 9116.029
27-Mar-18 7,833.04 7897.048 11-May-18 8,441.49 8315.837
28-Mar-18 7,954.48 7897.048 12-May-18 8,504.89 8315.837
29-Mar-18 7,165.70 7456.64 13-May-18 8,723.94 8629.421
30-Mar-18 6,890.52 6931.557 14-May-18 8,716.79 8629.421
31-Mar-18 6,973.53 6931.557 15-May-18 8,510.38 8315.837
1-Apr-18 6,844.23 6931.557 16-May-18 8,368.83 8315.837
2-Apr-18 7,083.80 7110.363 17-May-18 8,094.32 7897.048
3-Apr-18 7,456.11 7456.64 18-May-18 8,250.97 8315.837
4-Apr-18 6,853.84 6931.557 19-May-18 8,247.18 8315.837
5-Apr-18 6,811.47 6931.557 20-May-18 8,513.25 8315.837
6-Apr-18 6,636.32 6931.557 21-May-18 8,418.99 8315.837
7-Apr-18 6,911.09 6931.557 22-May-18 8,041.78 7897.048

MSE 11049.89

AFER 0.96%

TABLE VI. BEST INTERVAL FOR BITCOIN FORECASTING

| 7078 ‘ 7114 ‘ 7726 | 8151 | 8542 ‘ 8786 ‘ 8932 | 9317 | 9424 | 10333 | 10617 ‘ 11194 ‘ 11485 | 11549 | 11549 ‘

V. COMPARISON WITH OTHER MODELS

Our proposed model is unique in time series forecasting as
it uses concepts of Quantum computing and evolutionary
algorithms along with fuzzy logic. The proposed algorithm was
compared to other models and we observed that it is producing
better results than many predecessors. Forecast from proposed
model is having AFER of 0.84% and MSE of 5252.28.
Comparisons of forecasting results obtained from our
algorithm for TAIFEX forecasting are shown in Table 7 and
Table 8. Figure 3 shows comparison of actual time series data
and forecasted data from our algorithm. Table 8 shows
comparison of our forecasting result with various other
algorithms’ results also shown in Figure 4.

TABLE VII.  AFERS OF DIFFERENT FORECASTING MODELS
Model AFER
Lee et al.’s method (Lee et al., 2008) 0=0.5 0.84%
Lee et al.’s method (Lee et al., 2007) First Order | 1.24%
Huarng’s Algorithm (2001a) 1.03%
Huarng’s Algorithm (2001b) 0.89%

Proposed method 0.84%

TABLE VIIl. FORECASTS FROM DIFFERENT FORECASTING MODELS AND PROPOSED MODELS
,IActuaI IS | s Algarmin ;'\Ilé;%rr?'?hm 2001 Ell::]acl)';?'?hm 2001 Proposed Algorithm
ndex [29]
[30] [31]

8/3/1998 7552 - - - =
8/4/1998 7560 7450 7450 7450 -
8/5/1998 7487 7450 7450 7450 -
8/6/1998 7462 7500 7450 7500 7409.75
8/7/1998 7515 7500 7500 7500 7482
8/10/1998 7365 7450 7450 7450 7485.5
8/11/1998 7360 7300 7350 7300 7331.5
8/12/1998 7330 7300 7300 7300 7343.25
8/13/1998 7291 7300 7350 7300 7284
8/14/1998 7320 7183.33 7100 7188.33 7302.5
8/15/1998 7300 7300 7350 7300 7343
8/17/1998 7219 7300 7300 7300 7245.75
8/18/1998 7220 7183.33 7100 7100 7169.688
8/19/1998 7285 7183.33 7300 7300 7203.563
8/20/1998 7274 7183.33 7100 7188.33 7285
8/21/1998 7225 7183.33 7100 7100 7274
8/24/1998 6955 7183.33 7100 7100 7075.75
8/25/1998 6949 6850 6850 6850 6843.063
8/26/1998 6790 6850 6850 6850 6831.188
8/27/1998 6835 6775 6650 6775 6769.875
8/28/1998 6695 6850 6750 6750 6765.563
8/29/1998 6728 6750 6750 6750 6645.438
8/31/1998 6566 6775 6650 6650 6582.125
9/1/1998 6409 6450 6450 6450 6471.5
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9/2/1998 6430 6450 6550 6550 6377.5
9/3/1998 6200 6450 6350 6350 6298.25
9/4/1998 6403.2 6450 6450 6450 6232.938
9/5/1998 6697.5 6450 6550 6550 6595.075
9/7/1998 6722.3 6750 6750 6750 6824.938
9/8/1998 6859.4 6775 6850 6850 6833.3
9/9/1998 6769.6 6850 6750 6750 6878.775
9/10/1998 6709.75 6775 6650 6650 6720.038
9/11/1998 6726.5 6775 6850 6775 6670.25
9/14/1998 6774.55 6775 6850 6775 6755.938
9/15/1998 6762 6775 6650 6775 6764.737
9/16/1998 6952.75 6775 6850 6850 6862.125
9/17/1998 6906 6850 6950 6850 6992.5
9/18/1998 6842 6850 6850 6850 6905.75
9/19/1998 7039 6850 6950 6850 6944.938
9/21/1998 6861 6850 6850 6850 7010.75
9/22/1998 6926 6850 6950 6850 6804.5
9/23/1998 6852 6850 6850 6850 6897.75
9/24/1998 6890 6850 6950 6850 6852
9/25/1998 6871 6850 6850 6850 6890
9/28/1998 6840 6850 6750 6750 6871
9/29/1998 6806 6850 6750 6850 6799.75
9/30/1998 6787 6850 6750 6750 6775.813
MSE 9668.94 7856.5 5437.58 5252.28
AFER 1.05% 1.03% 0.89% 0.84%
7550
7350 -
7150
6950
6750
6550 = Actual TAIFEX
6350 Proposed method
6150 T T T T T T T T T
IR ISR
22223222322
~ S S O S OSS SN O > >
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Fig. 3. Graph of actual TAIFEX index and forecasted values
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Fig. 4. Graph of forecasts from different models
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Fig. 5. Actual and forecasted Bitcoin time series

VI. CONCLUSION

In this research we have formulated a novel approach for
FTS forecasting using Quantum concepts and Evolutionary
Algorithms. The Quantum Evolutionary Algorithm is used in
combination with FTS forecasting and used to adjust interval
lengths for better forecasting values. The unique algorithm was
applied on TAIFEX index forecasting and Bitcoin price
prediction. TAIFEX index forecasting produced AFER of
0.8478 while Bitcoin prediction produced AFER of 0.96%.
AFER of the proposed model for TAIFEX forecasting is better
than many of its predecessors. The proposed method is unique
in the sense that Quantum computing along with Genetic
Algorithms and Fuzzy Logic has never been developed before.
The methods provide a new dimension for economic and
financial modeling where optimization in various models can
be improved with respect to accuracy and computational
complexity.

In future, we aim to apply QEA to various algorithms of
forecasting and portfolio optimization for improving model
efficiency. Moreover, it is aimed at applying Quantum
computing concepts on different nature inspired algorithms for
designing new and powerful approaches to optimization
techniques.
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Abstract—In this study, a railroad networks detection method
for synthetic aperture radar (SAR) images is proposed. Proposed
method consists of three steps. Firstly, railroad segments are
detected. An existing line detector is modified by describing some
rules for this process. Then segments are connected by utilizing
perceptual grouping. Finally, a new line analysis algorithm is
applied to determine real parts of railroad networks. A software
is developed to achieve and evaluate proposed method.
Completeness and correctness values which are obtained after
different steps are computed to evaluate proposed method. Two
different TerraSAR-X images are used in experiments and
obtained results are discussed in detail.

Keywords—Remote sensing; synthetic aperture radar; railroad
networks detection; perceptual grouping

I.  INTRODUCTION

Synthetic aperture radar (SAR) is a system which can
remote sensing and imaging. SAR could be set on satellites and
aerial vehicles. SAR works effectively all day and night,
regardless of all weather conditions [1]. These properties
increase usability of SAR in civilian and military studies.
Majority of passenger and freight transportations is done by
roads and railroads. Also, location information of roads and
railroads has strategic importance when a sensitive case occurs
such as a civilian security. Because of these situations, studies
which are about road and railroad detection have high
importance but railroads are not taken into consideration as
much as roads in studies.

There are many academic studies which extract roads from
SAR images [2-13] but there are a few studies which determine
railroads using SAR’s qualities. Hellwich and Streck [14]
present a study which searches visibility of linear structures
like roads, rivers and railroads in SAR coherence data.
Franceschetti et al. [15] propose an approach which extracts
features from SAR raw data. They apply the proposed method
to detect railroads. Pigeon et al. [16] present a research which
extracts roads, railroads, rivers and energy transmission lines
from SAR image. They use rules which are improved by
human experts. Okman et al. [17] propose an approach for
despeckling SAR images and present a semi-automated
railroad detection algorithm to evaluate the performance of
proposed despeckling method. A study is presented for
polarimetric SAR image classification by Liu et al. [18]. They
classify the terrain areas as road, railroad etc. Jin et al. [19]
develop a constant false alarm line detector for polarimetric
SAR images. They use Wilks’ test statistics to develop the

This work was supported by the Scientific Research Coordination Unit of
Ankara Yildirim Beyazit University as a preliminary research project - 631.

Safak Bayir®

Department of Computer Engineering
Faculty of Engineering, Karabiik University
Karabuk, Turkey

detector. The detector determines bright and dark structures
such as railroads and roads. In experimental study, they detect
buildings and roads.

In addition to SAR imaging studies, many studies are made
on railroad determination using various remote sensing and
aerial images. Niu et al. [20] present an algorithm to extract
linear features from remote sensing images. This algorithm
which is based on beamlet transform and wedgelet
decomposition is used for railroad detection. Pacifici et. al. [21]
present a neural network study for urban area classification.
They classify urban land-use as road, railroad, soil, building,
tower, tree etc. using extracted textural features from satellite
images. Beger et al. [22] propose an approach for railroad track
and centre line detection from aerial images and airborne laser
scanning data. They use a feature level data fusion to increase
accuracy and completeness. Karaman et al. [23] present a
fourier based study for railroad extraction. They develop a
fourier based feature descriptor to detect railroad objects in
aerial images.

Furthermore, there are various studies which use perceptual
grouping. Some of them are about road extraction from SAR
images [5,8,11]. Others use perceptual grouping in different
areas. Hirogaki et al. [24] present a study which carries out
complete three dimensional retrieval of dental cast shape. They
use perceptual grouping to reconstruct whole shape. Qi et al.
[25] propose an approach which draws sketch automatically. A
single natural image is utilized for this process. Perceptual
grouping is used to create contour segment groups in this
approach. Wang et al. [26] present a research which extracts
buildings from optical satellite images by utilizing distinctive
image primitives. They use a graph search-based perceptual
grouping to connect detected line segments. Qi et al. [27]
propose a perceptual grouping framework that uses multiple
Gestalt principles. They study to increase usefulness of image
edges on various researches. A study is presented for
segmentation of three dimensional outdoor scenes by Xu et al.
[28]. They use hierarchical clustering structure and perceptual
grouping laws.

SAR Image

Railroad Segments
Dretection
L
Railroad Segments
Connection

€L

Line Analvsis

Fig. 1. Workflow of method.
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When the previous studies that we can obtain are taken into
consideration, it is seen that there are not many studies on
railroad detection on SAR images and also the studies are not
carried out especially to detect railroads. In this study, which
differs from the previous studies, railroad networks detection is
achieved and evaluated individually. Improved method is fully
automatic and extracts railroads from SAR images directly. We
use cross-correlation line detector [2] to detect railroad
segments. Then segments are connected by utilizing perceptual
grouping. Finally, line analysis is applied to delete non-railroad
pixels. Workflow of method is shown in Fig. 1.

The rest of the paper is organized as follows: Section Il
presents railroad segments detection. In section Ill, railroad
segments connection is explained. Section IV presents line
analysis process. In Sections V and VI, experimental results
and conclusions are evaluated.

Il. RAILROAD SEGMENTS DETECTION

In SAR images, railroads appear as bright structures.
Furthermore, railroads are narrower than roads. According to
these differences, detector model which is proposed in [2] is
redesigned for railroad. These model is shown in Fig. 2. There
are three regions in this model. Centre region is brighter than
adjacent regions. Also, widths of regions are different. Some
rules which are related to this model are described. Variables
which are used in these rules are similar to the ones used in
[29] for roads. Cross-correlation line detector [2] is performed
for only pixels which provide rules. By means of these rules,
areas which have high probability of being only railroads are
investigated. Therefore, more accurate results are obtained and
the time is saved. Table | reports rules. In Table I, p(xy)
denotes related pixel and Y, 1, and p; denote mean values of
regions.

Firstly, 3x3 Gaussian filter is applied to smooth SAR
image. Then, according to detector model, railroad segments
are detected. Different region sizes are used for the model.
There are two kinds of situations for detector model. Table Il
reports them. In Table II, £ denotes length of regions and wy,
W,, Wz denote width of regions.

plx.y)

1
Fig. 2. Model of Railroad Detector.

TABLE I. DESCRIBED RULES

colour ofp(x,y) > 100

M1 > 100

M- H2>5

Mi-H3>5

TABLE Il SIZE OF REGIONS

U(pixel) ws(pixel) wi(pixel) wa(pixel)
11 2 1 2
11 2 2 2
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Fig. 3. Railroad Segments Detection Sample (a) Original Image (B)
Detected Railroad Segments.

Detection process is applied for each situation, then results
are combined. Eight different directions are tested and the best
one is accepted as a result. Decision threshold is defined as 0.4
in the experiments. A railroad segments detection sample is
shown in Fig. 3. Red regions denote detected railroad
segments.

I11. RAILROAD SEGMENTS CONNECTION

Detected railroad segments are connected by utilizing
perceptual grouping so that railroad networks are generated.
Proximity and cocurvilinearity which are denoted in [5] are
used as perceptual grouping factor. They are shown in Fig. 4.

G
R A B
(@ (b)
Fig. 4. Perceptual Grouping Factors (A) Proximity (B) Cocurvilinearity [5].

Proximity is formulated by (1). In the equation, L is the
minimum length of two segments and R is the minimum
distance between two segments at their endpoints.
Cocurvilinearity is formulated by (2). In the equation, A and B
are tangent angles of segments at joined endpoints.
Coefficients a and B control the deviation from collinearity and
the sensitivity of G respectively [5]. In the experimental
studies, we use them as o=10 and B=0.1. Equations (1) and (2)
are same as the ones used in [5,8,11].

oo L (1)
27R?

_ 1 )
A2+ B?)+(a+ fG)

Before connection process, segments whose sizes are equal
or less than 20 pixels are deleted in order not to waste time
with unnecessary segments. Then, segments which are longer
than predefined threshold (th;)) are determined. In the
experiments, two different th. values (30 and 100) are used and
results are evaluated separately. Regions having 41x41 pixels
which are around relevant segment’s endpoints are searched. If
there is any segment and tangent angles (A and B) which are
less than 50°, then the value V defined in (3) is calculated.
Segments which have the highest V values are grouped with
each other. P and C values are multiplied by weighting factors
as utilized in the studies [5, §]. In (3), Y and 0 are weighting
factors. They are set to 0.5 and 10° respectively in the
experiments.

V =P+ 3)
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Fig. 5. Railroad Segments Connection Sample (A) Detected Railroad
Segments (B) Image which is Obtained after Connection Process.

After connection process, segments whose sizes are equal
or less than 100 pixels are deleted. A railroad segments
connection sample is shown in Fig. 5. In Fig. 5(a), red regions
denote detected railroad segments. Image which is obtained
after connection process is shown in Fig. 5(b).

IV. LINE ANALYSIS

A line analysis is applied to determine real parts of railroad
networks. A new algorithm is proposed for this
process.Adjacent pixels of relevant pixel which is a part of a
detected railroad segment are searched. Kernel which is
improved for searching is shown in Fig. 6. It consists of three
regions as seen in Fig. 6. Red curve denotes a detected railroad
segment and p,(X,y) denotes pixel which is a part of detected
railroad segment.

Kernel is placed on the p,(x,y) for different directions and
each time, numbers of detected pixels as railroad which are
intersect with centre region and adjacent regions are calculated.
If the total number of pixels which intersect with centre region
are higher than predefined threshold (th;) and if the total
number of pixels which intersect with adjacent regions are less
than predefined threshold (thy), p;(X,y) remains as a part of
segment. Ifthese conditions are not provided for any directions,
pA(X,y) is eliminated from the segment.

Fig. 6. Line Analysis Kernel.

Initialization: th,=25, th,=300, result=null
for i=1 to number of p,(x,y)

for j=1 to number of kernel’s directions

Calculate t1=total numbers of detected pixels as railroad which
intersect with centre region of kernel

Calculate t2= total numbers of detected pixels as railroad which
intersect with adjacent regions of kernel

if (11> th; & t2< th,) result=true end if

end for

if (result=true) remain p(x,y) else eliminate p:(x,y) end if

end for

Fig. 7. Line Analysis Algorithm for Railroads.

Vol. 9, No. 9, 2018

Fig. 8. Line Analysis Sample (A) Connected Railroad Segments (B) Image
which is Obtained after Line Analysis Process.

This process is applied for all pixels which are parts of
detected segments. In the experiments, th; and th, are used as
25 and 300 respectively. These thresholds are determined by
experimental studies. Length of kernel, width of adjacent
regions and width of centre region are 91, 11 and 2 pixels
respectively. Width of centre region is determined according to
maximum w; of detector model which is explained in section
.

Line analysis algorithm for railroads is shown in Fig. 7 and
a line analysis sample is shown in Fig. 8. In Fig. 8(a), red
regions denote connected railroad segments. Image which is
obtained after line analysis process is shown in Fig. 8(b).

V. EXPERIMENTAL RESULTS

A software was developed for realizing and testing our
method. We applied method to two different SAR images
(spotlight mode, multi look ground range, HH polarization and
up to 2m resolution). First image was acquired by TerraSSAR-X
over Polatli (Ankara, Turkey). Second image was acquired by
TerraSAR-X over Karaman (Turkey). These regions are
selected since both of them include long railroads. Each of
them covers a rural region of 10 km x 10 km. Images are
resized, in other words, reduced in the ratio of 1/6 (totally 1/36)
so first and second image become 2576 x 2299 pixels and 2553
X 2328 pixels respectively.

Sample results of images’ railroad networks detection are
shown in Fig. 9 and Fig. 10. In Fig. 9(b) and Fig. 10(b), red
regions denote reference railroads. In Fig. 9(c) and Fig. 10(c),
red regions denote detected railroads.

We compare real reference railroads with detected railroads
pixel by pixel. Used formulas to calculate completeness and
correctness values are defined in (4) and (5) respectively.
These formulas are similar to the ones described in [30].
Reference pixels are determined by manually. A reference
pixel is taken as matched reference pixel if there is a detected
pixel in 3x3 pixels around and a detected pixel is taken as
matched detected pixel if there is a reference pixel in 3x3
pixels around.

comp. = number_of _matched _reference_ pixelsx100 4
' number_of _reference_ pixels
number_of _matched _detected _ pixelsx100 ®)

corr.=

number_of _detected _ pixels
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Fig. 9. First Image’s Results (A) Original Image (B) Reference Railroads Fig. 10. Second Image’s Results (A) Original Image (B) Reference Railroads
(C) Railroad Networks Detection (th,=30 Completeness Value: 68.26 (C) Railroad Networks Detection (th.=30 Completeness Value: 88.84
Correctness Value: 76.11). Correctness Value: 74.07).
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TABLE Ill.  EVALUATION OF RAILROAD NETWORKS DETECTION FOR THE

FIRST IMAGE (TH.=30)

Vol. 9, No. 9, 2018

TABLE VI.  EVALUATION OF RAILROAD NETWORKS DETECTION FOR THE

SECOND IMAGE (TH:=100)

After Connection After Line Analysis After Cleaning

Comp. Corr. Comp. Corr. Comp. Corr.

100 79.79 30.22 79.20 34.32 70.94 72.87

300 69.96 70.89 69.48 72.31 68.26 76.11

500 58.64 73.17 58.11 74.20 55.94 78.16

TABLE IV.  EVALUATION OF RAILROAD NETWORKS DETECTION FOR THE

SECOND IMAGE (TH:=30)

After Connection After Line Analysis After Cleaning

Comp. Corr. Comp. Corr. Comp. Corr.

100 94.02 22.24 93.59 25.06 93.59 58.16

300 89.26 61.40 88.84 65.43 88.84 74.07

500 71.35 93.99 71.04 95.13 71.04 97.23

Evaluations of railroad networks detection are given in
Tables 1II, IV, V and VI. After segment detection and
connection processes, segments which have small sizes are
deleted. The threshold relevant to deleted segments sizes is
denoted as & in tables. After connection process, line analysis
and cleaning are applied. In cleaning process, segments whose
sizes are equal or less than 200 pixels are deleted. Two
different th, values (30 and 100) are used and results are
evaluated separately. The results of th,=30 are given in Tables
111 and 1V and the results of th.=100 are given in Tables V and
VI.

Results of each processes for the first image are given in
Tables Il and V. Results of each processes for the second
image are given in Tables IV and VI.

According to results, assessments occur as follows:

e When § value increases, completeness decreases but
correctness increases.

o After line analysis,
correctness increases.

completeness decreases but

e For the first image, after cleaning, completeness
decreases but correctness increases. When & is 100
pixel, these decrement and increment are more than
other & values.

e For the second image, after cleaning, completeness does
not change but correctness increases. When & is 100
pixel, this increment is more than other 6 values.

TABLE V. EVALUATION OF RAILROAD NETWORKS DETECTION FOR THE

FIRST IMAGE (TH:=100)

After Cleaning

After Connection After Line Analysis

Comp. | Corr. Comp. Corr. Comp. Corr.

100 66.92 65.09 66.15 67.12 55.66 91.02

300 59.70 86.62 58.99 87.50 55.66 91.07

500 47.40 85.24 46.82 86.60 46.51 90.67

After Cleaning

After Connection | After Line Analysis

) Comp. Corr. Comp. Corr. Comp. Corr.
100 86.07 51.64 85.42 54.53 80.49 80.29

300 80.91 87.72 80.49 88.42 80.49 88.76
500 80.91 97.64 80.49 97.89 80.49 97.89

According to results, assessments occur as follows:

e When 0 value increases, completeness decreases or does
not change but correctness usually increases.

e After line analysis,
correctness increases.

completeness decreases but

e For the first image, after cleaning, completeness
decreases but correctness increases. When & is 100
pixel, these decrement and increment are more than
other 6 values.

o For the second image, after cleaning, completeness
usually does not change but correctness increases or
does not change. When & is 100 pixel, this increment is
more than other & values.

When we compare the results obtained when th, value is
equal to 100 with the results obtained when th, value is equal to
30, it is seen that the completeness value is generally lower, on
the other hand, the correctness value is higher.

VI. CONCLUSION

This study presents an efficient railroad networks detection
method for SAR images. The method is tested by utilizing two
SAR images. Completeness and correctness values are
calculated for each one and obtained results are evaluated in
detail. Proposed method can be modified to detect any
continuous curvilinear structures.

A useful method will be developed in order to apply to
reduce false detections so that correctness value will increases
by not affecting completeness value. Furthermore, proposed
method will be improved to work by using less constants.
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Abstract—Wireless Sensor and actor networks (WSANS) are
the most promising research area in the field of wireless
communication. It consists of large number of small independent
sensor and powerful actor nodes equipped with communication
and computation capabilities. Actors gather sensor’s data and
react collaboratively to attain application particular assignments.
A powerful connected inter-actor network is required to
coordinate its operations. Actor node may fail due to the battery
depletion or any hardware failure and this failure may divide the
network into disjoint segments. This problem can degrade the
network performance but also reduce the efficiency and
effectiveness of the network. To restore the network into its
original state, the researchers have proposed many connectivity
restoration techniques during last few years. This paper provides
a brief review of the existing connectivity restoration techniques
for WSANs with their advantages and limitations.

Keywords—Wireless sensor networks; wireless sensor and actor
networks; node failure; network partitioning; connectivity
restoration; node movements

. INTRODUCTION

Wireless Sensor networks (WSNs) have gained a
substantial attention in recent years. The wide spectrum of
WSNs applications has open many research areas and it is
being considered the most substantial modern technologies of
recent times. As a result, huge research work has been done in
different areas of WSNs. Wireless Sensor and Actor Network
(WSAN) is a new paradigm that has reflected a significant
impact on recent wireless sensor technologies. WSAN consists
of sensor and actor nodes. Sensor and actor nodes in WSAN
can be static or mobile. Sensors have limited power and energy
resources and are responsible for sensing the important data
from an area of interest and transmit it to the actor / base
station. Actors are more powerful and high performance nodes
furnished with more energy and computation resources, and
work in close collaboration with the sensors to perform the
fruitful tasks. Figure 1 shows the communication design of
WSAN, in which sensors sense data from the environment and
send to actors. Processing of data can be performed by actors
or may send to base station for further processing.

Sensor and actor nodes can be failed due to battery
depletion, hardware failure, or any external attack. As a result,
network gets partitioned into disjoint segments, resulting in
performance degradation [1]. Therefore, connectivity
restoration process is needed to be performed. Human
intervention is very less in such applications and there is no
observer, who observe the network and takes timely decision.
Moreover, it is not an easy task to replace the faulty nodes with

the new nodes, especially in a harsh environment like the
battlefield or dense forest. So a comprehensive mechanism is
required which replaces the failed node with any of its
neighboring. Collaboration among the healthy actor nodes is
required to restore the connectivity at the pre-failure level.
Node’s mobility can improve the overall performance of the
network like connectivity, coverage and network lifetime [2].
These recovery processes cause messaging overhead as well.
Normally, these algorithms deal with single actor node failure,
and do not consider the efficiency of the resources and also
lack of emphasis on recovery time.
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The main objective of the review paper is to provide a brief
review of the connectivity restoration techniques for wireless
sensor and actor network. Moreover, this review paper also
provides a comparison of different connectivity restoration
techniques for WSAN with their objectives, advantages and
limitations.

Rest of the paper is organized as follows. Section Il
provides the overview on need of study. Section Il contains
the background of the study, whereas Section 1V consists of the
review of the existing techniques and finally Section V
concludes the review paper.

1. NEED OF STUDY

Wireless Sensor and Actor Network (WSAN) is
implemented in different civilian and industrial applications. It
has an exceptional architecture which differentiates it from the
ordinary Wireless Sensor Network (WSN). Sensor Nodes have
limited battery and power resources and are responsible for
sensing and transmitting the sensed data to the actor nodes.
Whereas, actors are more powerful and high performance
nodes having high power and computational resources. Actor
nodes have the ability to gather process and, send the collective
and aggregated data to the base station. Actor nodes play a key
role in WSAN. Therefore, special attention should be given to
the actor nodes in order to increase the performance of the
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network. Although, WSAN has a lot of benefits, but it is not
free from obstacles and challenges. Communication of sensor
to sensor, sensor to an actor, and actor to actor is very
important. An efficient use and management of actor nodes can
improve the overall performance of the network. The failure of
an actor node causes disjoint segments in the network and
sensed data could not reach to the base station. Therefore,
connectivity restoration is the key problem to be addresses and
solved.

1. BACKGROUND

In Wireless Sensor and Actor Networks (WSANS), sensor
and actor nodes work together to perform certain tasks. Actor
network is incorporated with the sensor network to make the
wireless sensor and actor networks [3]. WSANs can be
affected due to the change of environment, any change in event
detection, an actor mobility or failure of the actor due to the
depletion of energy, attacks or any communication link issues.
Failure of actors can divide the network into disjoint segments,
and affect the whole network. Inter-actor nodes connectivity is
significant [4]. Due to the powerful characteristics of actor
nodes, it can be managed through the relocation of mobile
nodes but the actor failure can damage the network more than
the ordinary sensor nodes. It can also affect the loss of
coordination and connectivity between the nodes and restrict
the event handling. For example, an actor node may be
destroyed due to the catastrophic damage or enemy attack
which disconnects the network and needs to be addressed
instantaneously. Deployment of some relay nodes in the area
can be a solution to replace the faulty nodes but it is not
feasible in risky areas like war zones. Therefore, the early
recovery process can be initiated through involving existing
actor and sensor nodes by self-restoration techniques. Nodes
repositioning methods have been introduced by number of
researchers for restoring partitioned networks.

A typical WSAN architecture can be categorized into semi-
automated and an automated architecture. These architectures
are based on data passing and decision making. In an
automated wireless sensor actor network, sensor nodes sense
events and then send facts to their associated actor nodes which
act as the base station. In semi-automated WSANS, sensor
nodes sense facts from the field, and transfer to the sink node
where sink node process the data, and communicate with actors
to perform the necessary tasks, if needed. So coordination is
very important in WSANS.

Fault tolerance techniques work in distributed manners.
Fault tolerant techniques enable a system to perform its
operations properly after single or multiple node failure. Figure
2 shows the node types in fault management techniques. Fault
tolerant techniques are divided into critical and non-critical
which solve the problem using 1-hop, 2-hop or multi-hop
nodes information. Fault tolerance detection mechanism can be
classified as proactive and reactive or hybrid. In proactive
method, fault and restoration processes are addressed in the
network setup in which redundant and backup nodes are
deployed to ensure fault tolerance [5]. In reactive techniques, it
utilizes the in house resources of the network and performs the
recovery process dynamically through repositioning of the
nodes. It requires monitoring system to check the nodes status
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and recovery scope. Reactive techniques are divided into
distributed or centralized and are discussed comprehensively in
[6-8]. Moreover, some techniques require a single node
whereas some require a block of nodes to be moved to restore
the connectivity of the network. Detailed taxonomy of such
techniques is shown in the Figure 3. Some of these techniques
will be discussed later in the paper.

The impact of a sensor/ an actor node failure can be
different, according to the node type and its importance in the
network. Fault management detection algorithms and
restoration procedures can be categorized into critical and non-
critical nodes [9-11]. The failure of a critical node divides the
network into disjoint segments. Most of the techniques
describe the critical nodes by using 2-hop messages whereas
some have the 1-hop message interchange to check the critical
sensor/ actor nodes. A study was conducted using 1-hop to
identify the critical actor nodes [12]. To identify the critical
node, the proposed technique calculates the distance of actor
nodes from their adjacent nodes. If the distance is lesser than
the neighbor’s communication range, an actor will be
considered as a non-critical node, otherwise critical.

Critical 2-hop ‘

Non-Critical Multi-hop ‘

Fault Tolerant

Fig. 2. Fault Management

Coordination is the important factor in communication like
sensor to sensor, sensor to actor and actor to actor. Network
efficiency can be improved by communication between actors
to actor. In WSAN, a sensor and actor node can be static or
mobile. During the network lifetime, nodes move, so topology
management is equally important. Nodes failure can divide the
network into small segments and create the coverage hole in
the sensing area as well. Topology management techniques can
be performed automatically for fault management.

V. REVIEW OF EXISTING TECHNIQUES

Actor node failure can divide the network of WSAN into
segments. An actor may fail due to the fault in hardware,
energy depletion, physical attacks or any communication link
issues. Although, there are less chances of actor failure than
sensor failure, but it can be controlled through relocation of
some mobile nodes. Connectivity between the nodes and
coordination will be lost in case of an actor failure, and leads to
disjoint of the wireless sensor actor network. Fault tolerance is
an ability of the network to do its work smoothly in response to
node failure [13].

WSAN are mostly deployed in tough areas like the
battlefield, dense forest or massive destruction areas and
suppose to do work for the maximum period of time. Such
networks are normally deployed in far areas from the main
control Centre, so connectivity restoration in an efficient way is
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a quite difficult process. Connectivity restoration process
should be a distributed, self-healing and localized. Moreover,
this process should be so fast that it reduces the impact of node
failures, reduce overhead such that distance travelled, a number
of messages while using limited energy supply. If a node
travels too much to restore connectivity, then it will consume
more energy and may also affect another network
disconnection, especially if it is a cut-vertex. Moreover, it is
difficult to find cut-vertex in large scale WSAN in a centralized
and timely manner. So, connectivity restoration is a very
challenging task in a distributed, localized, and an efficient
manner. Reactive restoration techniques act passively and are
initiated when a node failure occurs. No redundant resources
are required in this case. Cooperative communication was
introduced [14] which allowed a node to send a message away
from its communication radius via its neighbor’s. Two nodes
can communicate with each other only if the received average
Signal to Noise Ratio (SNR) is not less than the threshold.
Strength of the signal reduces when we increase the
transmission. Collaborative Single Node Failure Restoration
algorithm (CSFR) [15] uses the cooperative communication
approach to restore connectivity. It has low overhead but still
has a long term process which consumes more energy and
time. Therefore, it is not a suitable technique. In most of the
reactive techniques, it reconnects a network by replacing a
failure node with an appropriate backup node. It will be a
recursive process that may relocate other nodes as well. It is
mentioned earlier that only a cut-vertex node may break the
network connectivity. A lot of techniques are available to
detect whether the node is a cut vertex or not and then treat
with its failure as well like NNN, DARA, PDARA, and PCR.
In the improved version of PADRA, it forms a connecting
dominating set (CDS). PADRA notifies in advance to a
particular node about the partition occurrence in case of failure
occurred.

Distributed Actor Recovery Algorithm (DARA) [16] finds
a cut vertex by using two-hop neighborhood information.
When a failure occurs, neighbors of the faulty node will select
the most proper backup node. It will consider node’s degree,
distance and inform of its sibling nodes. Detailed process of
identifying a cut vertex is not given in DARA technique in
details. It is improved in PDARA in which it forms a
connected dominating set (CDS). PDARA informs a particular
node in advance whether a partition has occurred in case of
failure. Nearest Non-Critical Neighbor (NNN) [17] decides
whether it is cut-vertex or not and whether it preserves 2-hop
neighbor’s information of nodes. Distributed Partitioning
Detection and Connectivity Restoration (DCR) algorithm [18]
finds critical and non-critical actors in advance on the basis of
information available locally and designates non-critical
neighbor actors as backup actors. Once the failure of node
occurs, the backup actor starts a recovery process which may
include a coordinated method for relocation of multi actors.
Recovery Algorithm for Multiple Nodes Failure (RAM) [18]
handles two adjacent nodes failure simultaneously. It is a
distributed hybrid technique which finds critical actors and
assigns its backup nodes as well. Year-wise detailed
comparison of different techniques is shown in Table 1. It
covers techniques presented during the year 2007-2018 along
with their objectives, node type, movement type, and node
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failure type. It shows that techniques are centralized or
distributed and which technique has a capacity to restore
connectivity of normal or cut-vertex node. This table also
covers node movements like direct, cascade or block and also
tells about the information that which technique has a capacity
to restore connectivity of single, double or multi-node failure.

Recovery through inward Motion (RIM) [19] is a
distributed technique which restores connectivity of critical and
ordinary node. It maintains 1-hop information of each node;
identifies nodes failure and starts recovery process by moving
neighboring in cascade movement. All the one-hop
neighboring nodes move towards the failed node till the
distance is > R¢/2”’. It ignores the impact of coverage after
restoring connectivity and does not differentiate between the
positions of nodes. RIM is very simple and an efficient
technique, but its performance reduces in the dense networks
and messages overhead is be very high.

Node Recovery through Active Spare designation
(NORAS) [20] is a recovery algorithm which can identify
critical nodes and finds the backup nodes for such critical
nodes before the failure occurs. After that, these backup nodes
participate to restore connectivity. It also takes care of
coverage and connectivity in an integrated manner. NORAS
stores 2-hop information which causes the large
communication overhead in the network. Moreover, the
movement of nodes is increased as compared to other

algorithms.
single Node |___| ]
o i CDS

ORC ‘
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-~

DARA
PADARA
NDRA

Single Node
Failure

i Two Nodes
Failure
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Network MPADRA }
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C3R
PADRA

Single Node
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Failure DCRA ‘

Mmoo " DORMS |
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| —

Single Node RIM
Failure DCR
Y .
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Failure RAM J

Fig. 3. Detailed taxonomy of techniques

Hybrid

C®R-Coverage Conscious Connectivity Restoration [21]
algorithm deals with the restoration of connectivity and
coverage simultaneously. In this technique, failed node is
replaced with the nearest node temporarily, and then it returns
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to its position. A neighboring node comes forward to replace it.
It deals only with a single node failure, and does not support
simultaneous nodes failure. Unnecessary movements of the
nodes are reduced by introducing Energy Centric Optimized
Algorithm (ECR) which consumes a lot of energy. It performs
better than RIM and NN because it localizes the failure
recovery and introduces few changes in the network topology.
Frequent back and forth movements of the nodes are happening
to restore connectivity and coverage which is not energy
efficient. It has adverse effects on the network. Moreover,
some extra nodes are required in the network, which increases
the cost also.
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Least Movement Topology Repair Algorithm (LeMoToR)
[23] is a localized and distributed technique which solves the
network partitioning problem with less number of nodes
movements and messaging overhead. It utilizes the path
discovery activities at the time of connectivity restoration to
identify the topology structure and takes suitable action
accordingly. Faulty node is replaced with the neighboring node
from the smallest disconnected block. This algorithm uses the
recursive process to find the best route of recovery in which a
lot of computation is required.

TABLE I. COMPARISON OF CONNECTIVITY RESTORATION TECHNIQUES
Name of I Centralized/ - Node Failure

Sr Technique Year Objective Distributed Movement Type Node Type Node Mobility Type

1 C?AP 2007 Connectivity Distributed Cascade Any node X;g'rle Sensor/ Single node

2 DARA 2007 Connectivity Distributed Cascade Cut-Vertex Mobile Sensor Single node

3 NN 2008 Connectivity Distributed Direct move Any node Mobile Sensor Single node

4 | C*AM 2009 Connectivity Distributed Cascade Any node Mobile Sensor Single node

5 RIM 2010 Connectivity Distributed Cascade Anyone Mobile Sensor Single node

6 | CR 2010 Connectivity and Coverage | Distributed ;%32%;;2 Any node Mobile Sensor Single node

7 NORAS 2010 Connectivity and Coverage | Distributed Cascade Cut-Vertex Mobile Sensor Single node

8 DORMS 2010 (C:I()()\?er:(;;t‘;VIty with partial Distributed Cascade Any node Mobile Sensor Multi nodes

9 PADRA 2010 Connectivity Distributed Cascade Cut-Vertex Eﬂoot?c;e Node/ Single node

10 | MPADRA 2010 Connectivity Distributed Cascade Cut-Vertex Elloot?(;{e Node/ Multi nodes

11 | LeMoToR 2011 Connectivity Distributed Cascade Cut-Vertex mgg'rle Sensor/ Single node

12 | DCRA 2011 Connectivity Distributed Block movement Cut-Vertex Mobile Sensor Two nodes

13 | DCR 2012 Connectivity Distributed Cascade Cut Vertex X;g'rle Sensor/ Single node

14 | PCR 2012 Connectivity Distributed Cascaded or shifted Cut Vertex mgg'rle Sensor/ Single node

15 | RAM 2012 Connectivity Distributed Cascaded or shifted Cut Vertex I\A/Icotglrle Sensor/ Two nodes

16 | AuR 2012 S(?\lrler:zzt;wty with partial Distributed Cascade Any node Mobile Sensor Multi nodes

17 | LeDIR 2013 Connectivity Distributed Block movement Cut-Vertex X;g'rle Sensor/ Single Node

18 | NNN 2013 Connectivity Distributed Cascade Cut-Vertex k/l;télrle Sensor/ Single Node

19 | DPCRA 2014 Connectivity Distributed Cascade Cut-Vertex I\A/Icotglrle Sensor/ Single Node

20 | CC-IC 2016 Connectivity and Coverage | Distributed Cascade Any node Mobile Sensor -

21 | CSFR-M 2016 Connectivity Distributed Cascade Any node Mobile Single node
Sensor

. _— . Multiple
22 | CCRA 2016 Connectivity Distributed Cascade Cut-Vertex Mobile Sensor nodes
23 | SFR-RNR 2017 Connectivity with partial Distributed - - Mobile Sensor -
coverage

24 | HCR 2017 Connectivity Distributed Cascade Cut-Vertex '\A/Icciglrle Sensor/ Single node

25 | EAR 2017 Connectivity Distributed Cascade Cut-Vertex X;g'rle Sensor/ Single node

26 | DEENR[22] | 2018 CC(;D\EZEZVITV with partial Distributed Cascade Any node - Single node

27 | DCRMF 2018 Connectivity Distributed Cascade Cut-Vertex Mobile Sensor/ Single/ multi
Actor nodes

28 | PRACAR 2018 Connectivity and Coverage | Distributed Cascade Any node I\A/ICc;glrle Sensor/ Single node
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There is no clear approach used to find the smallest block,
either through depth first or greedy approach among the
disconnected blocks. Moreover, communication overheads will
be high while finding the smallest block.

Least Disruptive Topology Repair (LeDiR) [24] is another
localized and distributed algorithm which can detect cut-vertex
and execute recovery from node failure using path discovery
and routing information. Neighboring nodes of the faulty node
will recomputed their routing tables and develop enrolment
decisions for the recovery process. Each node calculates the
shortest path to other node and updates its information in the
routing table. After the node failure, its one-hop neighbor’s
will check if the failed node is critical or not. Neighbor from
the smallest block will move to replace the critical node. If
more than one neighboring nodes are a part of the smallest
block, then the nearest node from the faulty actor node will be
selected to cope block movement. It consumes more energy
because all the nodes of the block will participate in the
recovery process. Moreover, smallest block calculation
performed at the time of recovery which is another drawback
of this algorithm.

Distributed Prioritized Connectivity Restoration Algorithm
(DPCRA) [25] is used to restore connectivity and partitions by
using a few numbers of nodes only. It identifies the negative
effects of actors on partitions. The recovery process did locally
while storing limited information in every node. Numerous
backup nodes are used for the partition recovery in the
network. This algorithm failed to address proper backup node
selection criteria and as a result, there are more chances of
failure of nodes. It can also affect the overall network
performance and energy consumption as well.

Advanced-self-healing Connectivity Recovery Algorithm
(ACRA) [26] defines the nature of the actor node that whether
the failed node is cut-vertex or the connectivity of the nodes by
depth first search technique. It will restore the connectivity of
cut vertex node in which an actor node with more transmission
power and high coverage area is selected to take part in the
recovery process. Sensors and actor nodes are deployed
randomly and form clusters. Every node has a system to detect
failure of a normal node and also cut vertex actor nodes. When
a cut vertex node fails, a neighboring cluster head (CHs) sends
a recovery message to all the nearest nodes, towards the sink
node, till it finds the next actor node or CH. A stable sensor
CHs is selected as per GA based criteria among the
neighboring nodes as a joining router for connecting
partitioned network. This algorithm uses more energy because
of the cluster heads. Senor nodes are involved in the recovery
process on the basis of sensor resources, and there are more
chances of nodes failure. Details of some important
connectivity restoration techniques for wireless sensor and
actor networks are presented in Table 2. Main objectives of
some of vital techniques and their limitations summary are
shown in Table 2. Limitations found in earlier algorithms have
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been addressed in the later techniques, whereas most of the
techniques need researcher’s attention to resolve these issues.

Hybrid Connectivity Restoration (HCR) algorithm [27]
works proactively during selection process and reactively in
motion phase. An actor selects the backup node through its 1-
hop neighboring table and notifies the backup node to oversee
this process. When a node fails, its backup node try to move to
that position in order to restore connectivity. It is a localized
process which is repeated until connectivity is restored. HCR
select the backup node which has to travel short. Moreover,
HCR tries to reduce the number of messages by forwarding
node failure information to its backup node only. It is an
effective scheme with low complexity. It deals single node
failure at a time, handles sequential nodes failure only and
doesn’t handle the coverage issues.

Efficient actor recovery paradigm (EAR) [28] is a recovery
technique which can differentiate between critical and non-
critical nodes. It allocates an appropriate backup node from its
neighbor which is chosen on the basis of its signal strength,
and control in its surroundings. It is supported by three
algorithms. Node Monitoring and Critical Node Detection
(NMCND) algorithm which monitors nodes and tells about the
nodes type, and also handles the packet forwarding process if
the primary node fails. Network integration and Message
Forwarding (NIMF) is introduced to send packet. Process
Based Routing for Node Failure Avoiding Algorithm (PRNFA)
was developed to handle the routing process in which
redundant messages was reduced to avoided network
congestion. The main goal of this algorithm is to improve the
node recovery process while maintaining the Quality of
Services (QoS).

Distributed autonomous connectivity restoration method
based on the finite state machine (DCRMF) [29] is a technique
which looks for critical nodes in the region and defines how to
reposition the related nodes. It performs restoration
autonomously. Critical nodes updating process is launched
after every restoration process. It relocates the non-dominating
nodes from the neighboring nodes, so the total moving distance
is reduced. It can effectively reduce the movement overheads
of the nodes in connectivity restoration process. A distributed
localized connectivity restoration algorithm is introduced to
handle the multiple nodes failure problem. A few nodes will be
relocated with less moving distances.

Permanent Relocation Algorithm for Centralized Actor
Recovery (PRACAR) [30] replaces the failed actor by one of
its neighbor permanently. It is a self-route recovery algorithm
which finds the optimum path to the sensors. Actor nodes are
relocated permanently to a new location. This permanent
placement of the redundant node at the position of the faulty
node will stop the extra movements. This is an energy efficient
technique which saves energy to do other key tasks of the
network.
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TABLE Il ACTOR FAILURE TECHNIQUES OBJECTIVES AND LIMITATIONS
Sr 'Nl'sgﬁlioqfue Objectives Limitations
Single node recovery with short total travel e Do not handle actor failure.
1 DARA distance . Do not provide a mechanism to detect
cut-vertices nodes.
2 C2AM Reduce total distance and minimize the . Do not care coverage
message overhead . Not suitable for mission critical
PADRA/ e  Localize the scope of recovery e Nearest distance to the failed node which
3 ACR e Reduce the message overhead and the affect the overall network
total distance
. Minimize the total distance with fewer *  Don’t considered coverage
4 RIM messaaes overhead e  Alot of nodes moving
g ) . Not suitable for multimode failure
5 DCR . Minimize the scope of recovery, and total ¢ It r;lz;nage? the S'T‘dg'e failure at a time
distance and doesn’t consider energy.
e ltusesa localized algorithm to recognize | e  It’s focused on the sensor nodes and does
6 PCR critical actors and designate backup not address the node failure.
nodes.
. It may involve the path increments
7 NNN e  Total distance and cascade relocation among the nodes.
overhead reduced e Algorithm executes recursively which
increase overhead.
8 LeDIR . It minimizes the scope using path length | It does not handle multiple nodes failure.
validation
. Fails to manage backup node selection
9 DPCRA e Restore connectivity by using small criteria, so there are more chances of
number of nodes. nodes failure.
. It is a clustered based algorithm. Actor Act hiah .
10 ACRA node having high transmission power and | * cdor uses hig e;f?rz_insmlssmn POWer,
coverage area is selected to participate in and not energy efficient.
connectivity restoration.
. Decrease the movement over heads of the
1 DCRMF sensor-actor nodes. e Do not take care of coverage
. Nearest non-critical node replaced with
the abnormal node
. It does not impose pre-failure overhead. e It doesn’t deal with multiple nodes
12 LeDIR/ RNF . It can recover from a single node failure failure.
at a time only.

V. CONCLUSION

Maintaining internode connectivity in an efficient manner
is very important in applications of wireless sensor and actor
networks. Failure of actor nodes may disjoint the network and
QoS of the network may degrade. There are many algorithms
so far presented to restore connectivity of actor nodes, which
were briefly discussed above. Some techniques use large
number of nodes movement, more distance travel to restore
connectivity, which consume more energy during the
restoration process. A comprehensive review on state of the art
connectivity restoration techniques is provided, in which
different limitations and drawbacks in the schemes are
discussed which may be addressed and may be helpful for the
researches to develop new connectivity restoration techniques
in the light of these guidelines.
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Abstract—Wireless body area networks are being widely used
due to the increase in the use of wireless networks and various
electrical devices. A Wearable Patch antenna is used for
enhancement of various applications for WBAN. In this paper, a
low profile wearable microstrip patch antenna is designed and
suggested for constant observation of human vital signs such as
blood pressure, pulse rate and body temperature using wireless
body area network (WBAN) technology. The operating
frequency of the antenna is taken as 2.45 GHz which lies in
industrial, scientific and medical (ISM) frequency band.
Polyester textile fabric with a relative permittivity of 1.44 and
thickness of 2.85 mm is used as a substrate material. The
proposed antenna is designed to achieve better return loss,
VSWR, gain and low value of specific absorption rate (SAR) as
compare to other existing wearable antenna. The achieved
antenna return loss at 2.45 GHz is about -10.52 dB and gain of
7.81 dB. The VSWR value achieved at 2.45 GHz is 1.84, which is
good in terms of good impedance matching. Other antenna field
parameters like 2D and 3D gain, radiation pattern, and SAR
value have been calculated. High-Frequency Structure Simulator
(HFSS) is used to design and simulate the proposed antenna.

Keywords—High-Frequency structure simulator (HFSS);
return loss; voltage standing wave ratio (VSWR); gain; specific
absorption rate (SAR)

. INTRODUCTION

Wireless Body Area Networks are being particularly used
for the various real-time health monitoring applications. These
networks include the use of wearable antennas for transmitting
and receiving of the data for healthcare related systems. An
antenna that is integrated into the clothing of the wearer is
called a wearable antenna. A wearable antenna can be used in a
variety of applications such as GPS navigation, military,
monitoring of athletes fitness, telemedicine, satellite
communication, digital watches, and RFID [1]-[3].
Advancements in the field of wearable electronics have
progressed rapidly in recent times and as a result, intensive
research activities are being held over body conformal
antennas. These days, some vital signs of the human body such
as heart rate, blood glucose, blood pressure, and
electrocardiogram (ECG) need to be monitored regularly due
to their severe implications on the human health. Therefore,
multiple sensors can be placed on the human body to monitor
those vital signs of the human body [4]-[6]. The body-worn
sensors store information regarding various physiological
parameters and transmit them to the wearable devices, which
further transmit them to the nearest receiving node. On-body
communication term is used when a wearable antenna

communicates with a wearable medical device [7]. Whereas,
off-body communication is said to be a communication
between the on-body bio-medical transceiver device to external
wireless transceiver device [8].

For the development of wearable antennas, 2.45 GHz of
industrial, scientific and medical (ISM) frequency band is
employed due to its global availability. The wearable antenna
must be hidden and low profile for the convenience of the user.
This entails a thinkable amalgamation of the antenna elements
within daily life outfit. Microstrip patch antenna can be an
ideal choice for the wearable antenna applications [9].

There are various benefits of microstrip patch antenna as it
is lightweight, compact, flexible and able to resist mechanical
strain without affecting antenna performance significantly [10].
A wearable antenna can be used to communicate between
sensors and the human body. Due to its small and compact
size, a wearable antenna is utilized in different applications
such as for military, medical, healthcare, emergency services,
and navigation. In a military application, it is used to establish
communication links between different soldiers including
sending images and videos, location tracking and army
protection. Furthermore, medical applications are used to check
and monitor health parameters of a patient and can
communicate with each other or with the outside world [11].

Various types of wearable sensors are mounted on or
implanted into the human body in order to access human vital
signs information such as body temperature, blood pressure,
and heartbeat. The medical information is then sent through
sensors to the receiver at low frequency. After the reception of
medical information, all the data is collected from the sensors
mounted on the human body and then, sent to an external
device. The doctor in the hospital or any remote location can
look after the situation of the patient and suggest medicines
immediately to improve the quality of healthcare [12]-[13].

The formation of this paper is as follows. Section Il
discusses the literature review and other works related to
wearable microstrip patch antenna. The antenna designing
steps are explained in Section I, 1V, V, VI, and VII,
respectively. Section VIII discusses the results and compares
them with the other works. Finally, some conclusions are
drawn in Section IX and future work suggestions are presented
at the end.

Il.  LITERATURE REVIEW

Microstrip patch antenna has many advantages as it is
lighter in weight, low cost, low profile than the conventional
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microwave antenna. The planar structure of the antenna
provides ease of fabrication [14]. Presently, it has been
observed that the microstrip patch antenna become an ideal
choice for the wearable healthcare applications. However,
human body tissues can affect the performance and efficiency
of the antenna, therefore, the selection of the material used to
design such kind of antenna plays a significant role [15]. Also,
the antenna performance and the radiation pattern are greatly
influenced by the absorbed energy. The Specific Absorption
Rate (SAR) is used to measure the amount of power absorbed
by human body tissues. According to Federal Communication
Commission (FCC), the SAR value should be below 1.6 W/Kg
averaged over 1 gm of tissue and in European Standard, its
value should be 2 W/Kg averaged over 10 gm of tissue [16]-
[17].

An e-textile patch antenna was designed by the authors [18]
for the frequency of 5.8 GHz using jeans as a substrate
material. The measured return loss (Sy;), gain and SAR values
are -21 dB, 3.05 dB, and 0.0111 W/Kg respectively. In [19],
the authors have presented the flexible antenna design for the
purpose of telemedicine applications. The authors used 2
substrate materials to design wearable antenna i.e. cotton and
jeans. The jeans material has shown good results in terms of
gain over cotton which is 5 dB compared to a gain of 3 dB for
cotton. In [20], the authors have proposed a wearable patch
antenna design using FR-4 as a substrate material covered by
the jeans fabric as the outer layer. The measured antenna
parameters such as return loss (Sy;) of -15.28 dB and a gain of
5.209 dBi at a frequency of 2.4 GHz. Similarly, in [21], the
authors have designed and fabricated the wearable antenna on a
flexible substrate material known as denim gens. This antenna
can be used to operate in various frequency bands such as L, S,
C, and X with both horizontal and vertical polarization.

I1l.  METHODOLOGY

The proposed antenna is designed and simulated using the
High-Frequency Structure Simulator (HFSS). The suggested
antenna is a microstrip patch antenna, therefore its design in
HFSS needs some geometrical and simulation parameters. The
geometrical parameters of the proposed antenna are calculated
using microstrip equations discussed in Section V. However,
the major simulation parameter of an antenna is a frequency
that can be defined according to the application of the proposed
antenna [22]-[23]. After the computation of geometrical
parameters, the design of the suggested antenna can be
modeled in the HFSS. The general methodology to model a
patch antenna in HFSS is explained in the flow chart given
below in Fig. 1.

Vol. 9, No. 9, 2018

C Start )
)

Select Substrate Material

Create Substrate and
Ground

Create Patch and
Feedline

Aszzign Excitation and Mo
Boundary

Terify Design
Model and it=
Parameters

HFSS Simulation

C End )

Fig. 1. The antenna simulation flowchart in HFSS

IV. DESIGN OF PROPOSED WEARABLE PATCH ANTENNA

Microstrip line inset feeding technique is utilized to design
the proposed wearable patch antenna. The inset fed technique
is used because it provides the planar structure to the antenna.
The operating frequency of the antenna is taken as 2.45 GHz
because it is unlicensed and can be used for a variety of
applications. The patch antenna is fed by 50 Q input
impedance. This antenna is implemented on the polyester
substrate material that has a low dielectric constant, which
results in a reduction in the surface wave losses. The relative

permittivity € of substrate material is 1.44, the thickness h
is 2.85 mm and the loss tangent tano is 0.01. The substrate

dimension is 90x90 mm?. As microstrip inset fed technique is
utilized to design the proposed antenna. Antenna geometrical
parameters such as patch width W and patch length L, have

been computed using the following formulas mentioned below.
[22].
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@
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Where C, f, € . €4, 4, and AL is the speed of light,

operating frequency, dielectric constant, effective dielectric
constant, the permeability of the free space and extension
length, respectively. Whereas, the extension length AL and the

effective dielectric constant €., is computed by the
subsequent equations [23].

Wo | 0.264
AL = 0.412h { Sret ;(;3 ] h 3)
Ser ~0298 )\ o, 0.813
h
4
1 -1 2
e (@
2 2 (Tw,

After obtaining all the values of antenna geometrical
parameters, the suggested wearable patch antenna is designed
in antenna simulation software named as HFSS and polyester
fabric is utilized as a substrate material whose loss tangent
value is 1.44. The input impedance of the proposed antenna is
characterized by 50 Q.

V. SUBSTRATE MATERIAL

The substrate material used to design wearable antenna is
polyester. The main advantage of selecting the polyester
material as a substrate is its flexibility. Furthermore, it is used
in daily life fabric and readily available in the market. The
material characteristics listed in TABLE I are as follows:

TABLE I. SUBSTRATE MATERIAL DESIGN VALUES
PARAMETE SYM VA
RS BOL LUE
Dielectric N 14
constant i 4
0.0
Loss tangent tan o 1
. 2.8
Thickness h 5 mm

VI. DIMENSIONS OF PATCH ANTENNA

The dimensions of patch antenna play a pivotal role to
make an effective antenna design in terms of efficient results.
TABLE Il illustrates the calculated parameters of the suggested
patch antenna model.

Vol. 9, No. 9, 2018

TABLE Il.  PATCH ANTENNA DESIGN VALUES
PARAMETERS SYMBOL | VALUE
Operating Frequency fo 2.45 GHz
Patch Dimension Along x W, 55.43 mm
Patch Dimension Along y Ly 47.9 mm
Substrate Thickness h 2.85mm
Substrate Dimension Along x W, 90 mm
Substrate Dimension Along y Ls 90 mm
Inset Distance Yo 10 mm
Inset Gap G 2mm
Feed Width Wi 3.3mm
Feed Length Ly 24 mm
Di electric constant of substrate | €, 1.44
Input Impedance Z, 50Q

VII. DESIGN oF HUMAN PHANTOM MODEL

A 3-layer human phantom model is created in HFSS for the
calculation of specific absorption rate (SAR). The 3-layer
human phantom model consists of 3 layers of human body
tissues i.e. muscle, fat, and skin. The width of muscle, fat, and
skin are 23 mm, 8 mm and 2 mm, respectively. TABLE III.
illustrates the different values of human body tissues that are
taken to create the human phantom model. In order to study
SAR impact in the vicinity of the human body, the proposed
wearable antenna is mounted on a 110x110 mm? body-
phantom model. Fig. 2 illustrates the proposed antenna on
human body phantom model.

TABLE Ill.  PROPERTIES OF HUMAN BODY TISSUES
Permittivity | Conductivity Loss Density
i Tangent (tan

Tissue () (S/m) 0 gent ( (Kg/m)
Skin 31.29 5.0138 0.2835 1100
Fat 5.28 0.1 0.19382 1100
Muscle | 52.79 1.705 0.24191 1060

Patch

Substrate

Ground

Skin 2 mm

Fat 8 mm

Muscle 23 mm

0 5 100 (men)

Fig. 2. Proposed Wearable Patch Antenna on Human Phantom Model
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VIIl. RESULTS AND DISCUSSION

The proposed wearable patch antenna is simulated in HFSS
antenna simulation tool using simulation parameters tabulated
in TABLE Il. The antenna is characterized by 50 Q input
impedance. The scattering parameters (S;;) return loss of the
simulated antenna is illustrated in Fig. 3. The minimum return
loss curve value achieved at 2.45 GHz is -10.52 dB i.e. marked
by m, and the achieved value is acceptable. Fig. 4 illustrates
the 3D gain of the simulated antenna. At 2.45 GHz the peak
gain of 7.81 dB has been obtained in the z-axis i.e.
perpendicular to the antenna. Fig. 5 illustrates the 2-
Dimensional gain of the antenna observed at 2.45 GHz. It can
be seen that a peak gain of 7.81 dB i.e. marked by m; is
achieved at 0°. This radiated power is analyzed in the far-field
region of the antenna. The directivity of the proposed wearable
patch antenna is illustrated in Fig. 6. The values obtained from
the simulation are suitable for the health monitoring
applications. As can be seen from Fig. 6 that the directivity is
exactly perpendicular to the axis, which implies that the power
is focused in only one lobe. Fig. 7 illustrates the radiation
pattern of the antenna. The theta values are taken from 0° to
180°. It can be seen the major lobe of the antenna is radiating a
majority of its power in the front direction, which concludes it
has the high front to back ratio. In addition, it can be seen that
the antenna has minimal minor lobes, which are very good for
wearable applications.
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Fig. 3. Simulated Return Loss at 2.45 GHz
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Fig. 8 illustrates the Voltage Standing Wave Ratio (VSWR)
is an indication of the quality of the impedance match. In the
proposed antenna, the VSWR value achieved at 2.45 GHz is
1.84 i.e. marked by m,. Fig. 9 shows the measured value of
SAR on the phantom model at 2.45 GHz. The achieved SAR
value at 2.45 GHz is 0.0640 W/Kg averaged over 1 gm of
tissue, which is under the limit of 1.6 W/Kg averaged over 1
gm of tissue.
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Fig. 8. VSWR of the Simulated Antenna
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Fig. 9. SAR value of the Simulated Antenna at 2.45 GHz
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TABLE IV.  COMPARISON WITH OTHER RELATED WORKS
Operating . Return .
Papers | Frequency (Sr:fﬁ]) Loss %S)n VSWR (SV'?//RK )
(GH2) (dB) 9
Our 245 90x90 | -1052 | 7.81 | 1.8 0.0640
Paper
[18] 5.8 40 x40 | -21.52 3.05 11 0.0111
90 x
[19] 2.40 100 -22.13 5.00 11
5.20
[20] 2.40 30 x37 | -15.28 9 dBi 1.4
120 x
[21] 1-10 120 -9.54 6.49 2

TABLE 1V shows the comparison of results of a wearable
patch antenna with other related works. As can be seen from
the table, the proposed antenna has an acceptable return loss,
VSWR value and a high gain value compared to [18]-[21].
Specifically, the dimensions of the proposed antenna are
slightly smaller than that of the [19] at the same operating
frequency. Whereas, the return loss of the suggested antenna is
better than that of the [21]. The antenna gain of the proposed
antenna can be the certain factor value that is higher than all
the other works mentioned in TABLE IV. Precisely, the gain of
the suggested antenna is 4.76 dB, 2.81 dB, 2.5 dB and 1.32 dB
higher than those of [18], [19], [20] and [21], respectively.
Moreover, the specific absorption rate (SAR) value is quite low
as compared to the FCC standard which is 1.6 W/Kg.

IX. CONCLUSION

This paper proposes a wearable antenna that can be used
for various applications such as monitoring of patients,
navigation, and military applications. The rectangular patch
antenna based on the inset fed patch technique has been
designed on the textile material known as polyester. The
substrate thickness is taken as 2.85 mm. The relative
permittivity and loss tangent values are 1.44 and 0.01
respectively. The Inset fed technique is used because it
provides planar structure and can be easily fed by 50Q
impedance. The overall antenna dimensions are 90x90 mm>.

The measured return loss achieved at 2.45 GHz is -10.52
dB and a gain of 7.81 dB is obtained to ensure the efficient
health monitoring. SAR is a very important parameter for
wearable applications also SAR limit should have met the
current standard set by IEEE which is 1.6 W/Kg averaged over
1 gm of tissue. The measured SAR value on the 3-layer human
phantom model at 2.45 GHz is 0.0640 W/Kg averaged over 1
gm. of tissue. The radiation pattern of the simulated antenna
was perpendicular to the axis of the wearer, which means that
this antenna is feasible for wearable applications and cannot
harm the human body tissues due to its high front to back ratio.
Also, the wearable antenna is the best way to be applied for
wireless body area network communication and it has vast
applications to provide real-time health monitoring.

X.  FUTURE WORK

The future work can be done by improving the patch
antenna bandwidth and efficiency. This can be done by
increasing the height of the substrate material but it also
increases the antenna dimensions. Also, the selection of textile

150|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

material plays a significant role to enhance the antenna
efficiency in terms of gain and bandwidth. Moreover, the
performance of an antenna quickly deteriorates under wet
conditions in order to avoid this, waterproof materials can be
used for future wearable communication designs.
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Abstract—This paper proposes the development of a model to
determine feature popularity ranking for products in the market.
Each feature that is reviewed by a customer has a relation to
sentiment words present in the sentences within a customer
review. Feature quantity of a product, derived from customer
review dataset, cannot be used as a benchmark to determine
customers’ preferences since each feature is influenced by
sentiment words that give it either a positive or negative
meaning. A positive meaning shows that the feature is liked by
user; and a negative meaning shows that it is disliked by user.
This study finds that sentiment assessments by users play an
important role in determining feature popularity ranking; and
they affect the feature of a product. Thus, this study proposes the
development of a model that takes into account the importance of
sentiment assessments present in each sentence within a customer
review of a product feature. A case study has been conducted in
proving that the developed model is able to produce a list of
product feature popularity ranking. Results of this experimental
model is also put into simple comparative analysis with a few
models from previous studies.

Keywords—Product feature
feature selection; sentiment word

ranking; sentiment analysis;

. INTRODUCTION

This study introduces feature ranking calculation and
arrangement model; based on customer feedbacks on the
advantages and disadvantages of a product feature. In this
study, the satisfaction level of users on a product is identified
through the use of positive or negative sentiment words, and
the strength of customer reviews in the comment sections.
Product feature is highlighted since users will usually look for
important product information regarding the advantages and
disadvantages of a product in its features. However, existing
datasets only provide either positive or negative information
about the product without a clear and detailed positive or
negative feature list; and thus, lacking an explanatory aspect. It
is conclusive to say that existing customer reviews could not
really help customers decide whether they should buy the
product or not.

For that matter, the model developed in this study examines
customer review datasets by analyzing positive or negative
sentiment words and sentiment strength values. The proposed
model will be able to evaluate the forms of customer reviews
on a product feature with either a negative or a positive form.
Thus, the output of this model could ultimately help users

Azuraliza Abu Bakar?, Mohd Ridzwan Yaakub®

Centre for Artificial Intelligence Technology
Faculty of Information Science & Technology
Universiti Kebangsaan Malaysia, Selangor, Malaysia

effectively assess a product based on the analyzed features. The
element of sentiment assessment in this model, which is based
on customer reviews, will enable it to provide detailed feature
ranking information for the perusal of customers and
producers. For example: when the proposed model is applied
on a Canon product (a camera), the model will classify and
display a list of positive features such as camera, photo,
picture; and a list of negative features such as memory card,
view finder, size etc.

The analysis of feature ranking and popularity is very
important to get a clear and detailed overview of the product
features preferred by the consumers. However, the abundance
of unanalyzed reviews make it difficult for users to assess a
product. This problem also complicates the identification
process of product features and real sentiment types for both
consumers and manufacturers. Even when a product feature is
mentioned repeatedly in a customer review, it does not really
give the impression that the product feature is favoured by
user. Conversely, if the feature rarely appears in customer
review, then the product can be considered as unfavourable by
users. Therefore, a summarized analysis on product features
and sentiment words is very important to help product users
and manufacturers make prompt decisions and save time [1].

Most of the previous studies on feature ranking in
sentiment analysis are more focused on customers' assessments
on product feature compared to the disadvantages and
advantages of the product feature [2]. Findings from the
analysis on previous literatures have shown that most
researchers have studied feature ranking based on two aspects:
feature importance in customer reviews; and positivity or
negativity in sentiment categories.

Feature ranking technique [3] is based on feature
importance and is determined by two factors: feature relevancy
and feature frequency. Hyperlink-induced topic search (HITS)
algorithm and bipartite graph are used to determine feature
relevancy; whereas functional score value is used to determine
feature frequency. However, this technique does not consider
the sentiment category for each feature present in customer
reviews. Additionally, Yu et al. [4] has developed a feature
ranking technique based on the frequency of appearance for
one particular feature in customer reviews. Features that are
frequently reviewed in customer reviews are considered
important features regardless of the feature sentiment category.
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Eirinaki et al. [5] has developed high adjective count
(HAC) algorithm to extract feature labelled as POS noun. This
feature is frequently used in customer reviews to express
opinions. HAC algorithm calculates the score for each feature;
based on sentiment score calculation value, which is derived
from max opinion score algorithm. Additionally, Jawadwala
and Kolkur [1] have improvised on the work of Eirinaki et al.
[5] by increasing the Senti-WordNet function to get an
objective score value for each sentence. This function is used
to identify sentence types: either subjective or objective. Other
than that, feature ranking value is calculated based on opinion
score value derived from Senti-WordNet. Similarly, the study
by Ahmad and Doja [6] has utilized Senti-WordNet function to
derive score values for each feature and calculate the overall
orientation of the feature. This function will then be able to
determine whether a feature is prone to be a more positive or
negative sentiment. According to them, the feature tendency of
the sentiment: either positive or negative, is determined by
identifying the category of sentiment word that has a relation
with the feature.

The remainder of this paper is organised as follows: Section
2 will discuss the methodology. Next, Section 3 will outline the
proposed of model, and Section 4 will describe the
experimental result. Section 5 will explain the discussion.
Lastly, Section 6 will conclude this work.

Il.  METHODOLOGY

The objective of this research is to propose a developmental
model to calculate the list of feature ranking and population
feature of a product. The components of each phase are
depicted in Fig. 1. There are 6 phases in developing this model,
which are:-

Phase 5:
Sentiment
Classification
(Manually)
7'y

Output (Feature,
»| Sentimen Word. Type of |«
Sentiment)

Phase 1:
Text Preprocessing

v v
Phase 4:

Phase 2 Development of Model
Feature Selection Ranking & Popularity
Product Feature

Lexicon Positive and
Negative

Phase 6:
Testing, Evaluation &
Analysis

Phase 3:
Relationship between
feature and sentiment

word

7y

List of rules TDR-
POS

Fig. 1. Methodology of Developing Product Feature Ranking and Popularity
Model

A. Phase 1 — Text Preprocessing

Each data has to go through the data cleaning process
which includes correcting words with spelling errors and
correcting errors in word capitalization. After the data cleaning
process has been completed, each data has to go through the
part-of-speech tagging process to identify each of the word tags
such as noun, verb, adverb, determiner, negation, etc. For each
word, the noun tag in the sentences will be extracted and stored
in a table. Refer to Fig. 2.
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Text Preprocessing

this videeo is perfect..
This video is perfect.

Part-of-speech tagging

" This/DT/1 video/NN/2 is/VBZI3 perfect/JJ/4

Feature extraction

o

S -

Fig. 2. Text Preprocessing

B. Phase 2 — Feature Selection

Words stored in the list from phase 1 has to go through a
feature selection process to choose the features that represent
the actual dataset. In this study, ant colony optimization (ACO)
algorithm is used as the feature selection technique because it
has been proven to be effective in a previous study [7], [8].

C. Phase 3 — Relationship between Feature And Sentiment
Word

The process of identifying the relations between feature and
sentiment word is important because it determines the real
sentiment of a feature. This study uses a combination of typed
dependency relations and part-of-speech tagging parameters to
identify the relations between each word in the sentences from
customer reviews. To identify this relation, an algorithm based
on typed dependency relations and POS tagger has been
developed. Observably, the combination between the concepts
in POS tagger and typed dependency relations makes it easier
to identify features and sentiment words that are related. Part-
of-Speech Tagger (POS Tagger) is a software that performs the
process of grammar labelling for each word in customer
reviews. The labelling process would classify words into
different types such as: noun, adverb, verb, adjective,
determiner, conjunction, etc. On the other hand, typed
dependency relations is the process of identifying the type of
relations between one word and another in a sentence from a
customer review. There are about 50 types of typed
dependency relations in Stanford Parser. Among them are:
NSUBJ, NMOD, ADVMOD, AMOD, CONJ, and others. Fig.
3. can be referred to for an explanation regarding the process of
POS tagging and typed dependency relations.

Each feature and sentiment word relation that has been
identified in sentences has to go through a checking process.
This process identifies whether the sentiment word is grouped
into positive or negative lexicon group. Finally, the feature and
sentiment word relation is recognized whether it is positive or
negative. This study uses a combination of typed dependency
relations and part-of-speech tagging parameters [9] to identify
the relations between each word in a sentence from the
customer’s reviews.

Example 1:

Sentence: This camera is perfect.
POS tagging: This/DT/1 camera/NN/2 is/VVBZ/3 good/JJ/4
Typed dependencies relations:
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1 2
DET NSUBJ
C&

t l coPp 3 I
1is amera sood.

1is
DT NN VBZ =T

Fig. 3. Typed dependencies relations for the sentence: This camera is good.

D. Phase 4 — Sentiment Classsification

Sentiment Classification in this study refers to the process
of checking and ensuring that the feature and sentiment word
pair which has been produced in section (d) is in its correct
class: either in the positive or negative class. The output is
manually checked with its dataset to ensure that the finding is
consistent with the contextual information present in the
dataset. The items checked in this phase are: feature, sentiment
strength value, and sentiment class.

E. Phase 5 — Development of the Product Feature Ranking
and Popularity Model

This phase will be explained in The Proposed Product
Feature Ranking and Popularity Model section.

F. Phase 6 —Comparison and Analysis

This process of comparison in this study aims to test the
effectiveness of the proposed feature popularity ranking model;
whereby this model is tested against the model developed by
Ahmad and Doja [6]. The process of analysis will later be
thoroughly explained in the Base Model section below.

IIl.  THE PROPSED PRODUCT FEATURE RANKING AND
PoOPULARITY MODEL

This section explains the development of a calculation
model for feature ranking as proposed in this study.

Definition 4.1: Product is defined based on its possession
of its feature set; which is the product characteristics. For
example, a Nikon product has a feature list of camera, battery,
picture quality, flash, weight, etc. Below are the respective
definitions of product and feature; presented in the form of
equations (1) and (2):-

Product = P{F} 1)
Feature = F = {f, f,, f3,...,fi} O]

Definition 4.2: Review is defined as the user review set;
that is, P = {ps1, P2, Ps....p;j}. Each user review contains feature f,
sentiment word ps, and sentiment strength value ks, whereby
p: = {(fi, PSit, KSiz),--- (fim» PSim» KSim)}- Refer to Table 1 for
sentiment strength values.

TABLE I. SENTIMENT STRENGTH VALUES
Positive A Negative P
value Description value Description
3 Strongest -3 Weakest
2 Medium strong -2 Medium weak
1 Strong -1 Weak

Vol. 9, No. 9, 2018

A. Feature Weightage

The frequency of feature occurrence in each dataset is
counted. Each feature is categorized according to its type and
number based on Table 11 below.

Weightage = ks; * npy;; ?3)

Where:

ks; = sentiment strength for user review (p;), on feature f;;

npf; = feature weightage, f;, according to the feature
frequency present in user review dataset;

B. Total number of Sentiment Strength Weightage According
to Fetaure Type

Jks; =EF Weightagef;: ; 4)

Where:

Jks; = total number of feature weightage based on
sentiment strength which is according to feature

typel flv
a = total number of feature, f; according to feature type;

C. Feature Ranking
RF; = Rank(JKks;); 5)

Where:

RF; = all features in a dataset is ranked according to the
frequency of feature occurring in user review, p;. based on the
total number of sentiment strength weightage, Jks;. The order
of feature ranking is arranged with the highest value (Jks;) at
the top and the lowest value (Jks;) at the bottom.

The number of features for each user review dataset is
quantified according to feature type. Table Il exemplifies the
process. Additionally, each feature is grouped according to its
respective feature type. Based on this feature number, it is
observable that the weightage values is determined based on
the feature quantity. Table 111 exemplifies the process.

TABLE II. EXAMPLE FOR QUANTITY OF THE FEATURE FOR DATASET

NIKON

Feature Type Quantity

camera 50

size 23

picture 15

auto mode 5

TABLE IlIl.  WEIGHTAGE VALUE ACCORDING TO THE TOTAL NUMBER OF

FEATURE QUANTITY

. Weightage value
Quantity of features (npf)
75- above 1
51-74 0.75
25-50 05
1-24 0.25
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D. Product Reputation Value

In this study, product reputation value is calculated
according to the total number of positive and negative reviews.
The reviews are separately counted before the total number of
positive reviews is deducted from the total number of negative
reviews. The final result is considered as the performance value
for the product [10]. The algorithm in Fig. 4 is used to calculate
and sort the feature ranking.

Input:
Product feature f;;
Value of sentiment strength ks;;
weight npfj
Output:
Feature Ranking f;
0. START
Get vectorA[ksi, npfi];
for (int bilVektorA=0;
bilVektorA++)

N

bilVektorA < bilrekodVektorA,;

Get value of feature weight fw;
Get value of feature strength fs;;
fws=(fw; * f));

Update vectorA[fs;, fw;, fwsj];

} End for

Get vectorBf[f;, fws;];

for (int bilVektorB=0;
bilVektorB++)

©ONO AW

bilVektorB < bilrekodVektorB;

10. TOS; =Aggregate fws; and group based on fj;
11. }End for

12.  ListofRanking =Rank(TOS;);

13.  Return list of ranking;

14. END

Fig. 4. Algorithm for the calculation of feature ranking based on feature
quantity, sentiment strength value and sentiment category

The purpose of weightage value is to gauge the importance
of certain features; which is done based on the total number of
feature quantity present in user review dataset. The bigger the
total number of feature quantity, the higher the weightage
value. The whole process of calculating feature ranking is
based on feature quantity, sentiment strength value dan
sentiment category.

IV. EXPERIMENTAL SETUP AND RESULT

A. Dataset

To test the effectiveness of this proposed model, a customer
review dataset as compiled by [11] is used. The dataset
comprises of reviews on five types of electronic products, as
shown in Table 1V. This dataset is written in English and taken
from the Amazon website.
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TABLE IV.  SUMMARY OF REVIEW DATASETS
Dataset Number of manual Number of review sentences
product features

Nikon 70 346

Nokia 100 546

Apex 104 739

Canon 100 597

Creative 170 1716

B. Base Model

To evaluate the base model, the effectiveness of this
ranking model is tested with feature popularity list; and the
result is compared with the proposed model in [6]. The feature
ranking calculation method as proposed by Ahmad and Doja
[6] is based on the value derived from Senti-WordNet [12].
Each sentiment word with a relation to related feature is
classified using Senti-WordNet. Additionally, each feature has
a total weightage that is taken as the polarity value for each
sentiment word; whereby the sentiments words are identified
with the total number of sentences that contain the related
features and sentiment words.

Total of weight (Wt) =
Ye_ Wt of positive features — Wt of negative features (6)
whereby d = Number of documents containing feature;

Results from the calculation model in (6) enable each
feature to have its value identified with eitiher positive or
negative. According to the researcher in [6], if the total
weightage of the feature is identified to be of positive value,
then the feature is likely viewed positively and preferred by
users. Conversely, if the total weightage of the feature is
identified to be of negative value, then the feature is likely
viewed negatively by users. The feature ranking will be sorted
in an ascending order whereby the highest positive value is
placed at the top and the lowest negative value is placed at the
bottom. The value is determined based on the total value of
feature weightage.

C. Result

This section lays out the results of a case study that was
conducted to test out the effectiveness of the proposed
calculation model on feature ranking and popularity. Table V
displays the comparative analysis between three models:
feature ranking based on quantity; the proposed feature ranking
list model; and Ranking System model as proposed by Ahmad
and Doja [6].
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TABLE V. DIFFERENCES ON PRODUCT FEATURE RANKING BETWEEN FEATURE RANKING MODEL AND RANKING SYSTEM
Feature Rankin
Feature Quantity | Feature Ranking Feature 9
System
Model
camera 43 camera 51.5 camera 20.38
picture 17 picture 7 picture 7.38
picture quality | 10 picture quality 55 pictu_re 5.50
) quality )
use 10 feature 45 use 5.13
sunset feature 1 indoor image -0.5 audio -0.63
transfer 1 system error -0.5 system -0.63
error
txt file 1 transfer -0.5 Icd -0.75
view finder 1 lens cap -1 |n_door -0.75
picture
zoom image 1 8mb -1 8mb -1.13
Product Product Product
Reputation 202 Reputation 104.5 Reputation 7550

The model using feature ranking based on quantity only
displays the total number of feature that was reviewed by
users; without any analysis on its value. This information
would not be able very helpful to new users in evaluating the
product. On the other hand, Table VI has displayed that the
suggested model is able to determine the feature value: both
positive or negative value; and thus, the popularity of feature
strength, the feature level, and the feature frequency in
customer review dataset can also be identified. A positive
feature value will display high sentiment strength, high feature
level and high frequency of appearance in customer review
dataset. Conversely, a negative feature value will display low
sentiment strength and feature level; and thus, will be ranked at
a low position in the feature ranking list.

Table VI is a comparison on product reputation value
between the proposed model and Ranking System. In overall,
product reputation value for the proposed Product Feature
Ranking model is found to be higher than Ranking System.

TABLE VI.  DIFFERENCES ON PRODUCT REPUTATION VALUES BETWEEN
PRODUCT FEATURE RANKING MODEL AND RANKING SYSTEM.
st | Lo Rankne | Rk
Nikon +104 +75.50
Nokia +160 +103.75
Apex -98 +33.48
Canon +157.25 +92.58
Creative +253.25 +145.65

Product reputation or item reputation is the total evaluation
given by users; based on certain aggregation method. This
study proposes a calculation model on product reputation value
in which the sum of customer sentiment evaluation is
calculated. In general, the reputation value for feature ranking
and popularity model exhibits better overall value than
Ranking System. The use of equations (3), (4) and (5) has
shown a major change to the results of product reputation
value.

Results from the proposed model are better than Ranking
System.; including the dataset on Apex product. The huge
difference in the Apex dataset is due to the high number of
criticisms on player feature compared to other features. Even
though the player feature receives the highest number of
customer reviews among other features, this number does not
mean that player feature is preferred by user. In fact, the player
feature receives a lot of negative sentiment evaluations from
user. Besides that, there is a marked difference of 89.9 on the
reputation value of Creative dataset between the proposed
model and the Ranking System. Feature list for Creative
dataset such as player, software, price, sound, battery, size,
sound quality has a high number of positive reviews from user.
Thus, it affects the calculation of reputation values for Creative
product. The situation here exemplifies that the proposed
model vyields better reputation calculation because the
equations (3), (4) and (5) take into consideration the sentiment
value provided by user.

V. DISCUSSION

This study has clearly explained the proposed calculation
model for feature ranking. The calculation function for feature
ranking is developed based on three aspects: feature quantity,
sentiment strength value, and sentiment category. In effectively
analyzing the information found in user reviews, it is important
to take into considerations the element of user ratings on the
features of a product. In other words, even though the product
feature might receive a high number of reviews from users, it
does not mean that the product feature is preferred by users.
Hence, a detailed analysis should be conducted in identifying
the real overall sentiment type provided by users. It is very
important to consider sentiment assessments given by users on
product features since it actually reflects the product quality.
Aside from that, the assessment also offers a real view of what
is liked and disliked by users.

Understanding this situation, the proposed feature ranking
model takes into consideration the sentiment assessments given
by users. Results derived from this model could eventually
assist in creating a list of product feature ranking that
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represents actual user preferences. This information will be
very useful and helpful to new users in deciding whether to buy
a product or not. The advantage of this model is that: it uses
existing data in user review datasets, which include: sentiment
strength value for each feature, feature quantity, and sentiment
category for each product feature. The information on
sentiment strength value is derived from user assessments on
their satisfaction level regarding a certain product.
Additionally, in terms of generating feature ranking, this model
is not dependent to the hierarchical concept or product
ontology, and the Senti-WordNet calculation model in
obtaining sentiment strength values.

VI. CONCLUSION

This study proposes a new model to determine product
feature ranking and popularity; based on the information in
user feedback such as: sentiment strength assessment, feature
quantity, and sentiment category. The developed model takes
into consideration the effect of sentiment evaluation given by
user. Based on this study, it is also conclusive to say that the
quantity of features extracted from user reviews, whether the
total number is big or small, cannot be used as an indicator that
the product is liked or otherwise. The results derived from this
calculation model can help users assess a product based on
product characteristics or features. For producers, the resultant
information from the model can be used to improve the quality
of products produced.
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Interest Reduction and PIT Minimization in Content
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Abstract—Content Centric Networking aspires to a more
efficient use of the Internet through in-path caching, multi-
homing, and provisions for state maintenance and intelligent
forwarding at the CCN routers. However, these benefits of
CCN’s communication model come at the cost of large Pending
Interest Table (PIT) sizes and Interest traffic overhead. Reducing
PIT size is essential since larger memory sizes have an associated
cost of slower access speeds, which would become a bottleneck in
high speed networks. Similarly, Interest traffic may lead to
upload capacity getting filled up which would be inefficient as
well as problematic in case of traffics having bidirectional data
transfers such as video conferencing. Our contribution in this
paper is threefold. Firstly, we reduce PIT size by eliminating the
need for maintaining PIT entries at all routers. We include the
return path in the packets and maintain PIT entries at the egress
routers only. Further, we use Persistent Interests (Pls), where
one Interest suffices for retrieving multiple data segments, in
order to reduce PIT entries at the egress routers as well as to
reduce Interest overhead. This is especially useful for live and
interactive traffic types where packet sizes are small leading to a
large number of pipelined Interests at any given time. Lastly,
since using PIs affects CCN’s original transport model, we
address the affected aspects, namely congestion and flow control
and multi path content retrieval. For our congestion scheme, we
show that it achieves max-min fairness.

Keywords—Content centric networks; congestion control;
scalability

I.  INTRODUCTION

Content Centric Networking aims for a more efficient use
of the Internet. It follows a pull based communication model -
the content is split into multiple segments and the subscriber
sends out a separate Interest packet for each segment. Unlike
the current Internet, routing is based on content names as
opposed to end hosts’ IP addresses. The approach followed by
Content Centric Networks (CCNs) has many benefits — in-path
caching, multi-homing, and provisions for state maintenance
and intelligent forwarding at the CCN routers, to name a few.
However, CCN does have a problem of a large memory
footprint and overhead traffic that needs to be addressed to get
the maximum benefit from CCN’s pull based communication.

A. Memory Footprint of the PIT

PIT as a core module of the CCN architecture allows many
benefits in particular, such as multicasting, forward and reverse
path symmetry, and filtering of unsolicited and duplicate
packets. However, CCN derives these benefits at the cost of
high memory requirements. To put this statement in context
and see how much of a problem large memory sizes can be, let
us first look at the different memory types studied for CCNs.

Off chip SRAMSs can store up to 210Mb of data and have
an access time of 4ns. SRAMSs have been shown to not follow
Moore’s Law. RLDRAMSs, on the other hand, can store up to
2Gb of data but have an access time of 15ns. DRAM has an
access time of 55ns, but it can store up to 10GB [1]. Assuming
each PIT entry size is 100 bytes; SRAMSs can only contain
around 262.5K entries, whereas RLDRAMs can have 2.5M
entries. Can 100 bytes for a PIT entry be considered a realistic
figure? In [2], for two different data sets, authors give an
average URL length of 18 and 53 characters. Note that in CCN,
the lengths may be longer if you also include AS names in the
content name for ease of routing. Also, in the future, if
different languages are to be incorporated in the content names,
Unicode encoding would be required instead of ASCII so in
terms of bytes the length would double.

Let’s examine the above figures in the context of the PIT.
The PIT would have a large memory footprint. In [2] authors
observe from trace of a 20Gbps access link that the
corresponding PIT had 1.5M entries. This figure is expected to
go up as bandwidths and the number of links increase. The
number of PIT entries in a router is roughly on the order of the
following:

(Nport>< BW x RTT) / Sizepacket (1)

Nport 1S the number of ports that the switch has, BW is the
bandwidth, RTT is the total round trip propagation delay, and
Sizepacket IS the size of data packets.

The contribution of each flow to the PIT size may be large
in case of pipelined interests for live and interactive traffic
where packet sizes are small. For example, in VOoCCN, each
client sends out around 50 interests per second [3]. Unlike live
traffic, for traffic types where chunk sizes can be large, such as
file sharing, the number of Interests can be kept small if we
keep large segment sizes and allow packet fragmentation [4].
However large packet sizes have performance issues in face of
packet loss. So we believe that the number of pipelined
interests could be large in non-live traffic too.

Fitting PIT in the SRAM would be difficult and slow
memory access makes DRAM or RLDRAM infeasible for
CCN routers. Note that multiple memory accesses would be
required for a PIT entry lookup. Another benefit of reducing
PIT and FIB sizes would be a reduction in overall costs and
energy requirements since fast access memories are expensive
($27/MB for SRAM as compared to $0.27/MB for RLDRAM)
and consume more power (0.12W/MB for SRAM as compared
to 0.027W/MB for RLDRAM) [1].
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B. Overhead of the Interest Traffic

The one Interest packet per Data packet communication
model adopted by CCN causes other overhead issues as well.
Firstly, frequent insertions and deletions increase CPU load
and lead to a decrease in efficiency, causing increase in
download times [5]. Secondly, high upload bandwidth usage is
an outcome if packet sizes are small and bitrates are high. For
9Mbps videos with packet size of 1500bytes, the number of
Interests generated per second would be 750, requiring
0.6Mbps upload capacity assuming 100 byte Interest packet.
For video conferencing, assuming 1Mbps streaming rate and
average 500 bytes packets [6], there will be around 250 packets
per second, requiring 0.2Mbps upload capacity. If we consider
an IPTV solution, it is possible that multiple channels are
retrieved simultaneously for smooth channel transitioning [7].
In this case the upload rate would increase by a factor equal to
the number of channels simultaneously pre-fetched.
Constraining upload capacity usage would be especially
important in cases where upload is used for data transmission
as is the case in video conferencing or in cases where links
have asynchronous upload and download capacities. Also, lost
Interests due to a congested upstream link would affect the
stream quality even if the downstream link had sufficient
capacity available.

We believe it is essential to revisit the original architecture
with these issues in mind so as to ensure that the architecture
does not become a bottleneck in the future. In this regard, we
reduce PIT size, upload bandwidth usage, and
insertion/deletion operations by using Pls where necessary, and
completely eliminating PIT entries where possible. To this end,
we also address congestion and flow control and multipath
forwarding issues that arise due to a departure from CCN’s
original pull based approach to a push based one.

Keeping in mind increasing bandwidths and an ever
increasing share of long flow streaming traffic, we believe the
benefits of this work would remain even in the long term.

Rest of the paper is organized as follows. First of all, we
examine the related work in section 2. Our approach for PIT
size reduction by including the return path inside the packets is
proposed in section 3. Our Pl based communication model,
together with max-min fair congestion control is described in
section 4. In section 5, we give a summary of our proposed
changes to the CCN. Evaluation results are given in section 6.
We conclude and describe our future direction in section 7.

Il. RELATED WORK

PIT size reduction is recognized as an important goal in
CCN research. State of the art focuses on the data structure and
hardware aspect of PIT. We believe that an approach which
can reduce or eliminate the dependence on PIT without losing
the benefits PIT brings is not only ideal but achievable as well.

Recent works try to reduce PIT sizes by using counting
bloom filters [8], mapping bloom filters [9], and encoded
named prefix tree [2]. Distributing PIT over multiple cards
within a router has also been explored [8]. Using fingerprints,
instead of full names, at the core routers, has been proposed in
[10] to reduce the PIT sizes. Our approach can be used together
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with all of these approaches to further reduce the memory
requirements.

Authors in [11] explore Interest aggregation by using
Interest Sets. Unlike them, we use Pls to reduce PIT size as
well as Interest traffic. The problem with Interest aggregation
is that a single Interest loss would affect several data packets.
Also, in case of traffics having a large number of pipelined
Interests, for instance HiDef IPTV, we would have large
Interest Sets which would introduce great complexity at the
router. This complexity would be because a large Interest Set
would lead to a traffic spike. Also if an Interest Set has several
Interests, the router would have to check each corresponding
data packet in its Content Store which would require several
memory lookups. Multipath forwarding would also be an issue
since an Interest Set can only be forwarded to one source.
Unlike their work, we also address multipath forwarding and
congestion and flow control issues arising due to doing away
with the one interest per data packet model. Similarly, authors
in [12] also use Interest aggregation, however at the router,
these Interests are internally translated into multiple PIT entries
thus the PIT size is not reduced and only the Interest traffic is
reduced.

A different approach to reducing PIT sizes is taken in [13],
where RTT awareness at the routers is used to reduce the
residence time of PIT entries that have not been responded to.

In our congestion control scheme, the routers inform of the
paths bottleneck fair share bandwidth. This approach has been
studied in the context of Internet in works such as RCP[14] and
XCP[15] where the returning data packet carries the bottleneck
information. This bottleneck information is echoed back to the
sender so that transmission rates may be adjusted accordingly.
Compared to the approaches studied in the context of the
current Internet, our approach would react quickly to changing
network conditions for two reasons. Firstly, since CCN’s
breadcrumb approach eliminates forward and reverse path
asymmetry, instead of echoing the rate information in Data
packets, the Interest packets can be used to convey the
bottleneck rate. Secondly, as we show in section IV, in CCN
we can keep count of the exact number of flows as well as the
flows bottlenecked on that router, thus enabling sharing of
residual capacity amongst the bottlenecked flows only.

Pls have been proposed before [16]. Unlike our work, they
do not address issues, such as congestion and flow control and
multipath forwarding, arising due to a push based approach.

I11. PIT REDUCTION USING STATEFUL PACKETS

PIT preforms three functions. Firstly, it eliminates forward
and reverse path asymmetry. Secondly, it allows multicasting.
When an Interest is received at a router but there is already a
corresponding PIT entry, this implies a multicast scenario. The
router will drop the Interest and update the PIT entry. When
the corresponding data packet is received, copies will be made
and forwarded on all the faces at which the Interests were
received. Thirdly, PIT prevents unnecessary forwarding. When
an unsolicited data packet is received which does not have a
PIT entry, it would be dropped. Likewise if a duplicate Interest
is received (having the same nonce) on a different face, it
would be ignored and no further action would be taken. Our
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approach allows these benefits to be achieved even if we
eliminate the PIT entries at the non-egress routers. We now
describe our approach followed by a discussion of how the
above mentioned benefits can still be achieved.

A. Interest Packet Transmission

We propose specifying the return path in the Interest
packet’s header using a PATH tag. When an Interest is
received at an ingress router, instead of making an entry in the
PIT, the ID of the node as well as the face at which the Interest
was received is entered in the label header. The packet is then
forwarded towards the egress router. Instead of making an
entry in the PIT, each intermediate node appends only the ID
of the face at which the Interest was received to the PATH tag.

When the Interest reaches the egress node, one option
would be to append the face id to the PATH tag and forward
the packet without making any entry in the PIT. While this
would lead to complete elimination of the PIT, thus saving
memory, it would also lead to the loss of benefits mentioned
above that PIT brought. Thus we propose maintaining a PIT
entry only at the egress routers. This PIT entry would also
include the complete reverse path from the egress to the ingress
routers within that AS. PATH tag would then be cleared before
forwarding the packet into the next Autonomous System (AS).

In case multiple Interests, having the same ingress node 1D
in the PATH tag, are received at an egress router, the PIT
entries would be combined to allow multicasting. To do this,
the PATH tag saved in the PIT entry would be updated so that
last entry corresponding to the ingress ID and the face includes
all the relevant face IDs.

B. Data Packet Transmission

When a Data packet is received at the egress router, the PIT
would be consulted and the reverse path inserted in the
packet’s PATH tag. Based on this field, each downstream
router would determine the face at which the packet needs to
be forwarded. In this manner, the packet would either reach the
egress router of the downstream AS or the content requester.

C. Discussion

As shown in Fig.1, suppose an Interest packet is received at
node R1 face 1. It would be forwarded to the egress node R4 as
per our approach. When the Interest reaches the egress node,
the PATH tag shows for each intermediate node the faces at
which this Interest was received. The PIT entry would include
this return path. Suppose another Interest is received at R1 face
2. This Interest would also be forwarded towards R4. However,
from the PIT entry, R4 would infer that this is the same Interest
but for a different face. So the entry would be updated. In the
figure 1, <R1:1,2> implies that the returning Data packet has to
be forwarded to node R1 faces 1 and 2.

The above approach ensures that the benefits of PIT are not
lost as follows. When a Data packet is received at the egress
router, the PIT would be consulted and incase it is unsolicited,
it would be dropped. Otherwise, the packet would follow the
reverse path specified in the PIT.

Vol. 9, No. 9, 2018

Pending Interest Table
Name Path
MovieA/Segmentl 1/1/1/R1:1,2

Data
<Name>MovieA/Segmentl</Name>
<PATH>1/1/R1:1,2</PATH>

Interest
<Name>MovieA/Segmentl</Name>
<PATH>1/1/R1:2</PATH>

Interest
<Name>MovieA/Segmentl</Name>
<PATH>1/1/R1:1</PATH>

Fig. 1. PIT and Packets Structure.

For multicasting, note that if an Interest packet is received
at the egress router and there is already a corresponding entry
(or it is a duplicate Interest as determined by the nonce), the
Interest would be dropped and the PIT entry updated. This
would ensure multicasting at the gateway link. In case multiple
Interests were received at an ingress router, to prevent
duplicate data packets flowing from the egress to the same
ingress node, the egress node would infer from its PIT entry if
an Interest had been received at multiple faces of the same
ingress router. This information would then be conveyed to the
ingress router using the packet’s PATH tag as already
explained. This approach would reduce link stress [19] at the
egress link and also on the path from the egress to the ingress
router. However, link stress would not be eliminated in a
scenario where two copies of the same data flow from the
egress gateway to two different ingress gateways having some
overlap in their paths. This is a tradeoff. We believe that
minimizing memory requirements of CCN routers is important
and link stress reduction at the gateway links is sufficient
because link stress in the intra-AS paths would not be so
problematic because load balancing approaches will be in
place.

IV. INTEREST REDUCTION USING PERSISTENT INTERESTS

The approach discussed in the previous section reduces PIT
entries at the non-egress nodes. The proposed approach would
work well for static content, such as file sharing, where the
data chunks already exist, can be large, and each chunk can be
requested as required and from whatever source desired. Note
that packet fragmentation [4] would allow Data packet sizes
larger than the link MTU.

For live and interactive traffic, the Data packets have to be
small leading to many pipelined Interests. VoCCN forwards 50
interests per second - the rate going higher if we also include
video data. If we could replace these pipelined Interests with
one Interest, we would save upload bandwidth as well as
reduce the number of entries in the egress router’s PIT. Also,
decrease in the number of read write operations on the PIT
would reduce processor load improving performance especially
for video traffic. For this purpose, we adopt the concept of Pls
to aggregate the Interests belonging to the same flow.
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A. Session Management

To initiate content retrieval, the end user would send out a
Pl registration packet, which would also include the rate at
which the application seeks to receive data. The receiving
router would make a corresponding entry in the PIT and
forward the PI packet to the next upstream router towards the
content store. Once the transmission has been completed, a tear
down message would be transmitted by the end user, indicating
session closure.

During the session, the user would periodically send Pl
keep-alive messages to keep the session alive as well as to
inform the content source of the allowed transmission for
congestion and flow control. In case a deadline for a Pl packet
is missed, or a deregistering message is received, the node
would remove the corresponding PIT entry.

B. Congestion and Flow Control

Similar to approaches like XCP and RCP, for congestion
control, we propose an approach where each router maintains
fair share bandwidth and the sender is informed of the
bottleneck’s fair share.

The content subscriber sends out a Pl packet including the
allowed bitrate specified in CURBOTRATE tag in the Interest
packet. The receiving router would compare its own bottleneck
fair share with value specified in the packet’s CURBOTRATE
tag, and update the latter if it is less before forwarding. Each
router calculates the fair share bandwidth (FS) for each of its
links using the following equation:

FS; = (TotalCap/N) + (ResidualCap,.+/N) 2

In the above equation, TotalCap refers to the link capacity,
while ResidualCapy; refers to the total link capacity minus the
capacity used in the previous measurement cycle. N is the
number of flows passing through that link. N is basically the
number of PIT entries of type PI for that link.

When the Content Source receives the Interest, it would
forward the data stream at CURBOTRATE.

We observe in our experiments that the convergence to min
max fair share for each flow would be slow if we use the above
equation for sharing residual capacity among flows. For this
reason we propose an improved residual capacity sharing
approach based on the observation that state maintenance
inherent in the CCN’s architecture [18] can enable us to share
the residual capacity among bottlenecked flows only instead of
sharing among all flows.

For this purpose, we introduce a PREVBOTRATE tag in
the Interest packet which would include the path bottleneck for
the previous cycle, and the router would also maintain a count
of bottlenecked flows (BOTFLOWCOUNT) for each link. The
PIT entry would include a flag variable specifying if that flow
is bottlenecked on that router or not. Each time a Persistent
Interest is sent, the sender would reflect the CURBOTRATE
value so that it becomes the PREVBOTRATE value in the next
Pl keep alive packet. Now when a Pl packet is received, the
router would check if the value in the PREVBOTRATE tag is
greater than or equal to the FS. If it is, it would imply that the
flow is being bottlenecked on that link. PIT entry would be
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checked and if the bottlenecked flow flag is not set, the flag
would be set and BOTFLOWCOUNT would be incremented.
If the flag is already set, it implies that the flow has already
been counted in the BOTFLOWCOUNT so no action would be
taken. As opposed to this if a Pl packet is received and
PREVBOTRATE tag is less than the FS, it would mean that
the flow is bottlenecked upstream. In this case if the PIT
entry’s flag is set, it would be set to false and the
BOTFLOWCOUNT value would be decremented. If the flag is
not set, no further action would be taken. The packet would
then be forwarded upstream after modifying the
CURBOTRATE tag if needed as per the approach described
above. In this approach the equation for calculating the FS
would be as follows.

FS; = (TotalCap/N,) + (ResidualCapy.1/Npqy) ?3)

In the above equation, Ny, is the number of flows passing
through that link while Ny is the number of flows
bottlenecked on that link.

This approach requires PIT entries in all routers. We
believe this is acceptable because firstly, multiple entries
belonging to the same flow would be replaced by a single
entry, and secondly this would allow multicasting on all nodes
which would be especially important for reducing link stress in
live and interactive traffic types. It should be noted that PI
would only be used in live/interactive streaming types where
the either the encoder can modify bitrate based on network
feedback or the content has multiple copies encoded at
different discrete rates and the corresponding rate can be sent
based on the feedback. Thus for a multicast scenario, if
multiple requests are received, based on different bottleneck
rates, it is possible that different bitrates may be requested.
Thus they have to be treated as different flows. For future
work, we plan to address these issues and explore other issues
arising when using this approach for multimedia streaming.

C. Multipath Download

Pl approach would change the way multipath retrieval is
done in CCNs. We handle this by splitting the session into
multiple streams if needed and using regular expressions in the
PIT and PI packets. For instance if the content can be obtained
from 4 different faces, the segment numbers requested at face
would be as the expression below and corresponding entries
would be made in the PIT.

segmentiq % 4 == face;y @)

For example, if the face id is 2 and the total number of
faces is 4, the above expression would basically be requesting
only those segment numbers which when divided by 4 would
return a remainder of 2 and these segment would only be
requested from the content source reachable through face 2.
Other regular expressions may also be used.

V. CHANGES TO CCN

Our approach eliminates the need for maintaining PIT at
the non gateway routers for traffic types similar to file transfer.
In this regard we need to modify the way Interest and Data
packets are forwarded and PIT entries are made. For intra-AS
transmission purposes, we include a PATH field in the Interest
and Data packets to include the path to be followed from the
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egress to the ingress node. PIT entries also need to be modified
so that each entry also includes the paths that need to be
followed by the returning packets.

For live and interactive traffic, our approach replaces
multiple PIT entries belonging to the same flow with a single
entry. We use PIs so that content stream may be retrieved using
a single Interest. Since this would affect how congestion
control is handled in CCN, we also propose a router specified
bottleneck rate based rate control. For this purpose, we require
each router to include local information regarding each link’s
fair share bandwidth, number of flows on that link, number of
bottlenecked flows, and residual capacity available from the
previous measurement cycle. We also require Interest packets
to include fields for return path’s current bottleneck fair share
rate as well as the bottleneck fair share in the previous
transmission cycle.

Lastly, multipath retrieval would be different if we use Pls.
For this purpose, we propose splitting the stream and using
regular expressions to match streams with the requests in PIT
entries and Interest packets.

VI. EXPERIMENTAL EVALUATION

To make a case and see how much PIT size reduction can
be achieved by using Pls, we took dataset from CAIDA*
related to four 10Gbps links which measured the packets per
second as well as the number of flows per second flowing
through the links during a one hour period once every month.
The former corresponds to the number of PIT entries using
CCN’s original approach while flows per second roughly
translate to the number of PIT entries using our Pl based
approach. Dividing them gives us the reduction factor. For the
readings provided, we get a maximum 6.56 fold PIT reduction
with an average of 2.4 fold assuming a 100ms RTT. If we
assume a 200ms RTT, the number increases to a maximum of
13.13 fold PIT reduction with an average of 4.89 fold
reduction.
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Fig. 2. Pl Frequency vs Packet Loss.

! http://iwww.caida.org/data/passive/trace_stats/

Vol. 9, No. 9, 2018

For evaluation purposes, we implemented our Pl approach
in ndnSim[17]. First of all we studied the effects of frequency
of PI keep alive messages on packet loss. We chose to measure
packet loss because it would be representative of how quickly
the sending rate would be updated in face of changing network
conditions. We used a dumbbell topology consisting of four
subscribers requesting content from four different sources
sharing a bottleneck link having 1mbps capacity. All other
links also had 1mbps capacity. Router queue limit was set to 10
packets. The RTTs for the four subscribers were 142ms, 62ms,
242ms, and 44ms respectively. The duration was 10 seconds
and after 5 seconds, the bandwidth of nodel’s access link fell
to 80kbps. For experimentation, we used two different
scenarios. In the first scenario, each node joined at the same
time, while in the second, the nodes joined at 0, 1, 2, and 3
seconds respectively. Results are shown in Fig. 2.

From the Fig. 2 we observe that the best results are
obtained if the bottleneck probing PI packet is sent more than
once per RTT. However, for our scenario, sending the probe
once per RTT also gives comparable results. For less frequent
probes, the sender would be slow to react, leading to a higher
loss rate. Also, as shown in the figure, loss rate is lower for the
scenario in which all the nodes join at different times. This is
because in our scenario each node joined after a delay of one
second after the previous nodes joining. This gave sufficient
time for the network to converge to the fair share before the
next node joins.

For the simultaneous joining scenario, we also studied the
throughput each node got so as to measure fairness. For this
purpose, we used a dumbell topology where each link had
10Mbps capacity and RTT was set to 200ms for each node.
Three nodes subscribed to a continous stream whereas the
fourth node followed an on-off transmission pattern where the
on period varied from 500ms to 1.5s. The off periods also
varied in a simillar manner. The duration was 10 seconds. Fig.
3 shows the average throughput each node got. The slight
difference is because of packet loss.
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Fig. 3. Fairness.
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Fig. 4. Residual Capacity Sharing among Bottlenecked Flows.

Lastly, we explored the total number of packets transmitted
in the scenario where the residual capacity was shared between
all flows and compared it with the scenario where the residual
capacity was shared only between the flows bottlenecked on
that link. Sent packet count is used because it shows how
quickly the sender converges to the fair share in case some
flow’s bottlneck shifts from the bottlenecked link to some
upstream link. For this purpose we used the same dumbbell
topology as above, however the the duration was 3 seconds.
Also after one second, the bottleneck for node 3 and 4 shifts
upstream and drops to 80kbps so that the original bottleneck
link now has excess residual capacity which can be shared
between flows belonging to nodes 1 and 2. As shown in the
Fig. 4, more packets are transmitted if we distribute the
residual capacity between the bottlenecked flows only.

VII. CONCLUSION AND FUTURE WORK

In this paper, we focused on PIT size reduction. For this
purpose we proposed maintaining the return path inside the
packets so as to eliminate the need for PIT in non egress
routers. For traffic types where the number of pipelined
Interests would be large, such as in multimedia streaming and
video conferencing, we proposed using PIs where one Interests
would be sufficient to retrieve the entire stream. We also
proposed a congestion control approach to work with Pls. Our
congestion control approach has been presented as a proof of
concept in order to show the feasibility of the Persistent
Interest approach.

For future work, we intend to focus on the congestion
control aspect and experiment on larger topologies and in
greater detail. We also plan to apply our fair share bottleneck
probing approach for bit rate selection in rate adaptive video
streams.
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Local Features Combined with GLCM for Texture
Features
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Abstract—In CBIR (content-based image retrieval) features
are extracted based on color, texture, and shape. There are many
factors affecting the accuracy (precision) of retrieval such as
number of features, type of features (local or global), color
model, and distance measure. In this paper, a two phases
approach to retrieve similar images from data set based on color
and texture is proposed. In the first phase, global color histogram
is utilized with HSV (hue, saturation, and value) color model and
an automatic cropping technique is proposed to accelerate the
process of features extraction and enhances the accuracy of
retrieval. Joint histogram and GLCM (gray-level co-occurrence
matric) are deployed in phase two. In this phase, color features
and texture features are combined to enhance the accuracy of
retrieval. Finally, a new way of using K-means as clustering
algorithm is proposed to classify and retrieve images. Two
experiments are conducted using WANG database. WANG
database consists of 10 different classes each with 100 images.
Results of comparing the proposed approach with the most
relevant approaches are promising.

Keywords—CBIR; color histogram; GLCM; K-means; WANG
database

. INTRODUCTION

Visual cues rather than textual description of images is used
in CBIR to extract features automatically from query image
and image database and the most similar images are ranked and
retrieved. Color and texture features are considered as the most
frequently used in CBIR that because it is easy to extract
features based on these visual contents. Moreover, shape [1],
and regions [2] are broadly considered to index image based on
contents. These low level features of an image are directly
related to the contents of the image. In [3], they propose CBIR
system based on color distribution. The proposed system relies
on the probability of identical pixel colors as compared with its
neighbors and the difference among pixels. Moreover, they
deployed K-means Clustering algorithm group pixels. The
approach overcome problems related to image displacement
and rotation.

There are three major methods for color analysis and
retrieval. The most common method is global-based or global
color histogram. Approaches relies on this method such as [4,
5] are efficient but suffers from lack of information related to
spatial distribution of colors. The second method relies on
dividing images to equal blocks or regions such as [1, 6] and
utilizes local color histogram for each region to extract color

features. These approaches provides better information related
to spatial distribution of colors. The third method is
segmentation based, in which the division of the image is done
using clustering algorithm such as [7, 3]. Complexity of
features extraction is considered as the major drawback of such
approaches.

Texture is used as an image discriminator utilizing visual
properties of homogeneity rather than the existence of
distinctive color [8]. There are many texture features such as
contrast, correlation, energy, uniformity, density, coarseness,
and homogeneity. As stated in [9], the most common texture
descriptors are statistical model and transform-based.
Statistical model extracts statistical features based on spatial
dependence of texture’s grey-level. The co-occurrence matrix
used in [3, 10] is considered as an example of statistical model
based. Discrete wavelet transform (DWT) is the most dominant
example of transform based model. In [17], they propose CBIR
system by integrating many features extracted using DWT,
HSV color feature, cumulative color histogram, dominant color
descriptor (DCD) and GLCM. Moreover, they propose using
adjacency matrix of a bipartite graph to the sub-blocks of query
image and image database. The proposed approach achieves
better results as compared with the most relevant retrieval
schemes. In [18], they propose CBIR system based on
evolutionary algorithm. The proposed system discriminate
images based on shape, color and texture features. The system
is evaluated by precision-recall value of the retrieved results. In
[19], they studied the effect of color spaces on CBIR using
wavelet decomposition of each color channel. They
recommended to use Lab color space and color features
extracted using color moments. In [20], a two-leveled CBIR
system is proposed. The proposed approach uses color features,
edge detection, morphological operator (Dilate), and 2D-DWT
(wavelet transform). WANG database is used to test the
proposed CBIR system. Experimental results show superiority
of the proposed approach as compared with other CBIR
systems.

Most of the previously mentioned approaches used color
and texture features. In this paper attempt is made to overcome
some limitations related to spatial consideration of color
distribution, disregard unrelated parts of image which may
affect the accuracy of retrieval, and better utilizing of k means
as clustering algorithm to enhance the retrieval accuracy.
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In this paper a new and efficient CBIR system of two
phases is proposed. In the first phase the emphases is given to
global color features utilizing color histogram. Moreover, a
new cropping technique is proposed to eliminate the least
significant pixels within the image. This phase allows huge
reduction of dissimilar images to be considered in the second
phase. However, in the second phase images are sliced to three
different regions and for each region the most significant
features of color and texture based on joint histogram and gray
level co-occurrence are calculated. Finally, a modified way of
using K-means clustering is proposed to retrieve the final set of
similar images as compared to the query image. The rest of the
paper is organized as follows. Section 2 reviews the most
important global and local color features to be extracted.
Section 3 explains the texture features extraction using GLCM.
Proposed approach is discussed in section 4. Section 5
presented similarity measures and experimental results.
Finally, section 6 draws the conclusion.

Il.  COLOR FEATURE EXTRACTION

In CBIR number and type of features extracted from image
play a significant role in increasing or decreasing the precision
of image matching and retrieval. In this section the major
extracted color features are discussed to enhance the
understanding of the proposed system. As shown in [11], color
is easy to implement and it considered as the most reliable
visual content as compared with texture and shape. It is robust
to background compilation and not affected by image size and
orientation. Color histogram is the most prominent approach
for color features extraction. Color histogram demonstrates the
color distribution in image and it requires less computational
cost as compared with other color approaches. Lack of spatial
information is considered as the major drawback of color
histogram approach.

As stated in [12], color histogram of image is represented
using vector H= {H(0), H(1), ...,H(j),..., HN)}, where |
denotes the color bin, N represents the number of bins, and
H(j) denotes the total number of pixels at j" color bin. In this
research, images are converted to HSV color space first, then
color histogram is used to extract global features of cropped
images.  Furthermore, statistical-based features (color
moments) are extracted for each image regions of the cropped
images. These statistical features as follows:

e Mean: the mean value for each color channel (H, S, and
V) is calculated as follows:

1
M; = ;Zﬁyﬂpij 1)

Where, N is the number of pixels in the image and P;; is the
j™ pixel value of the image at the it" color channel

e Standard deviation: the standard deviation value for
each color channel (H, S, and V) is calculated as
follows:

0 = \[(% 9’:1(Pij - Mi)z) O]

Where, N is the number of pixels in the image and P;; is the
™ pixel value of the image at the i** color channel
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e Entropy: the entropy value for each color channel (H, S,
and V) is calculated as follows:

Entropy = — Y; P;log,P; 3)

Where, P; is the probability of the difference between 2
adjacent pixels.

I1l.  TEXTURE FEATURES EXTRACTION

As stated in [9], GLCM elements measures the relative of
gray level occurrences between pairs of pixels within the image
in different directions. The co-occurrence matrix is considered
as useful way of extracting second order statistics. These
statistics related to human view of texture.

In this research GLCM s utilized to extract texture
statistical features (contrast, energy, correlation, and
homogeneity). Moreover, GLCM is applied for images sub-
regions in order to enhance accuracy of matching utilizing
localization of features rather than relying on global texture
features only. As an example, the GLCM is calculated to the
following image in figure 1 using the following MATLAB
code.

e 2

The MATLAB code i shc')wn in figure 2.

%read image

I=imread('beach.jpg");

% convert rgb image to gray

R1 = rgb2gray(l);

% resize image

R2 = imresize(R1, [200 200]);

% create gray-level comatrix with default offset [0 1]
GL = graycomatrix(R2,'Offset',[0 1]);

%Extract properties of gray-level co-occurrence matrix
Ca = graycoprops
(GL,{'contrast','Correlation’,'Energy','homogeneity'})

Fig. 1. GLCM calculation (MALLAB code)
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Gray level co-occurrence matrix of the sample image is [8 x 8] as follows:

1034 149 3 0 0 0 0 0
137 3606 700 17 0 1 0 0
4 659 13833 738 78 22 5 0
1 29 654 7024 684 75 35 0
0 10 52 687 4796 404 63 3
0 1 26 81 409 1892 185 1
0 0 1 12 59 211 1397 9
0 0 0 0 1 8 4 0
Fig. 2. Sample image
Table 1 shows statistical features of the sample image: mask with proper dimension. Figure 4 illustrates the cropping
process.
TABLEI.  STATISTICAL FEATURES e Identify cropping starting points (x , y) by applying the
) i following formulas:
Contrast | Correlation | Energy Homogeneity oflo g formulas
0.9192 1 .
0.2168 0.9404 0.1809 x = 3 * orlglnal width (7)
IV. PROPOSED APPROACH 1 .
y =1+ original peigne ®)

In this section a complete description of the proposed

approach is presented. . . .
PP P Note: different scaling factors were tested and (%) gives

A. Phase I: Global Color Histogram the best results.
a) v Image (1) € Db.(database) do: ] o ldentify the new width and new height using the
1) Convert the RGB images to HSV. Figure 3 shows the following formulas:
original image converted to HSV color model and the different
histograms related to hue, saturation, and value. As stated in newWidth = original g, —x  (9) 9)
[13], RGB image is converted to HSV color space using the
following formulas: newHeight = Oroginalyeigne —y (10) (10)
H = cos-! ZI(R-6)+(R-B)] 4 o _ _
V(R-6)?+(R-B)(G-B) e Crop the original image using (x, y, newWidth, and
_ newHeight).
§=1— 3[min(R,G,B)] (5)
R+G+B 5c -
00, —  OrgnalVidh
R+G+B
v - [ ©
File Edit View Insert Tools Desktop Window Help )
Er P AEEEL: ) — NewWidh

-

Hue Histogram Saturation Histogram

New Height

Value Histogram Original Image

R

—_— = COriginal Height

Fig. 3. RGB to HSV color conversion
Fig. 4. Cropping process
2) Eliminate the least significant pixels of the original

image (I) by applying the following steps to create rectangular
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3) Apply global color histogram to the cropped image in
(2) using (H-8 bins, S-2 bhins, and V-2 bins)
b) Apply steps (1-3) to query image.
c) Do apply bin to bin comparison between image query
and image database then:

e Calculate the similarity based on Euclidean distance
measure.

e Consider the most similar images- using proper
threshold value as candidate images to be used in
Phase-I1.

B. Phase Il: Joint Histogram and Gray Level Co-occurrence
Matric (GLCM)

1) Resize candidate images (CI) retrieved via Phase-1 to be
200 x 200 pixels.
2) Starting from the Top-Left Corner, divide each image in
(1) to 3-regions as follows:
R1=50 x 50 Pixels.
R2=100 x 100 Pixels.
R3=200 x 200 Pixels.
3) VR; €I, i =1,2,3. Do extract:
- [4n, Us, 4y ], mean values for H, S, and V.

- [on , 05, 0,,], standard deviation values for H, S, and V.
- [En, Es , E,, ], entropy values for H, S, and V.

This step generates 9-D feature vector for each region.
Total number of features is 27-D for each image. R3 represents
the whole image.

4) Texture based retrieval :
VR; € CI Do:

Feature Vector
of candidate
images

K-Means (2"
No. of clusters = No.
of image classes in
the dataset

Calculate and re-
calculate the ==
centroid for each

cluster
City Block (e
and proper
threshold
)

K-Means (1%)
s NO. OF clusters = No.
of features

Centroid =

Vol. 9, No. 9, 2018

e Apply GLCM (gray-level co-occurrence matrix) to the
image.

¢ Normalize GLCM.
e Extract the following features:

a) Contrast using the following formula:

Cont = ?”];10 Pij(i -2 (11)
b) Correlation using the following formula:
- (i-w(-w
Corr = YN P ”‘U% (12)

¢) Energy using the following formula:

En = %Y1 (Pj)? (13)

d) Homogeneity using the following formula:
H = yN-t Ty 14
omog = Lijj=o TH(i—))2 (14)

Where, P;; is the probability of ij element of the normalized
symmetrical GLCM, N is the number of gray-levels in the
image, u the GLCM mean, and ¢ is the variance of intensity.

This step generates 12-D feature vector. At the end of this
step, each image is represented by 39-D feature vector
generated by step 3 and 4.

5) Do apply steps (1-4) to query image.
6) Retrieve similar images by deploying a new way of
using K-means clustering as shown in figure 5.

Find the Centroid for
each feature vector

!

Maintain index
representing each
image based on
centroid

Feature vector of
query image

Retrieved Set

Fig. 5. Retrieving final set using K-means

As stated in [9], K-means as clustering algorithm is one of
the unsupervised learning algorithms. It classifies data set into
number of clusters in simple way. Users of K-means need to
define k centroids based on number of chosen clusters. It is
preferable to place these centroids away from each other. Each

point in the data set is associated to the proper cluster by
calculating the distance between this point and nearest
centroid. The process continued by re-calculating k new
centroid till no changes are done. To overcome some of
problems related to user interference in original K-means
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clustering, a two phases K-means clustering is proposed as
previously shown in figure 5. In this research number of
clusters is chosen based on number of features and image
classes, then cluster centroid is calculated and re-calculated
based on the feature vector of image data set. As for query,
centroid is calculated based on its feature vector and the
distance between the centroid of query image and different
clusters is measured. Consequently, the image class is
identified first and similar images are ranked based on distance
from small to large.

V.  SIMILARITY MEASURE AND EXPERIMENTAL RESULTS

A. Similarity Measure

The similarity between two feature vectors can be
measured using one of the many available distance functions
such as Euclidian distance, City block distance, Minkowski,
and Mahalanobis [14]. Using different distance functions may
slightly increases or decreases precision of retrieval. In this
research, Euclidean distance and City block are chosen because
of ease of use and they achieve better results as compared with
other distance measure. As shown in [15], Euclidean distance
function effectiveness and efficiency is noticeable because of
that it is considered as one of the most common similarity
measures used in image retrieval. It calculates the distance
between two feature vectors as follows:

n
Deyclidean = Z(”i - Dil)z

i=1 (15)
City block distance is calculated as:

n
Deity = ; §1"i - Di‘ (16)

Where, | and D are two feature vectors of size n.

To measure the effectiveness of any CBIR system, the
precision and recall are the most common parameters to be
considered [16]. Precision is defined as follows:

No.of Releveant Retrieved Images

No.of All Retrieved Images

Precision =

While, recall is defined as:

No.of Relevant Retrieved Images

Recall = No.of All Relevant Images in the Catogery

Precision measures accuracy of the retrieved set as
compared to the query image, while the recall measures the
ability of the system to retrieve as much as possible of similar
images related to query image from the database. Precision and
recall are affected by the threshold values because number of
retrieved images may increases or decreases based on these
values. If the accuracy or the precise matching is our target,
then the threshold value (tolerance) is chosen to be small. As a
result, the number of retrieved images will be less. Whereas,
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for the general purpose CBIR systems, the similarity rather
than the precise matching is the target of such systems.
Consequently, threshold values are chosen to be large. In the
following section, precision and recall are measured based on
different threshold values.

B. Experimental Results

The proposed system is implemented using MATLAB
R2010a and WANG database [3]. WANG database containing
1000 JPEG Corel images of 10 categories, each with 100
images. These categories as buses, elephants, flowers, and
horses represent wide range of image classes. Categories such
as dinosaurs, and flowers contain objects in contrast with the
background, while food and Africa contain objects that mixed
with background. As stated in [13], this database is widely
used because of reasonable size and classes categorizations.

1) Experiment One

In order to test the proposed approach many images
randomly selected as query images. Figure 6 shows sample of
test images belong to different categories available in WANG
data set.

o
14jpg

| W | i

Fig. 6. Test images

Precision and recall are affected by the number of retrieved
images which is increases or decreases based on the chosen
threshold values. Figure 7 shows sample of retrieved set, image
query which belongs to africa category is shown at the upper
left corner. Precision of the retrieved set is 88% at recall level
21%.

Fig. 7. Sample of retrieved set (Africa)

168|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Figure 8 shows sample of retrieved set, image query which
belongs to dinosaur’s category is shown at the upper left
corner. Precision of the retrieved set is 92% at recall level 22%.

M M
A w
+ 4

s, 4
B
« ™ > A e
e I N N N

Fig. 8. Sample of retrieved set (Dinosaurs)

Figure 9 shows the experimental results of the proposed
approach at different recall levels. It is reasonable that the
precision is affected by recall level since as recall level goes
higher, the retrieval of unrelated images are increased.

Recall vs. Precision

120
100
a0
% A0
é 40
jli]
0

T I (1

10% 20% 30% 40% 50% 60% T70% B80% 90% °,

0

==Queryl 96 92 8 82 W W 6 6 0 »

=a=Queryl 99 95 8T 85 B2 B0 T T WM 6B

Queryd 100 98 92 90 8 86 80 W T

Query4 100 99 9% 93 90 B9 BT 8 83 80

=+=Queryd 99 96 95 90 88 & 8 B0 W T
Recall

=tr=(uery 1 ==(huery ] Query 3

Query 4 == (uery 5

Fig. 9. Recall vs. Precision

Vol. 9, No. 9, 2018

The average precision is calculated for each test image and
the overall average precision is measured to show the retrieval
accuracy of the proposed system. The result is compared with
two of the most relevant approaches as it can be seen in table 2.

TABLE I. 1°" CoMPARISON WITH SOME OF THE RELATED CBIR
METHODS
st

%17']\/Ieth0d 2" Method

Yossef et. al (18] Proposed

[2012] ' Jadhav and Method

Pail [2012]

Average 0.703 0.525 0.84
precision

Table 2 shows that the proposed approach achieves higher
average precision rate as compared with [17] and [18]. Phase-I
as part of the proposed approach enhances the precision
dramatically since filtration process based on color global
features normally precise and eliminates unwanted candidate
images to be considered in Phase-11.

2) Experiment Two

Once again WANG database is used in the second
experiment. In Giveki et. al. [19] and Jehad [20], they tested all
categories of image database available in WANG. In order to
be consistent with the proposed approaches in [19] and [20], all
categories of image database are tested with the same test
images used in [20]. These categories are (Buses, Elephants,
Flowers, Horses, Dinosaurs, Buildings, Food, Mountains,
Beaches, and Africa) each with 100 images. Test images are
shown in Figure 10.

618jpg |  T716jpg| 816jpg |  969.jpg

Fig. 10. Test images (2" experiment)

Figure 11 shows sample of retrieved set, image query
which belongs to horse’s category is shown at the upper left
corner. Precision of the retrieved set is 92% at recall level 22%.
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B Bl B2

Fig. 11. Sample retrieved set (2" Experiment)

Figure 12 shows the precision of retrieval to the image
query (138.jpg) which belongs to the Beach category. The
precision was measured at different recall levels and the
average precision is 80%.

Image Class (Beach)

120

100

W 20% 30% 40% 50% 60% 70% B0% G0% 100%

Precision
L=a} [==1
=] =]

=
=1

(=)
=]

Recall

Fig. 12. Image class (Beaches)

Figure 13 shows the precision of retrieval to the image
query (816.jpg) which belongs to the Mountains category. The
precision was measured at different recall levels and the
average precision is 75%.
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Image Class (Mountains)
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Fig. 13. Image class (Mountains)

Figure 14 shows the precision of retrieval to the image
query (484.jpg) which belongs to the Dinosaurs category. The
precision was measured at different recall levels and the
average precision is 99%.

(. _________________________________________________|
Image Class (Dinosaurs)

1005
100

983
98
975
9
565
%
9535

0% 20% 30% 40% S0% 60% T0% B0% 90k 100%

[r=]
pr=y

Precikion

Recall
I ———
Fig. 14. Image class (Dinosaurs)

It is observed that, the proposed approach is succeed to
achieve high precision rate with image categories in which
objects are mixed with the image background such as
Mountains, Beaches, and Africa and it achieves better
precision rate with image categories in which objects are in
contrast with the image background such as Buses, and
Dinosaurs. Because of space limitations the results of testing
are summarized in the following figure. Figure 15 presents the
average precision of test images. Moreover, the overall average
precision is shown.
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- aze
A 2% g3

40%
.

Image Category

0

MAverage Precision

Fig. 15. Average precision of the proposed approach (2™ Experiment)

In [19], they propose CBIR system using wavelet
transform. They tested different color models, the best results
are obtained using HSV-wavelet with average precision 64%.
In [20], a two levels CBIR approach is proposed utilizing color
features and 2D-DWT (wavelet transform). The best results are
obtained in the 2" level with average precision 83%.
Accordingly, the proposed approach in this paper achieves
87% overall average precision which is considered higher than
the previous approaches.

VI. CONCLUSION

In this paper a new CBIR system utilizing color and texture
features is proposed. HSV color space is deployed and color
global and local features are extracted in two phases. Initially,
color histogram is used in the first phase with the cropped
images. As a result the number of candidate images to be
considered in phase two are reduced dramatically. Dividing
images to regions or sub-images and extract features using
joint histogram and gray-level co-occurrence matric (GLCM)
is proposed in phase two. Lastly, K-means as clustering
algorithm is utilized in an innovative manner to classify and
retrieve images. WANG database is used to test the proposed
approach and the results obtained is better as compared with
the most relevant approaches. Exploring techniques related to
shape features extraction and integrating them with the
proposed system is left as a future work.
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Abstract—With the growing demands of system automation,
technology integration, and non-human intervention technique,
Internet-of-Things (1oT) has evolved as a boon and value-added
services over pervasive computing. loT comprises a highly
complex system that integrates ubiquitous computing with low-
powered data capturing devices via a gateway. Along with
various forms of unimaginable advantages, 10T is also associated
with a huge list of ongoing problems. The prime objective of the
paper is to gauge the effectiveness of existing works of literature
being carried out towards mitigating the issues of 10T. The paper
illustrates the most frequently explored research topic and less
regularly explored topic in 10T for providing a true picture of
existing research trends. The paper also idealizes some of the
research gaps that have been extracted after reviewing the
existing literature.

keywords—Bandwidth; cloud computing; energy; internet-of-
things; security; sensor network

I.  INTRODUCTION

The area of network and communication system is in the
faster process of evolution and has witnessed tremendous
advancements in its technologies in most recent years. loTor
commonly known as loT is one of such technological
advancement, which has been born by the amalgamation of
network and various forms of devices to capture data [1].
Technically speaking, 10T is a sophisticated network of low-
powered embedded devices with the large connectivity of the
network. Fig.1 shows one of the typical schemas of loT. The
schema shows four different top-down layers. The bottom layer
is the sensors, which is responsible for capturing the raw
information from the environment, which is connected to the
IoT devices in the next upper layer. The data is finally
aggregated from loT devices and forwarded to the wired or
wireless terminal, which uses gateway services to process the
data to the top layer. The top layer is the data center which
offers various forms of cloud-based services over the internet
to the users [2]. Hence, 10T primarily assists the sensors to
capture the information and forward it to the user using cloud
services [3]. However, 10T is not that easy as it seems like. The
term thing in 10T is not necessarily sensors; it could be any
form of a low-powered device. However, it should be
understood that 10T is a very futuristic technology that enables
fair communication between two different kinds of machines
with the incorporation of the higher degree of system
automation and thereby avoid intervention from human [4].
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Fig. 1. loT Typical Schema.

Usage of 1oT will lead better task automation, better return
on investment, however, it is also associated with issues, e.g., i)
10T doesn't provide any standardization for tagging, ii) 10T has
the most challenging complexity in its system design ( a minor
fault in the system will result in entire malfunction), iii)
privacy and security standard could be easily compromised, iv)
device compatibility is another severe issues in 10T, and v) lack
of human intervention. Although IoT is a very novel
technology, it is also one of the burning topics among the
researchers. Hence, this paper intends to understand the
existing research work towards 10T and targets to understand
the effectiveness of the existing research contribution. The
prime contribution of this paper is to identify the scale of the
effectiveness of existing research work. Section 11 discusses the
important information pertaining to loT very briefly with
respect to its essential characteristics and existing frameworks.
The standard loT architectures are discussed in Section IlI.
Section IV discusses existing survey work in 10T followed by
existing research trends in Section V. Section VI addresses the
research gap identified from critical analysis of existing
research trend in 1oT. Finally, Section VII concludes the paper
with the idea of future work.
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Il. ESSENTIALS OF IOT

IoT is one of the upcoming trends of technological
advancement, which has started created news right from now.
loT is the connectivity of various forms of electronic devices,
which are terms as the thing with a unique identification. This
electronic device senses certain physical attribute, process them
using various software and transmits the information using
heterogeneous or homogeneous networking protocols [5]. The
prime purpose of 10T is not only to sense but also to perform
certain controlling mechanism over the things remotely. loT
essentially creates a bridge between computing and the
physical world. The application areas of 10T involves smart
cities, home automation, smart manufacturing, health care,
wearables, automotive, transportation, etc. [6]. Various
technologies assist in enabling the operationality in loT
applications. RFID (Radio Frequency lIdentification) is one of
the best enabling technology in IoT that connects various
objects with internet [7]. Near-Field Communication is another
enabling technology of loT applications [8]. The existing
system also uses cost-effective communication schemes, e.g.,
QR codes, optical tags, etc. [9]. Bluetooth and sensors are the
most recent evolution of the existing enabling technologies of
IoT. Along with novelty, cut-edge features, there are
associated challenges with loT.

A. Characteristics of loT

The application that uses loT basically encounters various
challenging scenarios (discussed in the next sub-section).
Owing to the nowvelty in the technology, it is essential to
understand the most critical characteristics of 10T, which are as
discussed briefly as follows,

o Usage of Intelligence: The fundamental design principle
of 10T is based on autonomous control and Ambient
Intelligence. The future applications of 10T are expected
to be highly self-organization with the interoperable
virtual object, where circumstances, context, and
environments play a significant role.

e Seamless Connectivity: The different embedded devices
that are connected by loT are required to possess
undisturbed accessibility.

e Potential Sensing Capability: Sensing a particular
physical world attribute is one of the essential features
of 10T. The sensed data are considered as input for the
majority of loT applications.

e Massive Number of things: The upcoming IloT
comprises of connectivity of more than millions of
sensing and controlling devices.

e Energy Efficiency: Incorporations of the higher degree
of energy conservation is another significant feature of
0T as the majority of the loT applications operate on
adverse environmental condition that calls for
unattended operation.

e Secure Network: Owing to the inclusion of multiple
forms of networking and data processing protocols,
potential security features become one mandatory target
inloT.
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B. 10T Frameworks:

The framework involved in 10T assists in formulating the
interaction between the devices (or things) and permit for
better-sophisticated supportability of distributed computing.
Some of the well-known structures of 10T are:

o Jasper: It is one of the frequently used frameworks that
provide an operational platform of rending the
communication system among the devices. It is used on
automotive applications in 10T utilizing the cloud. The
framework assists car manufacturing organization to
surveil the defects, insignificant correctness features in
automotive. It also checks for successful security
incorporations  in  transportation. A  reputed
organization, e.g., GE aviation, Coca-Cola, Audi, etc.
already use Jasper for offering better services in their
products [9].

e Arrayant: It is a form of the framework that assists in
connecting the services or products with the
manufacturer using the internet. It is delivered along
with the framework with respect to SaaS. It also
consists of a managed cloud for assisting device
connectivity, software toolkits for developing web
applications, and software library to connect the device
with service on the internet [10].

o AggreGate: It is a computational framework that is
used for managing various forms of embedded devices
with multiple forms of data. It is mainly used in the
manufacturing organization. Along with controlling
various devices, it also offers automation, network
management, monitoring attendance, managing data
center, managing fleet, controlling sensor network,
management of the mobile device, and controlling
physical access [11].

o Xively: It is another frequently used framework for loT
that has the potential to connect any devices for
carrying out communication with other particular
devices using the internet. It also offers a cloud-based
service (e.g., PaaS) for loT-based services, e.g., data
services, security engine, directory services, etc. Xively
can be used with open source libraries with hardware
and various APIs [12].

e Carriots: It is a software framework with the
uniqueness of application hosting and features of PaaS
for 10T applications. The framework is known for its
capability of collecting valuable data from the devices
and then processes it to make it suitable for a specific
IT infrastructure. It is characterized by custom alerts,
device ~management, SDK applications, API
management, data export, etc. [13].

e Everything: It is another typical loT framework that can
access data and control any for any physical devices. It
can perform integration of tags, SDK, and controllers.
The administration, as well as analytics, also
characterizes it. This framework is used for real-time
data management, managing various product
connections, integration with multiple forms of
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hardware devices connected with internet, Cloud PaaS,
Analytics and Administration, and security (or access)
control [14].

I1l. 10T ARCHITECTURE

The architecture followed by an organization to undertake
loT solution for their business to run is termed as Reference
Architecture. It is a customizable architecture that defines the
essential characteristics of required performance, critical
functional requirements, execution, and security incorporation
with industry-based standards [15]. Fig.2 highlights existing
reference architecture of 10T, which is the base of all the well-
defined architectures. One of the essential blocks of this
architecture is called as Reference Model, which is again build
up by three components, i.e., business vision, IoT Reference
Model, and IoT Reference Architecture. The usage of loT
Architectural Reference model is shown in Fig.3, where it can
be seen that it acts as enabling loT architectural schema in
system design of loT-based applications. The system design,
however, takes the input from the use cases and requirements
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which depend on the business concerns. The system design is
also enabled by significant engineering strategies of usage of
multiple technologies to make it operational. All these
processes finally lead to the generation of concrete architecture
for a specific, concrete architecture of 10T. The business vision
component comprises all the essential requirements of business
that finally acts as the industry standard to control the
architecture. The component of the Reference Model furnishes
higher abstraction level for supporting a comprehensive
understanding of 10T domain. The component of the reference
architecture is considered as the building block of all the major
architectures of 10T. Various existing architectures, concerns of
business as well as solutions are considered as input for
existing 10T Architectural Reference Model via SOTA
(Software updates Over The Air) using cloud services. After
performing extrapolation, all these preliminary requirements
transform itself into a single and joint requirement for
reference architecture of 10T. Hence, the most critical part of
the 10T architecture is to perform a unified understanding of
multiple domains of 10T in terms of modeling.

Implementation

Existing Soft dates Over The Ai
. oftware updates Over e Alr
Architectures P P
& Solutions
Multiple Best Practices
organization

10T Architectural Reference Model

0T Reference

Model
Business
Scenario & 10T Reference
Stakeholders Architecture

Compliant (New) loT Architectures

Fig. 2. Existing Reference Architecture of 10T [15].

<resource>

loT Architectural
Reference Model

|
I <guides vs best

<information> . Y practices> <resource>
Use Cases & —p>> System Designw; Concrete
Requirement + <guide> Architectures
]
<resource>
Engineering
Strategies

Fig. 3. Formation of Concrete Architecture [15].
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Fig. 4. High Level Design of loT Reference Architecture [15].

The high-level design of loT reference architecture is
showcased in Fig.4. The backbones of this design level are two
important controlling, i.e., i) dynamic modeling and ii)
functional modeling. The first form of modeling results in
Reference Model while the second form of modeling assists in
Reference Architecture. One interesting feature of loT
architecture is also to provide use cases along with the
generation of concrete architectures for a specific application.
Another benefit of this architecture is its response system that
provides the feedback of inconsistencies (if present within the
architecture).

The design of the 10T reference model is carried out using
the approach of the Spiral model[16]. The process of
abstraction being carried out in higher level with respect to the
domain is carried out using industry standard methodology,
e.g.,, SysML [17], Model Driven approach [18], Aspect
Oriented approach [19], and Pattern based approach [20]. Out
of all these methodologies, Model-driven approach is widely
used in the development of 10T architectures. The prime task of
Model-driven approach is to transforms any platform
independent model to platform-specific model. The aspect-
oriented approach is another frequently used methodology in
loT architecture design which performs segregation of all
critical supporting functions from the core logic of function in
loT architecture. The pattern-based approach is another
frequently selected method in designing loT architecture. It
mainly reutilizes various recursive solutions to sort out
generically evolved issues in 10T architecture functionalities.
The following Table.l gives the recently adopted
methodologies for 10T architecture.

TABLE I. FREQUENTLY USED THE METHODOLOGY IN 10T

ARCHITECTURE

Methodologies Responsibility

Model-Driven Transformation for generic to specific architectures

Aspect-oriented Functionality delineation

Pattern-based Testing method efficiency

Hence, deployment of 10T architectural model significant
uses design patterns to make the implementation lot easier.
Therefore the advantages of the use of existing 10T Reference
architectural Model are as follows:

e Cost Effective deployment: 10T architecture provides a
universal ground for multiple 10T system on one single
loT Reference Model.

e The capability of Cognition: 0T architectures can
provide significant information about the generated
architectural robustness.

e Easier Deployment: It can generate various specific
concrete loT architectures that make the decision of
implementation quite easier.

e Benchmarking: The reference model of loT
Architecture can be used as benchmarks for the
application specific 10T architectures.

IV. EXISTING SURVEY WORKS IN IOT

This section discusses the existing survey work in the loT
domain to find the proliferation and advancement of research
work in the same field. As IoT is one the most interesting
research topic, it has attracted various researchers in the past to
undergo investigation on the same. There are around 17 review
papers associated with 10T issues and advancement; however,
the present paper disucssesl3 most relevant survey paper on
10T published most recently. However, judging the informative
contents of the survey paper was the most difficult one. Hence,
we choose to use a Likert scale of 1-5 (1-less information to 5
in more informative) to understand the following informative
parameters,

e P represents extents of theoretical discussion

e P, represents the extent of the
discussion

implementation

e P3 comparative discussion of multiple studies

e P, identification of research gap
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TABLE II. EXISTING SURVEY WORK ON 10T TABLE Ill.  RESEARCH ARCHIVES IN SPRINGER FOR 2010-18
Year Author P; P, | Ps | P4 Chapter 71,022
2010 Atzori etal. [21] 5 1 |0 |0 Atticle 24,939
2010 Yangetal. [22] 5 0 |0 |o Protocols 110
2013 Aggarwal et al. [23] 5 1 0 0 Reference work entry 1134
2013 | Said and Masud [24] 3 (1 [0 |o gggt — ig
2013 Perera et al. [25] 4 3 2 1
5813 mhr:go;;;tz:‘ [[22;3]] ; g 8 g TABLE IV.  RESEARCH ARCHIVES IN SCIENCEDIRECT FOR 2010-18
2014 Pande & Padwalkar [28] 2 0 0 0 Year No. of Journals
2014 Shah & Ambareen [29] 2 0 0 0
2015 | Gazis etal. [30] 2 [0 [0 |0 2010 2566
2015 Botta et al. [31] 3 3 0 0 2011 2014
2015 Fremantle & Scott [32] 2 3 1 0
2015 Karagiannis et al. [33] 2 |1 [0 |o 2012 3113
2016 Bizanis & Fernando [34] 2 3 1 0 2013 3439
2016 Luong et al. [35] 4 4 2 0
2017 Akpakwu et al. [36] 5 3 |1 |1 2014 4051
2017 Al-Turjman[37] 1 2 0 0 2015 4736
2017 Ni et al. [38] 4 4 [1 [0
2017 Xu etal. [39] 2 4 |1 |0 2016 5032
2017 Verma et al. [40] 4 4 1 2017 6167
2017 Tokognon et al. [41] 2 4 1 0
2017 Sezer et al. [42] 4 3 1 0 2018 5353
2017 Udoh and Kotonya [43] 4 0 0 0
2018 Alioto and Shahghasemi [44] 4 3 1 0 Table 3-4 shows the amount of the existing research work
2018 Jeon et al. [45] 2 4 |1 |0 being carried out in Springer and ScienceDirect. Reputed IEEE
2018 McKee et al.[46] 1 |1 J0 |O Xplore was found to exhibit the hit of 23,168 manuscripts with
2018 Saari et al. [47] 1 |1 /0 |0 the keyword “Internet of Things” published between 2010 and
2019 | Benkhelifa et al [48] 1 ]2 |0 JO 2018, where there is 18,434 conference paper, 3,889 journals,

The objective of our search for the survey paper was
essential to understand the best work done to date in the form
of implementation and unsolved problems with respect to the
research gap. Table 2 will give a complete highlight of our
investigation for existing review papers on loT.

Table 2 shows that review work done by Perera et al. [25]
is the only work to date who have discussed the identification
of the research gap. There are only two researchers Fremantle
& Scott [32] and Perera et al. [25] found to address the
comparative analysis of multiple priorly presented research
work. Apart from work done till the year 2015, there is a
diversified area on which survey was carried out with respect
to loT. The different categories are software-defined network
(Bizanis & Fernando [34]), data aggregation (Luong et al.
[35]), 5G (Akpakwu et al. [36]), localization (Al-Turjman
[37]), security of fog computing (Ni et al. [38]), clustering
techniques (Xu et al. [39]), analytics (Verma et al. [40]), etc.
However, more work in focused on communication and its
associated performance, but less towards security approaches.
All the survey papers published to date has more emphasis on
the theoretical aspects of IoT with a lesser context of
discussing implementation work by other researchers from the
viewpoint of solutions.

V. EXISTING RESEARCH TRENDS

This section discusses the exiting research trends in loT
application. The prime reason for this attempt is to understand
what is the scale of the effectiveness of the investigations that
have been already made. To adhere to the standard of research
manuscript, we investigated the availability of research papers
from only reputed international Journals only.

551 early access articles, and 275 e-books. With similar
keywords, there are 20, 928 journals in Science Direct, 24, 939
Journals on Springer, and 25, 250 journals in ACM Digital
Library. The above values are approximated owing to the
match with the keywords. The relevancy of the actual content
is quite less when appropriately checked with the numbers and
abstract of such massive numbers. Below sections and
discussion in it will give the correct values of existing research
trends in 1oT.

A. Frequently Investigated Problems

At present, there is a certain research area which has
successfully received the attention of the research
communities. This section discusses the problems that have
been investigated most frequently in the area of IloT
applications.

e Cloud-based Integration: Cloud is the prime backbone
of the loT-based applications. Lopez and Macias [49]
have carried out a study of 10T framework considering
cloud as the major component is the framework. A
unique study carried out y Poorter et al. [50] has
presented a technique which leverages SOA (Service-
Oriented Architecture) of loT, where cloud services
play crucial roles. The study conducted by Mitton et al.
[51] has also emphasized on the joint integration of
wireless sensors as well as cloud using simulation-
based study. Kim et al. [52] have developed another
joint integration of cloud and mobile networks using
game theory. The studies have also focused on resource
allocation  dynamically. The significance  of
virtualization in the cloud has been emphasized by
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Abeele et al. [53] by integrating with the sensor
network. Hence, there are various archives in reputed
journals with more number of publications being
focused on the integration of cloud and sensors mainly.
However, there are various other computing devices
which could also be used to be integrated with the cloud
apart from sensors, which has not been focused on
existing studies.

Data mining Services: Emphasis on data mining and
existing techniques of data mining approaches over loT
can be seen in the most recent review of Chen et al.
[54]. This paper has reviewed more than 100
publications that have focused on implementing data
mining techniques over cloud integrated with loT
domain. Khan et al. [55] have focused on analytics of
large and heterogeneous data over the cloud to be used
in loT applications. Bin et al., [56] have also discussed
various research trends on the usage of data mining on
IoT applications. The authors have discussed various
standard data mining models that are frequently used in
10T. Deployment of semantics in knowledge-extraction
process was seen in the study of Bove et al. [57]. The
authors have applied it to the RFID based network in
I0T. Hachem et al. [58] have studied various schemes
of ontologies in loT. The study has essentially
discussed three forms of ontologies used in 10T, i.e.,
global ontology, device ontology, physics domain
ontology, and estimation ontology. Serrano et al. [59]
have discussed prominent challenges in loT with
respect to interoperability on semantics. Cretu [60] have
presented a semantic web-based application for smart
cities of 1oT. Hence, numerous studies have repeatedly
been investigated in exploring better data mining
approaches in 10T,

Middleware-based approach: Integration of large
network with numerous devices to capture data is the
prime function of loT, where middleware plays a
crucial role in data processing, load balancing, and
security management. Work done by Huo et al. [61] has
discussed the significance of middleware-based
application. Such forms of studies were mainly focused
on interoperability and issues associated with the
integration of the 10T devices. Lim and Park [62] have
developed unique middleware services for performing
the sharing of significant resources while integrating
cloud and sensors in loT-based applications. Hachem et
al. [63] have introduced a novel middleware system that
is motivated by service-oriented architecture in loT.
The middleware was used for mainly governing a large
number of the mobile devices in loT applications.

B. Less Explored Problems

There are few problems in loT that has been less
emphasized in the research area of 10T. Following are some of
the problems that have received quite a less attention in the
research work.

Bandwidth Issues: It should be noted that 99% of the
applications over 10T runs over wireless connectivity.
The system allows machine-to-machine communication

Vol. 9, No. 9, 2018

using existing wireless standards, e.g., Bluetooth, LTE,
WLAN, RFID, etc. IoT comprises numerous consumer
devices that are connected via the internet. The existing
commercial users who depend on wide area network
will need to expand their channel capacity soon to fill
the gap in bandwidth. At present, the usage of the
mobile application, services, and the network is
tremendously on the rise and is already creating havoc
in traffic management. However, adding to data
communication in 10T will further increase the channel
capacity, which is quite practically difficult to increase
or manage. Moreover, in reality, less than 1% of the
available bandwidth existing in the network is being
utilized in loT application. Most recently, the need of
larger amount of bandwidth in loT-based applications is
supported by the 3G/4G network. However, it cannot
support the integration of the heterogeneous physical
devices in 10T, e.g., sensors. The networking and
telecommunication services at present don’t bear
enough capacity to carry the increasing load of traffic of
10T. Bandwidth is one of the significant factors that can
potentially impact the performance of 10T applications.
The preliminary impact of poor bandwidth will come
over data center. Although data centers are there for
massive storage, it is not ready for incoming or
outgoing data transmission from IoT based applications.
It is quite challenging to understand as if 1000 sensors
producing data on every one second if 10T comes in
commercial usage. Hence, such forms of loT data
transmission may result in high degradation enough to
jam the entire services to one data center in 1 day itself.
This example is cited only for the sensor network;
hence it is almost nightmare to consider other forms of
sensing device which captures and transmits data in
every second. Hence, although there is massive research
work done over conventional bandwidth management
system in the normal network as well as cloud, it is
essential to emphasize even for 10T also, which has not
received considerable attention.

Energy Issues: The loT devices are majorly low-
powered hardware with resource constraint. A closer
look into the existing works of literature found that 85%
of the existing research work has been focused on using
wireless sensor network and rest 15% towards RFID in
loT domain. A battery with limited lifetime powers
both the forms of devices (sensors and RFID
reader/tags). In a wireless sensor network, it is said that
the core design of the sensor is built based on the radio-
energy model [64]. According to radio-energy model, it
is believed that energy parameter is closely linked with
communication in one sensor. This will mean that if the
energy dissipates unwantedly than the communication
will degrade too thereby reducing the network lifetime
of sensors. The biggest problem in loT pertaining to
sensors is related to heterogeneous profiling of its
devices. Energy consumption for sensors is quite
different from that of the RFID-based device as well as
mobile devices. Hence, although at present we have
solution towards controlling energy drainage, it is the
only applicable inhomogeneous network. No standard
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energy aware technique can ensure an efficient
controlling of power dissipation. Moreover, such
devices are often free from human intervention, which
will mean that if the devices are saturated with its
battery drainage than there is no way that it can be
physically or remotely recharges. Although there is an
exception in this case too owing to energy harvesting
technologies. However, even energy harvesting
technology will require standard external storage and a
robust algorithm to decide the need for charging
dynamically, when needed. A simple node doesn't have
that much memory to execute such complex and
sophisticated algorithms. Hence, there is a more
significant gap between memory, energy, and
computational requirements in loT devices. Although
there is extensive literature approximately 71,117
published between 2010-2018, there are few research
implementations towards conserving energy control
over loT-based applications.

e Security Issues: Security has always been a constant
concern right from the beginning in loT-based
applications. At present, there are more than 10,000
research papers published in the last five years related
to security protocols in a wireless network, but very few
studies that have proven robust security techniques over
loT-based applications. To enable a better range of
security, it is essential that 10T devices must have better
access control mechanism, robust and scalable firewall
system, effective intrusion detection/prevention system,
and potential and fail-proof authentication of loT
devices with secured booting of devices. Researchers
have addressed none of these in the last five years or
before that. Owing to the inclusion of heterogeneous
devices, it is almost impossible to develop a generic
algorithm that can provide full-fledged security
solutions to the entire ranges of loT devices. Hence,
developing a robust security protocol for 1000
(example) sensors of different types will be a huge
expenditure and is quite infeasible owing to integration
problems or data processing problems. Moreover, there
is no assurity that the developed security protocol can
resist the potential threats over the internet, a place
where almost every day, thousands of malicious Trojans
takes birth and reproduce in the network without even
any single alarms. Moreover, there is a bigger trade-off
between the security protocols and communication in
existing loT applications. There is a need for the cost-
effective solution, which is quite a far from really
looking into the existing trends of solutions. Usage of
AES, SHA, DES and all form of cryptographic
algorithms are already in use, which is already reported
of various security threats. Moreover, the dependency
of cloud-based services posses another reason for
security breaches in 10T applications.

Hence, it is important to understand the extent of research
work being carried out in the above three areas in 10T, which
have received less attention.

1) Studies on Bandwidth Issue: Bandwidth plays an
important role in the communication module of IoT. Table.5
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highlights the existing studies in bandwidth issues in loT. At
present, there have been various studies that have focused on
bandwidth issues on WLAN [65] along with an emphasis on
bandwidth allocation schemes [66]. There are also studies
focused on optimizing bandwidth on wireless sensor network
[67]. However, studies on bandwidth management in loT are
quite a few to find. This section will discuss 11 research papers
that are found to be associated with bandwidth management in
10T. Jin et al. [68] have discussed the emergence of various
impediments that calls 10T to possess more work towards
bandwidth management. Authors have also theoretically
discussed 4 types of architecture, i.e., ubiquitous network,
application layer overlay network, autonomous network,
service-oriented network. Athreya et al. [69] have presented a
technique that allows the devices connected in 10T to organize
themselves. The authors have also presented an empirical
formulation of self-adaptation with reprogrammable interfaces.
The [69] framework analysis and control agent that is
connected with radio agent and link agent are given mainly to
perform self-organization of 10T devices. In the end, the
authors have also discussed the various challenges associated
with self-configuration of self-organization of 10T devices.
Studies considering the wireless sensor network and its
possible involvement in 10T are seen in the work carried out by
Zhou et al. [70]. Although the work has focused on minimizing
energy consumption among the sensors, the study was
performed with a problem identification of bandwidth
allocation. The authors have presented simple empirical
modeling with outcome tested using energy. Deepalakshmi and
Rajaram [71] have introduced a tree-based technique to reserve
a good amount of bandwidth in the multistage network like
IoT. Xu et al. [72] have addressed the bandwidth problems in
an loT-based multimedia streaming application using delay
parameter over the sensor network. The outcome of the study
was also compared with a round robin to find reduced
computational complexity. Most recently, a research paper of
Zachariah et al. [73] has discussed the practical problems of
10T, which is related to the gateway between software and
hardware. This problem has a close connection with the 10T for
not supporting devices with low-bandwidth. The authors have
used the protocol of Bluetooth (IEEE 802.15.4) for profiling
gateway. Saeed et al. [74] have presented a novel technique
that supports the integration of multiple 10T devices with a
focus on task scheduling. Thomas and Irvine [75] have carried
out an investigation of bandwidth allocation consider LTE
networks as well as the sensor network. Khan et al. [76] have
presented a technique for reserving bandwidth over the cloud.
The concept is very much close to 10T applications. Jun et al.
[77] has developed a scheme for bandwidth allocation for loT
along with cloud using game theory. Yang et al. [78] have
discussed the dependencies of the bandwidth factor with
respect to 10T based applications. The recent work carried out
by Xu et al. [79] has addressed the usage of orthogonal
frequency division multiplexing for optimizing the use of
bandwidth over noisy channels connected with 1oT-device.
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2) Studies on Energy Issues: Majority of the devices
connected in loT are operated in low power with batteries,
whose lifetime is quite limited. In the existing system, there are
various mechanisms that address the issues of energy
consumption. There is couple of studies that correlates energy
problems with wireless sensor network [80], [81], [82], [83],
[84].

Studies concerning the control and management of energy
in the viewpoint of loT applications are less significant in
existing works of literature. Table 6 discusses the existing
studies on energy management in l1oT. Karnouskos [85] have
discussed the smart grid applications and discussed the
prolonging challenges in 10T. A similar direction of the work is
also carried out by Weiss [86]. Sun et al. [87] have presented a
scheme that can govern the energy consumption owing to
frequent dynamics of the duty cycle with respect to the sensor
network. The authors have discussed a greedy technique to
accomplish energy conservation. Machado et al. [88] have
presented a unique communication protocol in 10T, where the
quality of the established link decides the richness of the
communication. The study outcome was found with increased
packet delivery ratio with energy efficiency. Gorlatova et al.
[89] have presented a technique that harvests energy from the
kinetic sources on 10T devices. The authors have used real-
time prototypes of sensors to perform energy management.
Devasenapathy et al. [90] have investigated the possible
influence of directionality of antenna as well as energy
harvesting on 10T devices. The study introduced a technique to
understand the amount of energy required for exploring
neighbor nodes. Pabbuleti et al. [91] have essentially
investigated some of the prominent security aspects and
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developed a framework to evaluate the amount of energy
required to process it. Usage of WLAN is one of the cost-
effective solutions for powering up the low powered devices to
lI0T. The study introduced by Kellogg et al. [92] is of similar
direction. The authors have used real-time Wi-Fi routers to
investigate the rate of communication. The performance
parameters of the study were tested with the data rate, which is
found to decrease with an increase of the distance between the
IoT devices and WLAN router. Bin and See [93] have
presented a design of control system using a middleware
system. Kim et al. [94] have presented a unique framework of
energy management for home automation applications in loT.
The study is found to use middle-based approach for
conserving energy. The implementation of the study is made
over real-time hardware for optimizing power requirements
over the photovoltaic panel. Hence, there are various studies
that have focused on energy management of the IoT enabled
devices in terms of networking. Conserving the maximum
amount of residual power is extremely important for loT
enabled applications pertaining to healthcare and industrial
automation.  Alsaryrah et al. [95] have presented an
optimization-based solution towards addressing the energy
problems in 10T. Mozaffari et al. [96] have also presented a
technique of energy efficiency considering the case study of
aerial vehicles. The recent literature by Roy et al.[97] have
presented a discussion on sustainable 10T factors where a
communication strategy has been presented to support loT-
based communication. Shafique et al. [98] have discussed the
importance of energy harvesting in loT devices using
Rectenna-based approach. A complete prototype has been
designed and fabricated for this purpose.

TABLE V. EXISTING STUDIES ON BANDWIDTH ISSUES IN [OT
Authors Techniques Advantages Limitation
Jin et al. [68] Conceptual Discussion about Theoretically sound discussion No focus on implementation

network architectures

Framework for Self-

Athreya et al. [69] Configuration 10T nodes

Empirical Modelling

No focus on implementation

Empirical modeling of bandwidth

Zhou et al. [70] allocation

Reduced bit-error-rate

The outcome doesn't discuss data delivery, No
comparative analysis, and complex computational process
due to the iterative method.

Deepalakshmi and
Rajaram [71]

Tree-pruning for bandwidth
management

Better delay performance

Applicability of this algorithm in the heterogeneous
network, e.g., 10T is not discussed.

Xuetal. [72] Resource allocation, delay-aware

Reduced computational complexity

The study is done considering homogeneous sensor
network.

Bluetooth based gateway

Zachariah et al. [73] profiling

low bandwidth

Technique supports 10T devices with

Numerical Outcomes and Analysis not discussed in the
paper.

Saeed et al. [74] Task scheduling with bandwidth

Achieved higher RTT values

Numerical Outcomes and Analysis less focused

management
Thomas and Irvine Bandwidth allocation for LTE Better data dissemination by the . .
[75] based sensor network simulation study The outcome is measured with packet dropped only.

Khan et al. [76] Pricing Method to reserve

Simple scheduling technique

Applicability of this algorithm in the heterogeneous

bandwidth network, e.g., 10T is not discussed.
Game theory based resource Applicability of this algorithm in the heterogeneous
Jun etal. [77] allocation Supports cellular network and cloud network, e.g., 10T is not discussed.

orthogonal frequency division

Xuetal. [79] multiplexing

Enhance data rate

No benchmarking or extensive analysis
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EXISTING STUDIES ON ENERGY ISSUES IN IOT

Authors Techniques

Advantages Limitation

Karnouskos [85] Conceptual discussion

Cost effective Smart Grid design in Numerical outcomes, benchmarking
loT not discussion

Weiss [86] Conceptual discussion

Numerical outcomes, benchmarking

-N/A- not discussion

Sun et al. [87] Decision making for energy control

Reduced duty cycle, good energy
conservation

Computational complexity is higher
for the greedy approach

Energy consumption, quality of link-

Machado et al. [88] based routing

Less Applicability on the

Reduces energy consumption heterogeneous network

Gorlatova etal. [89] Energy harvesting technique

Computational complexity is higher,

Better energy consumption no benchmarking

Devasenapathy et al. [90] Neighbor discovery using the

directional antenna

Energy efficient Scalability issues not addressed

Pabbuleti et al. [91] Energy minimization for security

protocols

Scalability, benchmarking, complexity

Computation overhead optimization not discussed.

Kellogg et al. [92] The energy requirement for

connecting loT devices with WiFi

Cost-effective solution to reuse Reduction in Data rate, dependability
WLAN in loT on

Middleware based energy

Bin and See [93] management

Numerical outcomes, benchmarking

Cost effective home automation not discussion

Kim et al. [94] Middleware based energy

management

Computational complexity is higher,

Better power optimization no benchmarking

Alsaryrah et al. [95] Optimization-based

Computational complexity is not

Energy efficiency carried out

Mozaffari et al. [96] Energy efficiency

Computational complexity is not

Better trajectory performance carried out

Shafique et al. [97] Rectenna

No extensive analysis to proof device

Maximum power transmission
aximum power transmissio robustness

3) Studies on Security Issues: Security has always played a
critical role in any networking applications and services. For
more than a decade there has been extensive research on
security protocols, but owing to novelty in the l1oT domain,
there is an open research question about the success factor of
existing security techniques. loT-based application posses
multiple forms of low-powered devices which have their
capability of performing encryption and so is its supportability
with its connecting network. The biggest challenge in this
regards is how to provide a safe encryption mechanism on
multiple devices in I0T.

At present, there is already a massive research work being
carried out in enabling technologies of loT, i.e., Wireless
Sensor Network, RFID, etc. The recent review work on
security issues and challenges involved in secure routing is
discussed in [98] [99], while security challenges in RFID based
applications are discussed in [100][101][102]. This paper
discusses the available research papers that address the security
issues in the loT domain. Katagi and Moriai [103] have
presented a discussion on cryptography for securing loT
applications. Khajuria and Andersen [104] have presented a
typical encryption technique for securing loT enabled wireless
devices. Developed over FPGA, the authors have used AES
(Advanced Encryption Standard) to incorporate security. Yang
et al. [105] have adopted PKI (Public Key Infrastructure) and
identity-based cryptography for supporting data processing in
0T applications. Saied et al. [106] have presented a security

technique using a trust factor for securing communication over
10T domain. The outcome of the study was evaluated with
respect to the level of trust in increasing time factor. Kim [107]
has presented a unique ciphering scheme at a minimal cost of
hardware. Markmann [108] has presented a technique using a
smaller length of the digital signature for securing 10T based
networks. The study has also used identity-based encryption
and outcome is evaluated using energy consumption. Shafagh
et al. [109] have adopted homomorphic encryption for
promoting privacy on loT applications. The technique was
found to have better compliance of reduced memory usage.
Discussion of various standard libraries of encryption is carried
out by Kumar et al. [110]. The study has contributed to
understanding effective libraries of cryptography to be
implemented for securing loT applications over the internet.
Similar usage of homomorphic usage is discussed by Shafagh
et al. [111]. Dinu et al. [112] have developed a security
framework using block encryption process on real-time ARM
processor to testify its effectiveness on loT applications. Huang
and Mu et al. [113] have developed a secure protocol to
safeguard RFID-based communication in 10T. The focus of the
study was to mitigate forged tag and reader attack, tracking
attack, and desynchronization attack using a new distribution
of secret key mechanism in cryptography. Hence, it can be
seen that there are a good amount of studies that have focused
on securing communication over an loT-based application. The
researches formed towards security issues in loT are given
Table.7.
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TABLE VII. EXISTING STUDIES ON SECURITY ISSUES IN IOT

Authors Techniques Advantages Limitation
Katagi and Moriai [103] Cryptographic-based technique '&Eﬁ(l:'g: ble for low-powered loT No numerical analysis presented
Khajuria and Andersen [104] Advanced Encryption Standard Supports hardware acceleration No numerical analysis presented
Public Key Infrastructure, ldentity- . . - .

Yang et al. [105] based Cryptography Lower algorithm complexity No numerical analysis presented

- ! - Resilient against selfish behavior in Algorithm complexity not discussed,
Saied et al. [106] Trust-based security loT no benchmarking
Kim [107] Inverse-independent ciphering scheme | Lightweight security protocol Not resilient against key compromise

attacks in loT

Markmann [108]

Digital Signal, identity-based

Storage compliant, Not enough validation for security

encryption keys
Shafagh et al. [109] Homomorphic encryption Lower memory usage ?Ag:}gfﬁ?&gg?ﬂgme' less extensive
Kumar et al. [110] Study of encryption libraries S)?J(I)sd theoretical knowledge about Ef?gsgseﬁvsi t(?r? Irg:_l;_l.ection about its
Shafagh et al. [111] Homomorphic encryption Lower memory usage ?Ag&gfﬁ?ﬁgg?ﬂgme’ less extensive
Dinu et al. [112] block encryption Lightweight ciphering process !\rlloltor_lgsilient against physical attacks
Huang and Mu et al. [113] Key distribution Lightweight ciphering process No numerical analysis presented

VI. RESEARCH GAP IDENTIFICATION

This section discusses the existing research gap towards
I0T. The discussion made in this section is an actual outcome
of the review of the literature discussed in prior sections.

Less Focus on Bandwidth: Bandwidth or the channel
capacity is one of the critical requirements to make an
operational success of existing and upcoming loT-based
applications. The existing studies are more focused on
various schemes, but practical implementations and
applicability on real-time are still questionable. The
literature has less focus on numerical analysis with a
few comparative performance analysis, for which
reason, existing studies can be just treated as better
theoretical guidelines but is quite risky to implement
followed by enhancing it. Almost all the studies are
done in simulation-based, where there is quite less
rationale or justification of the values of parameters
with almost no validation of the outcomes. Another
bigger problem is an adoption of performance
parameters. A better schema of channel capacity will
lead to the reduction of propagation delay and increase
in throughput. This fact is not found in any outcomes of
recent implementations on bandwidth management in
loT.

Availability of Energy Conservation Scheme: The
existing studies on energy conservation were found to
have various implementations towards energy
harvesting schemes mainly related to sensors. However,
there was no discussion of any possible connection
between energy and communication performance. The
standards of wireless sensor networks use first/second
order radio-energy model, which means the slightest
improvement in energy conservation should also
enhance the quality of data transmission and data
delivery performance. This phenomenon should be

included in the performance assessment of any research
work focusing on energy efficiency in loT. Majority of
the prior papers have discussed the usage of sensors but
without considering these performance parameters.
Moreover, other research gaps explored in the studies
pertaining to energy conservation schemes are less
applicability on the heterogeneous network, higher
computational complexity, no benchmarking, and no
addressing of scalability issues.

e Poor Security Standards: As discussed, the security
systems applied over 10T applications are not able to
cater up to the potential vulnerability of the malicious
codes that circulates on the internet. Some of the papers
discussed that WLAN is one of the cost-effective
technology assisting in communications in 10T, but it
should be known that WLAN uses security protocols
like WEP, WPA, TKIP, etc., which are quite obsolete
and all are majorly reported of serious attacks. The
existing security techniques used in wireless sensor
networks are only developed for securing homogeneous
connectivity and never heterogeneous connectivity.
Hence, the applicability of existing security standard on
multiple 10T devices is not resistive against potential
threats in loT applications and calls for serious
investigations.

VII.CONCLUSION

The paper has explored the research trends in loT
applications. The paper starts with briefing the essential
characteristics of 10T and various research problems associated
with it. From the research analysis it is found that loT has
attracted attention among the research communities, but at the
same time, there are also some areas where it has received less
focus, e.g., bandwidth, energy conservation, and poor security
standards. There is a massive set of research work in all these
issues in non-loT-based applications; however, effective focus
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on this with respect to 10T is quite less effective. The paper has
explored the hidden problems associated with loT after
reviewing all the significant literature published most recently.
With the analysis of the existing researches research problems
were incorporated which can be considered for future research.
The future work will be towards proposing a novel
probabilistic design to schematically parameterize various
significant issues in 10T especially emphasizing on channel
capacity, energy, and security problems and evolve up design
principles to mitigate the issues. In order to accomplish the
above mentioned goal, following objectives are targeted viz. i)
to apply a probabilistic and strategic decision-making model
for signifying the tradeoff between channel capacity and
energy efficiency in 10T, ii) to develop an energy-aware trust
derivation scheme for securing wireless sensor networks for
loT application, and iii) to provide a method of risk strategy
analysis to stimulate the nodes’ cooperation thereby
minimizing the overhead and maximizing the efficiency
suitable for sensors in 10T.

The futuristic scope of the research study is presented as
follows

e A system modeling of a novel energy-effective intruder
detection and isolation scheme can be analytically
designed using robust decision-making principle to
address the research gap.

e A simple and yet sophisticated scheme can be
formulated for dynamic bandwidth optimization scheme
that could offer a higher degree of energy-efficiency.
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Abstract—Clustering is being used in different fields of
research, including data mining, taxonomy, document retrieval,
image segmentation, pattern classification. Text clustering is a
technique through which text/ documents are divided into a
particular number of groups, so that text within each group is
related in contents. In this paper, the idea of ensemble text
clustering of majority voting is defined. For this purpose,
different clustering methods such as fuzzy c-means, k-means,
agglomerative, Gustafson Kessel and k-medoid are used. After
performing the pre-processing of the documents, inverse
document frequency (IDF) has been achieved by the provided
dataset. The achieved IDF is considered as input to the clustering
algorithms. Dunn Index and Davies Bouldin Index have been
calculated which are applied to analyze the usefulness of the
proposed ensemble clustering. In this work, a dataset ""Textclus"
which contains four different classes, history, education,
politician and art as a text is applied. Additionally, another
dataset '"'20newsgroups’ is also applied for analysis. The
clustering quality measures have also been calculated from the
proposed ensemble clustering results. The attained results show
that the proposed ensemble clustering outperforms the other
state of the art clustering techniques.

Keywords—Agglomerative; document clustering; ensemble
clustering; gustafson kessel; inverse documents frequency; text
clustering

. INTRODUCTION

Clustering is mostly used in the area of pattern recognition
and information retrieval. Text clustering is a technique
through which text/ documents are divided into a particular
number of groups, so that text within each group is related in
contents [1]. The goal of text clustering us to make a set
containing relative data objects in a particular way like kind of
text, a group of text, etc.

In the text clustering unsupervised technique of data is
needed for clustering. Usually, text clustering techniques use
characteristics like sequences, words, phrases from the
documents to apply the clustering [2]. Text clustering is an
interesting and advance research area because the availability
of a huge amount of information in electronic forms [3]. A lot
of several applications have been designed in literature which
are applied for document clustering [4]. Several techniques
have been used in text/document clustering are given as under:

e Frequent pattern-based clustering
e Constraint based clustering

e Partitioning

Mehdi Hassan®

Department of Computer Science,
Air University,
Islamabad, 44000, Pakistan

e Grid-based

e Model-based

e Hierarchical

o Density-based

e Fuzzy clustering

Currently, text clustering is widely used to solve the
problem raised by the area of the database, the main purpose of
this research is to scalable clustering of a heterogeneous and
multi-dimensional type of data [5]. To cluster out the data,
there are various clustering techniques. Hard and soft
clustering methods are used for document clustering according
to their attributes [6]. There is a close relationship among
clustering methods and several fields including heterogeneous
data analysis, web application, and DNA analysis in
computational biology, white blood cells and red blood cells
clustering [7]. Hisham Al-Mubaid et al. [8] proposed a new
clustering technique based on a successful feature selection
method and logic based learning method Lsquare. Yanjun Li et
al. defined a feature selection technique and after that evaluated
with K-means clustering algorithm for different standard
datasets. Their results showed that TCFS with choice of
internal representations (CHIR) has better accuracy of
clustering in the form of purity and f-measure [9].

The rest of the paper is managed as; related work of study
is discussed in section I, section Il is based on proposed
technique and in section 1V, the experimental results with the
help of graphical representation are discussed. In section V,
finally the research outcome is concluded.

Il.  RELATED WORK

A lot of research work has been dedicated to improve and
develop the text clustering algorithms. In [10] researchers
proposed a novel clustering technique which is based on mode
seeking without any parameter. In the mean algorithm, mode
seeking technique is especially used for clustering the data; it is
also helpful and makes the system efficient when the
parameters are not defined in a proper way. In this work, the
researcher proposed ensemble clustering contains the repetition
of the recent mode seeking technique of kNN. Mode seeking
algorithm is more convenient and faster than the regular mean
shift, for the high level of dimensional data. Mode seeking
algorithm is also famous about the robustness about parameter
selection and high level of dimensional data. The proposed
method is achieved with the help of the consensus algorithm.
Consensus algorithm process is based on two main steps. (1)

185|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Randomly initialize the subsets with different parameters to
run the multiple clustering and this session is considered as
kNN ensemble mode seeking (2) merge all the results to
calculate the consensus of whole repeated clustering.

The complex structure of the dataset includes data
dimensionality and distribution managed by clustering
algorithms. In [11] authors proposed a new data clustering
technique that is based on the k-nearest neighbor chain
(KNNC) using heuristic rules. With the inspiration of the
PageRank, the algorithm Researcher used random walk design
to calculate the value of data points. After that, based on
valuable data points, researcher designed a KNNC to arrange
the K-nearest neighbors with respect to distance and defined
two heuristic approaches to obtain the suitable number of
groups having same characteristics of objects and also initial
clusters. In the first rule of heuristic approach is the distance of
K-nearest neighbor chain which demonstrates the level of
separation of groups with convex curves and secondly, the
distance of internal compactness of a group to the nearest
neighbor of KNNC. The proposed clustering technique
achieved better performance than famous clustering
algorithms.

Text mining is widely used in the field of social networks,
opinion mining considered emotion analysis. It plays an
effective role in the evaluation of emotions and opinion in
texts. Opinion methodology normally depends on an
expression lexicon, which is a group of predefined keywords
that define emotions. Opinion mining gather required
emotional words defined in advance and also have some
complexity to classify the sentences that involve a judgment
without the use of any emotional keywords. In [12] the
researcher proposes a novel emotion analysis technique, based
on hidden Markov design with text data. In this research, there
is a text-based representation of emotions via ensemble
TextHMMs. It explains hidden variables with the help of
semantic group information. For the reflection of diverse
models, an ensemble technique is applied that is based on
TextHMMs classifier.

Consensus clustering is increasing attention to the
heterogeneous data analysis. The co-association technique is
used to define the consensus clustering as a graph partitioning
problem. In [13] proposed spectral ensemble clustering (SEC)
to influence the benefit of co-association for information
integration but works in an efficient way. Algorithmic
complexity exponentially reduced with the combination of
SEC and weighted K-means clustering. The proposed big data
grouping technique is introduced to overcome the challenges
based on incomplete partitions with the extension of SEC.
Multi-view and ensemble clustering techniques demonstrate
the advantage of SEC with other big data clustering techniques.

In recent years, [14] ensemble clustering has become an
attractive method for robust clustering. In existing ensemble
clustering techniques there is a limitation that all the
clusterings are regarded as the same as dependability, which
caused as vulnerable to the low-level base clusterings. To
globally analyze and weight the clusterings, there are some
tasks has been performed which are also used to neglect the
diversity of groups inside the base clustering. There is a
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common issue about to analyze the reliability of clusterings
and utilize the neighbor diversity in the ensemble technique to
improve the consensus quality, particularly, in the scenario,
when there is no chance to obtain the data features or precise
prediction about data distribution.

To overcome this problem [15] proposes a new ensemble
clustering technique on the basis of ensemble-driven clustering
estimation and locally weighted strategy. Particularly, the
doubtfulness of every cluster is predicted by considering the
clustering labels in the internal ensemble through an entropic
principle. A new approach named as ensemble-driven
clustering is explained and locally weight co-association matrix
has defined the conclusion of an ensemble of diverse groups.

In the last few years, fuzzy c-means cluster ensemble and
random projection approaches have been designed for data
clustering with high dimensionality. Random projection is
widely used to reduce the dimensionality because of its
efficiency and simplicity. A large amount of space is required
to store the huge affinity matrix, and earn large computational
time to cluster out the affinity matrix.

In [15], to reduce the dimensionality of huge data, the
researcher designed a framework with the combination of
fuzzy c-means and random projection based on cluster
ensemble. The framework uses the collective agreement to
cumulative fuzzy partitions. With the use of internal and
external cluster indices, the fuzzy partitions are ranked with
random projections. The most excellent partition in the levels
of the queue is the core partition achieved by cluster ensemble.

In [16], tree-ensemble clustering technique is introduced
for the analysis of static CRAFTER, datasets to handle the high
dimensionality. CRAFTER is useful to tackle numerical and
categorical features concurrently and analyze the size and
dimensionality of datasets.

CRAFTER influences the features of a tree-ensemble to
tackle high dimensionality and mixed attributes. The class
probability estimation technique is used for the representation
of data points of clustering. According to the limitations of the
ensemble clustering, one of them is the independence of basic
clusterings and ignorance between their relationships. On the
other, there is a lack of information corporation between the
local and global relationship of clusterings, especially, when
renovating from one point to another of the similar matrix
between basic clusterings. In [17] a new ensemble clustering
technique is introduced as relative density path accumulation
(MRDPA). In this technique, density nearest-neighbor and
relative k-nearest neighbor are used to create basic clusterings.
The clusterings represent multi-scale features for the input
dataset of k into the RNKD. To investigate the global
information in the creative k-nearest neighbor graph, and
finally generated via consensus function.

The basic purpose of ensemble clustering is to combine the
various essential parts into the consent. In the related work of
different articles, it has been explained that to increase the
numerous partitions caused a lower variance and better
performance for ensemble clustering. In this scenario, for the
given dataset, the best partition among the different partitions
is still a challenging problem.
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In [18], the researcher proposed a novel approach to
solving this problem. The author introduced the infinite
ensemble clustering (IEC) to drop out the noising data and
represents the infinite partitions. In this technique, de-noising
auto encoder is used to generate the prospective representation
of infinite partitions. For resultant clustering, concatenation of
deep features is applied to k-means.

In [19], researcher introduced a novel technique for
ensemble (subspace) clustering with high dimensionality of
text data. This technique implements the integration of two
stages for feature representation of data including topics and
words to make clusters. Ensemble clustering is effective to
enhance the strength of clusters. This approach based on topic
modeling to lead the two steps attributes the representation of
data and make various ensemble components. With the use of
both words and topics to cluster out the text data, significant
clusters can be achieved with the weight of topics and words in
every cluster.

IIl.  PROPOSED TECHNIQUES

In the field of information retrieval, text clustering is an
important area of research to categorize and understand the
unstructured textual data. In this research, the ensemble
clustering technique is investigated. The ensemble clustering is
based on k-means, agglomerative, fuzzy c-means, k-medoid,
and Gustafson Kessel clustering and has obtained different
clustering results separately of a specific data; observed that all
results were different from each other's [20]. These processes
are used for the quality and performance of clustering
algorithms, and these stages are necessary to complete the
clustering algorithm [21]. The proposed ensemble clustering
technique consists of four various stages and depicted in Figure
1.

1) In data collection phase some processing operations are
applied at the given data include crawling, indexing, filtering
etc. which are helpful in document clustering. It also indexes
the documents to store the data and access in an efficient way
and screen out the unnecessary data for example stop words.

2) In pre-processing phase some specific operations have
been performed which are used to make the text into a
meaningful format like, vector-model, graphical model.

3) Text clustering phase divides a set of text inw a
specified number of clusters, as each dataset specified number
of clusters having different features.

4) In post-processing phase, core applications are included
through which documents can be clustered.

To obtain accurate results, the ensemble clustering
technique based on majority voting scheme is proposed. To
ensure that ensemble clustering results are useful for text
clustering. Dunn Index (DI) and Davies Bouldin Index (DBI)
are evaluation parameters indicate that ensemble clustering
technique offers superior results as compared to individual
technique.
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Text/Document clustering

g
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Fig. 1. Process of Clustering

The following clustering techniques have been used for text
clustering. A brief description of each algorithm used in
ensemble clustering is given as under:

A. K-mean Algorithm

K-means clustering is a very popular and widely used
technique which is successfully being used in image
segmentation, computer vision and object qualification etc
[22].

Algorithm: K-means
1. Cluster centroids ul, u2... uk € Rn arbitrarily.
2. Recur till union {
For each 4, set

c® :=arg min [x© — 4, |.
For every j, set

il {C(i) — j}X(')
= ':% o
1{c"=j}
=1 }

B. Fuzzy C-Means Algorithm

Fuzzy c-means (FCM) is a technique of soft clustering in
which a portion of data belongs to more than one clusters [23].

Algorithm: Fuzzy c-means
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Vi are iterated until algorithm terminates.

C. Hierarchical Agglomerative Clustering Algorithm
Hierarchical clustering algorithms are either bottom-up or
top-down approaches. Bottom-up algorithms are treated as a
pair of clusters which are merged until all clusters are merged
into a single cluster which contains all documents. Hierarchical
agglomerative clustering is more commonly used in
information retrieval than top-down clustering [24, 25].

K = arg, min[RSS(K")+ K] D

Where K’ denotes cut of the hierarchy that results in K'
clusters, RSS represents the residual sum of squares and A is a
consequence for each additional cluster. Another measure of
distortion can be used instead of RSS.

D. K-medoids Algorithm

K-medoid comes in an algorithm related to the k-means
algorithm, except when fitting the centers C1,...CKk, restrict the
attention to the points themselves [25].

The initial guess for centers C1,... Ck (e.g., randomly select
K of the points X1, ...Xn), then repeat:

1) Minimize over C: for each i=l,...n, find the cluster
center ck closest to Xi and let C(i)=K

2) Minimize over c/,...ck: for each k=1,... K let Ck=Xk,
the medoid of points in cluster k, i.e., the point Xi in cluster k
that minimizes

e =KX, =X I
stop when within-cluster variation doesn't change

In words:
1) Cluster (label) each point based on the closest center
Replace each center by the medoid of points in its cluster

E. Gustafson-Kessel Algorithm

The Gustafson-Kessel (GK) algorithm is a dominant
clustering method with numerous applications in different
domains including, classification, system identification, and
image processing. The Gustafson-Kessel is a technique that is
used to combine each cluster with both a matrix and a point,
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correspondingly shows the cluster center and its covariance.
But the fuzzy c-means make the inherent assumption that
clusters are spherical, the Gustafson- Kessel algorithm is not
subject to this restriction and can categorize ellipsoidal clusters
[26].

The Gustafson-Kessel algorithm is based on iterative
optimization of an objective function of the c-means type:

n K
Im = ZZﬂijmdiJ?

j=1 i-1

Where In defines within group sum of squared errors.

F. Ensemble Clustering

Ensemble clustering combines a set of clustering from the
same data set and generates a final clustering. The goal of
ensemble clustering is to improve the quality of individual data
clustering. In this paper, majority voting based ensemble
clustering is applied. For this purpose, five -clustering
techniques are employed which are already defined on specific
data sets to obtain individual results. After implementation, the
ensemble clustering results are compared with individual
techniques. It has been observed from ensemble clustering
results that it generates better clustering results.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

In this paper, five various clustering algorithms and two
datasets are used to obtain the ensemble clustering, but here k-
means, agglomerative, fuzzy c-means, k-medoid and Gustafson
Kessel clustering techniques. The ensemble clustering is
obtained from these five clustering techniques. To access the
clustering quality measure, Dunn Index and Davies Bouldin
Index are computed for each technique. Results indicate that
the ensemble clustering technique offers superior results as
compared to all others state of the art technique. All
experiments have been performed on Matlab 2015(b) on a PC
with RAM 8GB and Windows 7.

A. Datasets

In this research, two datasets are used, one of which is a
private dataset named it "Textclus". The “Textclus” dataset has
four classes, education, history, art, and politician. A total of
sixty files have been collected by various websites. The
proposed ensemble clustering technique has been evaluated at
the obtained dataset “20newsgroups” freely available [27]. The
obtained experimental results on the basis of both datasets are
depicted in TABLE 1.

TABLE I. DATASETS

Dataset: Dataset:
Clustering Algorithms Textclus 20newsgroups

DI DBI DI DBI
K-Means 0.3738 0.6505 0.0707 0.4845
FCM 0.0702 1.7287 0.0118 0.3229
Agglomerative 0.4386 0.8118 0.3538 0.3743
K-Medoid 0.0473 1.1102 0.0903 0.4845
Gustafson Kessel 0.0154 1.7038 0.0484 0.7409
Ensemble Clustering 0.7675 0.4454 0.7879 0.1748
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B. Clustering Quality Measures

It is mandatory for any clustering technique to evaluate the
performance by using some standard quality measures. For this
purpose, Dunn Index (DI) and Davies Bouldin Index (DBI) are
used as clustering quality measures. These clustering quality
measures have been computed from the resultant ensemble
clustering results as well as the other algorithms results used
for the ensemble. A high value of DI indicates better clustering
whereas; the low value of DBI represents better clustering.

C. Scenario-I Performance Comparison of Proposed
Ensemble Clustering at Textclus Dataset

In this section, first of all, k-means is used which is a part
of partitioning methods on the specific dataset; k-means is
mostly used for hard clustering. Cluster labels are obtained
from k-means and stored it for comparison with other results,
after that agglomerative algorithm is used on text data which is
a part of hierarchical methods, clustering labels are also
obtained from the agglomerative algorithm and then stored it
for later use. Next, fuzzy c-Means is applied which is also a
part of partitioning methods but mostly used for soft clustering.
Similarly, this algorithm to the given data set is applied and
then obtained clustering labels for future experiments, after
that, k-medoid algorithm is used on the same dataset and
obtained results for later use. At the end, the fifth algorithm
which is Gustafson Kessel algorithm technique is used and
obtained results, stored it for later use. After obtained
clustering labels, from all five clustering labels, the ensemble
clustering technique is applied to obtain better results, the
ensemble cluster labels are obtained by used of majority
voting. First, cluster labels are obtained and then applied
quality parameters on all clustering labels which are obtained
from, k-means, agglomerative, fuzzy c-means, k-medoid,
Gustafson Kessel and ensemble clustering technique. In this
research, Dunn Index and Devis Bouldin Index are used as
quality parameters.

In figure 2, the graph represents the clustering quality of
dataset "Textclus". A high value of DI indicates better
clustering whereas; the low value of DBI represents better
clustering. So Ensemble clustering results are compatible with
Dunn Index and Davies Bouldin Index.

W oo
I J s Bauldin Index.

K-means FCM  Agglomerative K-mediod Gustafson Ensemble
Kessel Clustering

2

Values

Algorithms

Fig. 2. Clustering quality of Dataset “Textclus”
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D. Scenario-1l Performance Comparison of Proposed
Ensemble Clustering at 20newsgroups Dataset

For the experiment, another dataset "20newsgroups" is also
used. Clustering results are obtained using "20newsgroups" and
observed that ensemble clustering technique is better than all
above techniques which are used before. The high value of DI
indicates better clustering whereas; the low value of DBI
represents better clustering. So it can be observed that
ensemble clustering results are according to the standards of
Dunn Index and Devis Bouldin Index which are defined below.
After application of these parameters, different results are
obtained from different clustering labels.

In this paper, a new clustering technique is introduced
which is based on major voting. Various clustering techniques
are applied including, agglomerative, fuzzy c—means, k-
medoid, Gustafson Kessel and k-means. Inverse document
frequency is calculated from given dataset, and used as an
input for clustering algorithms, experimental results are
obtained using above clustering algorithms then observed that
all were different from each other; at the end, ensemble
clustering technique is proposed for better results on the basis
of majority voting. After that, Dunn Index and Davies Bouldin
Index algorithms are applied for quality performance. The
results can be observed by bar graph with both data sets.

0.8

06

ik

K-means FCM  Agglomerative K-mediod Gustafson  Ensemble
Kessel Clustering

Values

ha

Algorithms

Fig. 3. Clustering quality of Dataset “20newsgroups”

In figure 3, the graph represents the clustering quality of
dataset "Textclus". A high value of DI indicates better
clustering whereas; the low value of DBI represents better
clustering. So ensemble clustering results are compatible with
Dunn Index and Davies Bouldin Index.

V. CONCLUSION AND FUTURE WORK

In this paper, clustering is discussed that is a group of
similar objects. Five clustering methods are applied on
datasets, first on "Textclus" then on "20newsgroups" and
obtained individual results. After that an ensemble clustering
technique is proposed based on major voting, to enhance the
performance of text clustering. Cluster quality parameters are
applied named as Dunn Index and Devis Bouldin Index. A
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high value of DI indicates better clustering whereas; the low
value of DBI represents better clustering. During experiments
on specified datasets, results of five clustering techniques
represented in the above graphs, could not fulfill the
requirements of DI and DBI, but ensemble clustering using
majority voting technique proved fruitful for text clustering
with better clustering results. Therefore, ensemble clustering is
found better than five clustering techniques named as k-means,
fuzzy c-means, agglomerative, k-medoid, and Gustafson
Kessel. For future work, the ensemble clustering technique can
be applied on text streams/web data clustering to separate
contents and find the extremism content in it.
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Abstract—User profiles play a critical role in personalizing
user search. It assists search systems in retrieving relevant
information that is searched on the web considering the user
needs. Researchers presented a vast number of profile-based
approaches that aims to improve the effectiveness of information
retrieval. However, these approaches are syntactic-based which
fail to achieve the user satisfaction. By the means that the search
results do not meet user preferences, due to the fact that the
search is keyword-based rather than semantic-based. Exploiting
user profiles with the application of semantic web technology into
personalization might produce a step forward in future retrieval
systems. By adopting profiling approach and using ontology base
characteristics, a semantic-based method using heuristics and
KNN algorithm is proposed. It engages searching ontology base
domains horizontally and vertically to discover and extract the
closest concept to the meaning of the query keyword. The
extracted concept is used to expand the user query to personalize
the search result and present the customized information for
individuals.

Keywords—Semantic search method; user profile; heuristics;
web search personalization; information retrieval

. INTRODUCTION

Information Retrieval (IR) is a highly active research field;
it depends significantly on the web as the main source of
information. It involves assisting users to find information
from vast amount of information resources on the Web.
However, finding relevant information that satisfies users’
query is a vital problem [1, 2]. Search engines perform “one
size fits the all”, in which the submitted query of keywords
returns the same result to users of different interests. Many
query keywords may have the same syntax but different
semantics (homonyms). These keywords could be located at
different horizontal and vertical domains of ontology base of
semantic web. They could have different meanings under
different concepts within the same domain.

Therefore, the main research focus of this paper is how to
find the domain that reflects the closest meaning of the query
keyword from various domains of ontology base. Then how to
find the concept that reflects the closest meaning of that query,
from different concepts within the same domain. For instance,
the query keyword ‘cell’ may be found across various
horizontal domains such as computer, biology and politics. In
addition, the same query ‘cell’ may be found under various
vertical concepts within the computer domain including
processors, excel and company name. Accordingly, finding

which particular horizontal domain and particular vertical
concept within that specific domain for query keyword ‘cell” at
the same search session. Once the concept and domain of the
query keyword are found, then it can take an advantage of both
in the query expansion to retrieve better search results. This
paper presented a novel approach to address these two issues.

Therefore, it is important to optimize the means of
personalizing the web search and locating relevant documents
tailored for individual users. Web search personalization
approaches and techniques have been reviewed in [3-7].
Generally, there are two types of approaches to personalizing
the search results, first is by the user query modification and
secondly is by the search results re-ranking. On the other hand,
there are many techniques that are based on the web contents,
web link structure, browsing history, user profiles and user
queries. These techniques have been widely used to implement
personalized web search models [3, 6]. These models include,
but not limited to, the use of hybrid of fuzzy set and ant colony
optimization as described in [8]. Firefly algorithm is used to
create and choose the cluster based optimal ranked clicked
URLs to recommend a set of terms that expand the query
search [9]. Ant colony optimization with a genetic algorithm
were used by [10] to rank web pages. [11] has used a hybrid of
genetic algorithm and back propagation neural network to
classify user queries to clusters for web page
recommendations. However, the proposed model is
implemented using a hybrid of artificial intelligence (Al)
heuristics and K-nearest neighbour (KNN) algorithm to extract
semantic concepts from the ontology base using the user
profile to expand the query.

User profile is the major method used for personalizing
web search as presented in [12-14]. For capturing user’s
current information need, [15] have represented user’s
activities in the form of time-sensitive profile. It integrates both
the current and the recurrent interactions with the search
engines such as submitted queries, reformulated queries, and
clicked results within a session search. User interactions are
taken into account under the assumption that recent performed
ones are more related to the current needs than to the foregoing
ones. Authors in [16] have proposed a Funnel Mesh-5
algorithm. It constructs a search string by taking into account
the context of information need and the user intention. This
information is identified by the user profile then it is used to
generate a personalized disambiguated search string for query
expansion. In [17], the user profile is created based on the user
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search behaviour using the web search logs and the eye
tracking. It measures the user behaviour during the query
session. Their system keeps on updating the user profile to
build and enhance the user profile to suggest more relevant
web pages to the user. However, my proposed approach maps
the user profile content onto the ontology base of the semantic
web technology to extract the closest concepts to the meaning
of query keywords. Researchers have broadly studied the
personalized techniques to represent users’ information needs
in the user models. These techniques are used not only for
monolingual IR systems [5] but also for multilingual IR
systems for re-ranking of web search results [18], browsing
and searching the behaviour of polyglots [19], and
personalizing the query expansion [20].

The idea of the semantic web aims at making the semantics
of the web content machine understandable [21]. Semantic web
standards and technologies can be used to enable the semantic
search [22]. Semantic search, as an application of semantic
web in the field of IR, has shown a significant potential in the
function of improving the performance of retrieval. Compared
with the traditional search that focuses on the frequency of
word appearance, the semantic search attempts to understand
the meanings hidden in the retrieved documents and users’
queries. It works by adding the semantic tags into texts to
structuralize and conceptualize the objects within documents
[23]. Therefore, many semantic-based methods have been
proposed in personalizing the web search. [24] used ontologies
to improve the reliability of personalization through exploiting
the formal semantics of query-based relevance processing, user
preference representation, preference update, and result
ranking. In [25], a semantic mapper is used to map the user
query terms with personalized ontology, that were created from
user web log file to identify semantic relation between user’s
queries.

However, this research combines the use of both the user
profile and the characteristics of ontology base to develop an
effective semantic search method. It purposes to deliver better
and close results compared to the conventional method
currently used in IR. Thus, the main objective of this paper is
to implement the semantic-based search method. By acquiring
the user intent implicitly by exploiting ontology base and the
user profile to personalize the web search and enhance the
contextual IR of web documents.

Semantic user profile is created in [26] for capturing
scholar’s interests, tasks, and competences in different research
topics across different projects and publications in the scientific
domain. The semantic user profile is modelled through an
automated text mining pipeline approach of NLP for using it in
semantic  publishing applications as personalized web
applications. [27] have developed a model to capture user
context by generating the query context and the user context.
Also, it introduced a forgetting factor to merge the independent
user context in the user session for maintaining the evolution of
user preferences. In contrast, my proposed model has applied
Al heuristics techniques and KNN algorithm that implements a
search method pluggable in the semantic web search
applications. Therefore, this paper contributes mainly in the
area of the semantic-based search methods in the semantic web
technology. The development of the new semantic-based
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search method, as a web search service for the semantic web
technology, characterized by its ability to interact with an
ontology base, reason, infer, and consequently find and extract
the closest meaning of the users’ query keywords. It assists
users to provide them with the results that are close to accurate,
when they work with searching the search engines for specific
information.

Query expansion is the process of adding more terms to an
original query to attempt to refine the information search and
improve the retrieval effectiveness [28-30]. The proposed
model used the query expansion to improve the results by
including concepts, extracted semantically from the ontology
base, which lead to retrieving more relevant documents.

The remainder of this paper is structured as follows:
Section 1l describes the structure of the system prototype.
Section Il illustrates the proposed semantic method for web
search personalization. Section IV shows the experimental
results and evaluation that were performed to validate the
proposed approach. The paper is concluded and future work is
presented in Section V.

Il.  SYSTEM PROTOTYPE

Information retrieval systems (IRSs) are text-based
prototypes that use traditional methods to retrieve information.
IRSs perform limited personalization for individual users and
consequently provide irrelevant documents in terms of search
precision. Combining the profile-based sematic search
approaches and the Al techniques together to retrieve
information is challenging. Therefore, the user profiles should
use the semantic web technologies in IR process to improve the
search results. This vision needs prototype to incorporate the
semantic web tools and the user profile with the search system.
Fig. 1 illustrates a high-level picture of the system prototype.
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0 Add query to user profile
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|1|‘nh]L' content i
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Fig. 1. Architecture of the system prototype.
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The architecture of the system prototype consists of user
query, semantic search method, user profile, and ontology
base. The system prototype is described as follows: First, the
user types a query. Second, the semantic search method
receives the query. Third, the method obtains the user profile
content. Fourth, the method maps the query and the user profile
content onto the ontology base. Fifth, the method extracts the
closest concept to the meaning of the query from the ontology
base. Sixth, the method adds the query keywords to the user
profile. Seventh, the method expands the query. Query
expansion is performed to disambiguate the query by adding
the extracted concept to the initial query automatically. Since
this added information is originally acquired from the ontology
base, it reflects the user needs. Eighth, the expanded query is
submitted to the search engine. Ninth, the search engine
retrieves the documents from the documents collection. Tenth,
the search engine gets the hits and finally these hits are
provided to the user. However, the proposed system prototype
can be built and plugged into the typical IRS of web
documents, such as search engines or metasearch engines,
without effecting its standard operations.

I1l. A SEMANTIC METHOD FOR WEB SEARCH
PERSONALIZATION

The adopted approach needs a combination of five basic
related components as follows: the user query, the user profile
to maintain user query keywords, the semantic-based search
method to extract from the ontology base the closest concepts
to the meaning of query keywords, an ontology base to provide
these concepts as contextual information for query expansion,
and the web search engine to search the expanded query. The
keywords of user profile and query are mapped onto the
ontology base as shown in Fig. 2. The top level nodes of Fig. 2
are root domains of ontology base. The user profile keywords
are marked with gray color in the solid circles and the query
keyword is marked with a gray color in the dashed circle.

Polities  Sociology

Exitertainmment

Telecomm  Computmg  Electnaty Mah  Buology

logy

Fig. 2. An ontology base marked with user profile and query terms.
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The proposed approach aims to find the closest horizontal
root domain of the ontology base to the meaning of the given
query and then search that domain vertically to determine the
closest concept to the meaning of that query. To find the
closest horizontal root domain, the information of long-term
browsing history and short-term current browsing are utilized.
The browsing history concerns the content of user profile
whereas the current browsing concerns the user query itself.
The heuristics technique is employed to make use of the user
profile and query keywords to find the closest horizontal root
domain. Heuristics provide many algorithms designed to
traverse graph paths in order to discover the minimum cost
path from a starting node to the goal. This work uses A*
heuristic algorithm to find the closest horizontal root domain of
the ontology base to the meaning of the query keyword.
However, application of A* algorithm requires calculating two
values for each node n of the ontology base. The first value is
known as g(n) which is the distance value from the user
profile or query keywords to the node n and the second value is
known as h(n) which is the distance value from the root
domains to the node n. Note that the node n can be an ontology
base node (concept), user profile keyword, or query keyword.
Furthermore, keywords indicate the user profile and query
keywords unless stated otherwise.

The distance from the keywords to the node n, g (n), is
calculated as follows:

g(n) = MIN { distance; } + 1 )
V child i

Where {d\?tﬁflﬁe}} is the set of distances from the

child i
keywords to all children of node n. Since the calculation of
g(n) starts from the user profile and query keywords, the
initial value of g(n) for each user profile keyword and query
keyword is 0. It is important to note that the nodes which have
paths with smaller values of g(n) are closer to root domains.

The distance from the root domains to the node n, h(n), is
calculated as follows:

h(n) = MIN { distance; } + 1 @)
V parent j

distance; }

Where {
V parent j

domains to all parents of node n. Note that the root domains
which have path to the query keyword are only involved in this
step and the rest domains are excluded. Since the calculation of
h(n) starts from the root domains, the initial value of h(n) for
each root domain is 0. It is also important to note that the nodes
which have paths with smaller values of h(n) are closer to root
domains.

A* algorithm is defined on the basis of (1) and (2) as
follows:

is the set of distances from the root

f@) = g(n) + h(n) 3)
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Where f(n) is the evaluation function value of node n that
maintains its distance from the keywords to the root domains,
g(n) is the distance from the keywords to node n; and h(n) is
the distance from the root domains to node n. The value of
f(n) is computed based on the calculations of g(n) and h(n).
There could be many paths from one keyword to one root
domain in the ontology base. Each path may have different
evaluation function value. However, this approach emphasizes
on the nearest (smallest) of these values. Equation (4) is used
to compute the nearest evaluation function value from each
keyword to each root domain and the results are represented in
a tabular form.

Nf(K)p, = MIN {f((K)q = D}, Vivj
VY ancestor a

“4)

Where K; is a keyword st K; € {K;, K5, ...,K;} and D; is a
root domain s.t D; € {D;, Dy, ..., Diy}. MIN {f ((K;)o = D))} is
the smallest value of all evaluation function values that are
ancestors of K; ((K;),, V ancestor a) and in the path from K;
to D;. This smallest value is assigned to Nf(Ki)Dj as the

nearest heuristic evaluation function value from K; to D; .
Equation (4) repetitively computes the nearest values from all
keywords corresponding to all root domains.

Frequencies of the user profile keywords are another source
of heuristic information that help to find the closest horizontal
root domain of the ontology base for a given query. The
keyword with higher frequency has more weight than the one
with lower frequency. To involve this information in the
process, each Nf (KL-)D]. resulted from (4) is multiplied by the

frequency of its corresponding user profile keyword (K;) as
given in (5).

(Nf(Ki)Dj)f‘req = Nf(Ki)Dj X (Ki)freq Q)

Where (Nf (Ki)D].)freq is the nearest value from K; to D;
taking into consideration the frequency value of K;, Nf(Ki)Dj
is the nearest value from K; to D;, and (K;)freq is the
frequency of user profile keyword K;. The nearest values that

are generated by (5) are then represented in a tabular form as
depicted in Table I.

The frequency values given in Table | are assumed values
for the purpose of clarification. The root domains D, and Dg
are included in Table I but they are excluded from Table Il
because they have no nearest evaluation function values (i.e.
they have no paths to the user profile keywords). In addition,
the query keyword ‘CELL’ which is included in Table I is also
excluded from Table Il because it is assumed that it is being
inquired for the first time and it is not included in the user
profile and hence it’s (Nf('CELL')Dj)freq is 0, for all D;, since

its frequency value is 0.
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TABLE I. THE NEAREST HEURISTIC EVALUATION FUNCTION VALUES OF
KEYWORDS CORRESPONDING TO ONTOLOGY BASE ROOT DOMAINS.
K, K, K3 K, Ks K K,
keywords — —
- =~1F12z12|z 2SSz |2
Z|2|g|12|C|58 0|8 |2|2|5|2 |2
N D . W g -
%[5 ]2 8 M2
5 2131 < 2|03 |1t g 3|21
> = @ @
L ~ =~ =
=) =) =) =) =) =) =)
= = = = = = =
= = = = = = =
root domain = = = = N ks =
S|l || |5 |5 |5
N N N N N N/ N
] 3 3 3 3 3 3
g 8 8 8 8 3 8
D, (Entertainment) 4 -
D,(Tele-Comm.) 6 3 -
D3(Computing) 6 4 - 3 9
D, (Electricity) 3 -
D5 (Mathematics) - 6
Dg(Biology) - 2 3
D, (Politics) - - - - - - -
Dg(Sociology) - - - - - - -

Since the smallest values are the closest in meaning
between keywords and root domains, they are better than the
highest values. Therefore, a normalization process as given in
(6) is needed to convert the smaller values to become more
valued than higher values.

NNf(K)p; = MAX(Nf(K)a) — (Nf(K)p,) freq + MIN(NF (Ki)a)
V domains d V domains d

Where NNf (Ki)Dj is the normalized nearest value of the

keyword K; for the domain D;. The MAX(Nf(K;)q) and
MIN (Nf(K;)4) are the maximum and minimum nearest values
of the keyword K; associated with all the root domains,
respectively. The (Nf(K;) p;)freq is the current nearest value
of the keyword K; for the domain D;. The normalized values
are then maintained in Table I1.

TABLE Il THE NORMALIZED NEAREST HEURISTIC EVALUATION
FUNCTION VALUES OF KEYWORDS CORRESPONDING TO ONTOLOGY BASE
ROOT DOMAINS.

= = = = =
keywords S| 2| 22|22
22222 R
root domain3 S| EE ||| E
S| |5 |5 |5
D, (Entertainment)
D,(Tele-Comm.) 4 3
D;(Computing) 4 41 2|6
D, (Electricity) 3
Ds(Mathematics) 9
D (Biology) 3 3
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Each NNf(Ki)D]. in Table 1l may have different values for

different root domains. Equation (7) is used to calculate the
degree of closeness of each keyword K; for each connected
root domain D; with respect to all root domains.

NNf(Ki)D]-

S Vivj 7
ZﬁlNNf(Ki)Dj tvJ (7

(NNf(Ki)Dj)close =

Where (NNf (K;) D,-)czose is the degree of closeness of each

K; for each connected D;, NNf(Ki)Dj is the normalized nearest

value from K; to D;, and Y72 NNf (Ki)Dj is the summation of

all normalized nearest values from K; to all its associated root

domains D;, st i={1,2,..,1} and j={1,2,..,m}. The
results of processing (7) are maintained in Table III.

TABLE Il THE DEGREE OF CLOSENESS VALUES OF KEYWORDS
CORRESPONDING TO ONTOLOGY BASE ROOT DOMAINSNS.
= = = = = =
keywords = = = S S S
= = = = = =
TlE|lE|E] 8T
S|l |l |5 |5 |5
root domains g’ o o o o o
D, (Entertainment | g/14
AY
D,(Tele-Comm.) | 4/14 | 3/6
D;(Computing) 414 a4 | 2/5 | 6/15
D, (Electricity) 3/6
Dg(Mathematics) 9/15
D (Biology) 3/5 3/3

While (7) calculates the degree of closeness of each
keyword K; for each connected root domain D;, (8) given
below, calculates the degree of participation of each keyword
K; for all connected root domains with respect to all user
profile keywords. This process is performed by dividing the
total count number of non-zero normalized nearest values of a
keyword K; for all root domains by the total count number of
non-zero normalized nearest values of all keywords for all root
domains. The result values are then maintained in Table IV.

[NNf Do, £ 0] o
8

NNf(K; =
(N ere = Tunr ey, = 0]
ViV

i={1,...1, j=1{1,..,m}

Where (NNf(Ki))pm is the degree of participation of a
keyword K; for all connected root domains, |NNf(Ki)D], * 0|v.
J

counts the non-zero values of a keyword K; for all root
domains, and |NNf(1<L-)D]. # 0| counts the non-zero values
Vivj

of all keywords for all root domains.
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TABLE IV.  THE DEGREE OF PARTICIPATION VALUES OF KEYWORDS IN
ONTOLOGY BASE ROOT DOMAINS.
T | 2|2l 2=
keywords = = = = = =
= = = = = =
root domains = I R S I = I
5 g § g g §
D, (Entertainment) 1/11
D, (Tele-Comm.) 111 | 111
D;(Computing) 1/11 1/11 | 111 | 111
D, (Electricity) 1/11
D¢ (Mathematics) 1/11
D¢ (Biology) 1/11 1/11
For all root 311 | 2711 | 111 | 211 | 211 | 11
domains

Finally, the confidence values that represent the closest

meaning of the user profile keywords corresponding to the root
domains are computed by multiplying (7) by (8) as shown in
(9) and the results are maintained in Table V.

(NNf(Ki)Dj)conf = (NNf(Ki)Dj)close X (NNf(Ki))part (9)

Where (NNf (Ki)Dj)Conf is the confidence value of the

keyword K; corresponding to the root domain D; . The
confidence values of all keywords for every root domain are
summed up and the root domain that has higher value is the
closest to the meaning of the query keyword. Table V clearly
shows that ‘Computing’ is the closest root domain to the query
keyword ‘CELL’ since its confidence value (0.3118) is the

highest.

TABLE V. CONFIDENCE VALUES OF THE KEYWORDS CORRESPONDING
TO THE ONTOLOGY BASE ROOT DOMAINS.

<
kewords | = |2 | 2| 2| 2| = | B¢

= = | = = = = 3
2| 2|2 2| 2| 2 lszs
= |l la|lad| & =358
— — ~— — — ~— D D S
\ ] 5] S Sl Sl Sl = QD =
root domai | | | | |°52
< = Y Y Y Y Is) 1

~+
D, (Entertainment) | 0.116 0.116
D,(Tele-Comm.) 0.077 | 0.09 0.167
D5 (Computing) 0.077 0.09 | 0.07 | 0.07 0.311
D, (Electricity) 0.09 0.09
Ds(Mathematics) 0.10 0.108
D¢ (Biology) 0.10 0.09 | 0.198

Once the closest root domain (e.g. ‘Computing’) is
determined, the process turns to search that domain vertically
to identify the closest concept to the meaning of the query
keyword (e.g. ‘CELL’). For this purpose, KNN algorithm is
employed. Fig. 2 shows some concepts that could indicate the
meaning of the query keyword ‘CELL’ under ‘Computing’
domain including ‘band’, ‘microprocessor’, ‘table’, and ‘flash-
memory’. Calculating similarity between the query ‘CELL’
and each of these concepts might be beneficial to find the
closest concept to the meaning of that query. The similarity for
K=2 is calculated by using Euclidean distance as follows:
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d(p,q) = J2i=1(pi — q:)? (10)

Where d(p, q) is the distance between the concept p and
the query g.

The KNN is an effective classifier method [31] used to find
out the distance (closeness) between the query ‘CELL’ and its
direct upper concepts, where K is determined by the heuristics
or features of these concepts. Two features are identified to
calculate the distance: first, the number of root domains
connected to the concept and second, the number of user
profile keywords connected to the concept. Therefore, K here
equals to 2. Table VI shows the direct upper concepts of the
query ‘CELL’ that are connected to the ‘Computing’ domain
(column 1) and their identified features (column 2 and column
3). In addition, Table VI shows the ranks (column 5) of the
concepts based on their distances (column 4) from the query.

TABLE VI.  THE FEATURES OF CONCEPTS AND THEIR RANKS BASED ON
DISTANCES OF CONCEPTS FROM THE QUERY
diriz?r;[s # User profile
The connected to keywords Distance Ran
concept the connected k
to the concept
concept
Band V5=2.2
2 1 ' 2
36
mlcro(p))rrocess 1 0 Vo=3 3
Table 1 2 Vi=1 1
flash- _
memory 0 V9=3 3

The Euclidean distance of KNN emphasize that the
smallest distance value is the closest concept to the meaning of
the query. Table VI, clearly shows that the concept ‘table’ is
the closest concept to the meaning of the query ‘CELL’.
Extending the query ‘CELL’ by adding the concept ‘table’ to
the query would personalize the user search and therefore,
improve the search effectiveness.

IV. EXPERIMENTAL RESULTS AND EVALUATION

A semantic-based web search method is proposed. This
method adopts profiles and uses an ontology base to
personalize users search and improve the accuracy of their
search results. Essentially, a conceptual hierarchy is used in the
experiments as ontology base for providing a shared
understanding of the searchable domains. It is significant in
discovering the closest meaning of the query keywords. Query
keywords entered by the users should be selected from the
experimental concept hierarchy terms (i.e. concepts) since the
proposed method based on the ontology base. Moreover, the
method employs Google search engine in the evaluation
process to show the effectiveness of sematic-based search
approach over keyword-based search approach. Such
evaluation needs users to enter queries and to judge the
relevancy of returned hits. Furthermore, the method implicitly
extracts the closest concept to the meaning of the query from
the ontology base and appends it to the initial query, to form
the expanded query. The expanded query forms the final query,
which is entered in the Google search engine to retrieve the
desired documents.
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The experimental trials had been conducted to evaluate the
effectiveness of the proposed method in retrieving the relevant
information. The evaluation investigates the degree to which
the stated objectives are achieved. Recall and precision are two
evaluation measures identified for IR systems [32]. Where
recall measures the ability of the system to present all the
relevant items in the collection, and precision measures the
ability of the system to present only those items from the
collection that are relevant. The documents collection of
Google search engine is used intensively in the experiment
tests. Users enter their queries into Google's search text box
and consequently, Google searches its collection and returns a
list of hits to users. Using Google collection restricts the
evaluation process to use cut-off/precision measure rather than
recall/precision measure, because it cannot calculate the normal
recall points since the number of relevant documents in Google
collection is unknown. However, precision is defined formally
as follows:

Number of relevant items retrieved

precision = x 100 (11)

Total number of items retrieved

Cut-off points are made in the experiments for the first 100
documents of the search engine hits. Precision values are
calculated at cut-off (the first) 10, 20, 30, 40, 50, 60, 70, 80, 90,
and 100 documents. The user should count the number of
documents that are relevant to his needs and divides this
number by 10 to obtain the precision value of the first group
(10 cut-off points). The last step is repeated for all other groups
as well. The user should count the number of relevant
documents and divides this number by 20 to obtain the
precision value of the second group (20 cut-off points), and so
on. Thereby, the cut-off points and precision are for a single
query. However, to evaluate the retrieval method accurately,
we run it for several distinct queries; and an average is used for
the cut-off and precision values. It is important to note that the
average here means the precision value of all distinct queries at
the corresponding cut-off point. In order to find the precision
value at all cut-off points, we take the rate of all of its averages.

This paper compares the effectiveness of the semantic-
based search approach with the keyword-based search
approach. In particular, it compares the effectiveness of the
proposed semantic-based search approach with a well-known
and standard text-based IRS such as Google search engine. The
comparison is achieved by searching the web twice. The first
search uses Google search engine without employing the
proposed method in the search process and the overall average
of results is computed. The second search uses Google search
engine with employing the proposed method in the search
process and the overall average of results is computed. The
difference between these two rates shows how happened to be
an improvement of one over the other.

The averages of precision values of all entered queries at
cut-off (the first group of documents) are calculated for 10
groups of sizes ranging from 10 to 100 documents with
increments of 10. This calculation is done for both the
proposed profiling semantic-based search method and the text-
based search method (Google) as shown in Table VII.
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TABLE VII. THE PRECISION VALUES AT CUT-OFF POINTS FOR THE
PROPOSED METHOD AND GOOGLE AND THEIR AVERAGES.
Cut-off The proposed method Google
(Semantic-based search) (Text-based search)
0.87 0.47
10
20 0.84 0.45
30 0.82 0.42
40 0.81 0.41
50 0.77 0.40
60 0.75 0.38
70 0.71 0.36
80 0.69 0.35
90 0.66 0.35
100 0.63 0.33
Average 0.755 0.392

The average of precision values of all entered queries for
each of the 10 groups employing the proposed method is
calculated. Then, an identical process is repeated for Google
without employing the proposed method. As shown in Table
VII, the first column (cut-off) denotes the number of
documents taken as cut-off points, the second column shows
the average precision values at these cut-off points using
Google employing the proposed method, and the third column
(Google) shows the average precision values at these cut-off
points using Google without employing the proposed method.

The average here means the precision value at the
corresponding cut-off point. In order to find the precision value
of the proposed semantic-based search method using the user
profile at all cut-off points, we take the rate of all of its
averages. The same process is repeated with Google. The rate
(average) of the proposed method and the rate (average) of
Google are calculated and presented in the last row of Table
VII. The difference between these two rates shows the
improvement of one over the other. Table VII shows that the
profile-based semantic search method improves the search
results about 36% over the text-based search method (Google).

cut-off/precision
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Fig. 3. Precision values at cut-off points for the proposed method and
Google.
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Fig. 3 is drawn based on Table VII. For each entered query,
a cut-off/precision curve is drawn. These drawn curves are
averaged to produce the final cut-off/precision shown in Fig. 3.
The figure illustrates that the semantic-based IR is better than
text-based IR. The figure shows 36% improvement on search
results when employing the profiles and the heuristics in the
retrieval process, especially when using ontologies for
interpreting query terms, as recorded by the experiments. This
aspect is promising to shift the web search engines from the
text-based to the semantic-based information retrieval systems.

V.  CONCLUSION AND FUTURE WORK

Issuing a query to the web search system for retrieving
relevant pages according to user preferences provides better
result if the search method discover and extracts the concept
from the ontology base that reflect the closest meaning of the
query keyword. The proposed approach is significantly
beneficial, especially when the query keyword found across
several different horizontal root domains and under various
different concepts of the same vertical root domain. The
extracted concept is used to expand the query for personalizing
the user’s search. Incorporating the user profile and ontology
base of the semantic web into the search process was the base
of the proposed semantic-based search method. The heuristics
and the KNN algorithm are applied to discover useful
information in interpreting the query keywords. A profile-
based personalized semantic search method shows a
considerable improvement than text-based search in terms of
search effectiveness, as recorded by the experiments. Despite
the effectiveness and accuracy improvement of this approach,
it has two limitations. First, the proposed search method is
developed for handling only one-keyword size queries.
Secondly, the effectiveness of the proposed approach is
evaluated based on a comparison made with Google as a text-
based search method. To get more accurate result, a
comparison must be made with another semantic-based search
method adopting different approach. For future work,
identifying additional implicit features or heuristics and
engaging knowledge management to discover knowledge from
the heuristics information and representing them in user
profile, may further improve the search results.
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Abstract—Cyberbullying is a crime where one person
becomes the target of harassment and hate. Many cyberbullying
detection approaches have been introduced, however, they were
largely based on textual and user features. Most of the research
found in the literature aimed at improving detection through
introducing new features. However, as the number of features
increases, the feature extraction and selection phases have
become harder. On the other hand, no study has examined the
meaning of words and semantics in cyberbullying. In order to
bridge this gap, we propose a novel algorithms CNN-CB that
eliminate the need for feature engineering and produce better
prediction than traditional cyberbullying detection approaches.
The proposed algorithm adapts the concept of word embedding
where similar words have similar embedding. Therefore,
bullying tweets will have similar representations and this will
advance the detection. CNN-CB is based on convolutional neural
network (CNN) and incorporates semantics through the use of
word embedding. Experiments showed that CNN-CB algorithm
outperform traditional content-based cyberbullying detection
with an accuracy of 95%.
neural network;

Keywords—Cyberbullying; convolutional

CNN; detection; deep learning

I.  INTRODUCTION

With the proliferation of the internet and its anonymity
nature, many ethical issues have emerged. Cyberbullying is
among the most widely acknowledged problems by
individuals and communities. It is defined as any violent,
intentional action conducted by individuals or groups, using
online channels repeatedly against a victim who does not have
the potential to react [1]. Even though bullying has always
been a critical issue and received much attention; the internet
along with social media has only made the issue more critical
and wide spread. This is because they open doors for predators
and give them a 24/7 access to victims from all ages and
backgrounds while keeping their identities anonymous [2]. For
all the danger imposed by cyberbullying on victims and
communities, this field of study is maturing, with a wealth of
research and findings evolving every day. The vast range of
existing cyberbullying studies are spanning fields like
psychology, linguistics and computer science.

Psychologists recognized cyberbullying as being a
phenomenon closely related to the well being of individuals. A
study found in [3] where a total of 7000 students were
examined, concluded that bullying contributes to higher levels
of loneliness and lower levels of social well-being . Many

Mourad Ykhlef

College of Computer and Information Sciences
King Saud University
Riyadh, Saudi Arabia

psychologists were asked in [4] about the appropriate actions
that need to be taken in response to the growing number of
cyberbullying incidents and they were in favour of the
automatic monitoring of cyberbullying.

Automatic monitoring of cyberbullying has gained
considerable interest in the computer science field. The aim
has been to develop efficient mechanisms that mitigate
cyberbullying incidents. Most of the literature considered it to
be a binary classification task, where text is classified as
bullying or non bullying [5]. This is achieved through
extracting features from text and feeding them to a
classification algorithm. Many studies have addressed
cyberbullying detection from different perspective, however,
all falls under four features categories: content-based, user-
based, emotion-based and social-network based features.

Even though the state of art in cyberbullying detection is
rapidly evolving, there are many problems that has arisen. A
fundamental issue still present is that most research attempt to
improve the detection process by suggesting new features.
However, this approach might generate huge number of
features that require careful feature extraction and selection
phases which lead to computational overhead. Moreover,
features are not always easy to be extracted. In fact, features
can be easily fabricated [6]. Another drawback is that they fail
to adapt to the changing nature of language. Offensive words
that are considered features in most detection approaches are
not static and change over time. As a result, detection
approaches must not rely on static features rather on more
automated mechanisms. Despite the success of current
approaches, a core problem has not been addressed. The
semantic of words, their meaning and relations have been
overlooked.
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Fig. 1. Classical Machine Learning (1) vs CNN-CB (2).
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In this article, we propose a convolutional neural network
cyberbullying detection (CNN-CB) algorithm, which remedy
the current unsolved problems. The primary goal is to develop
an efficient detection approach capable of dealing with
semantics and meaning and produces accurate result while
keeping computational time and cost to a minimum. CNN-CB
is based on deep learning which was on of MIT 10
Breakthrough Technologies Review in the year 2017 and
2013[7]. It is built upon the concept of convolutional neural
network (CNN) which showed great success when applied to
many classification tasks [8] [9] [10]. The most remarkable
contribution is that CNN-CB is a cyberbullying detection
algorithm that has shorten the classical detection workflow; it
makes detections without any features. It transforms text into
word embeddings and feeds them to a CNN. Previously,
detection always started with feature extraction followed by,
feature selection. Interestingly, CNN-CB has excluded these
two steps and yet produced better result. Figl illustrates the
traditional versus CNN-CB workflow.

This paper is organized as follows. Section Il states the
related work in cyberbullying. Then, section Il describes
CNN-CB in details. Section IV reports the experiments along
with their results. Section V discusses the reported results.
Finally, section VI concludes and summarizes this paper.

Il. RELATED WORK

Cyberbullying detection has a rapidly growing literature,
even though researches addressing bullying are traced back to
early 2010. The rich literature in this field can be divided into
three categories: content-based, user-based and network based
detection. Each category will be covered briefly, and
comprehensive summary is presented in table I.

A. Content-Based Detection

Among the first to tackle bullying in social media is [11],
where a framework was built to incorporate Twitter streaming
API for collecting tweets and then classifying them according
to the content. Their work combined the essence of sentiment
analysis and bullying detection. As a first phase, tweets are
classified as being positive or negative and then they are
further classified as positive containing bullying content,
positive without bullying content, negative containing
bullying content, and negative without bullying content. For
the sake of classification, Naive Bayes was implemented and
resulted in a relatively high accuracy (70%). Another later
research found in [12], incorporated statistical measures
namely (TFIDF) and (LDA) along with topic models in order
to extract relevance in documents. However, they did not rely
on statistical measures only but extracted content features like:
bad words and pronouns. Other researchers in [13], continued
to pursue cyberbullying detection from content-based
perspective however,  they introduced new features like:
emotions icon and dictionary of hieroglyphs. Their approach
was tested using many learning algorithms: Naive Bayes,
SVM and J 48. And the best result was recorded with SVM
achieving an accuracy of 81%. Another research [14],

Vol. 9, No. 9, 2018

presented a prototype system to be used by organization
members to monitor social network sites and detect bullying
incidents. The approach followed relied on recording bullying
words and storing them in a database and then incorporate
Twitter API to capture tweets and compare their content to the
bullying material recorded earlier. Beside the promising
innovative idea in their work, this prototype system has not
been implemented yet.

B. User-Based Detection

Many researchers believed that user information like age
and number of tweets could indicate potentiality to harm
others. In [15], researchers incorporated user information like
number of tweets, number of followers and number of
followings into the detection process. Their total features -user
based and others- resulted in good predictions with an
accuracy of 85%. Similarly, in [14] they added user age as
feature along with a history of a user as a feature. They
assume that if a user bullied in the past it is more likely for
him to engage in bullying again. They investigated the effect
of adding user features and concluded that it advances the
recall with 5%. User-based features were also adopted in [16],
where they added user gender and age to the feature set. The
assumption was that different gender use different language
and the people from different ages have different writing
styles. Moreover, a new user feature was incorporated which
was the user location.

C. Network based Detection

An interesting perspective to cyberbullying detection
studies the social structure of users. This starts by drawing
network structure and deriving features from the graph. In
[17], they focused on deriving features from social network
graph. Features included: number of nodes indicating how
large is the community and number of edges indicating how
well connected is the community. Another research that
addressed network based features is found in [12]. They used
(Gephi) a graphical interface to visualise a user’s connectivity
based on the bullying posts. Then, they investigated the
participants’ role in the bullying, whether they are victims or
predators.

I1l. PROPOSED ALGORITHM

CNN-CB is an algorithm that advances current work in
cyberbullying detection by adapting principles of deep
learning instead of classical machine learning. CNN-CB
architecture consists of four layers: embedding, convolutional,
max pooling and dense which will be described in the
following sub sections. The architecture and scope of every
layer is shown in fig. 2. Its remarkable aspect is that it
eliminates three classification phases previously employed by
other detection algorithms, feature determination, extraction
and selection. This is achieved through generating word
embeddings (numerical vectors) for each word in a tweet and
feeding them directly to a convolutional neural network.
Detailed steps are explained in the following sub sections, and
its pseudo code is represented in table I1.
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Fig. 2. CNN-CB Architecture.

TABLE I. CYBERBULLYING RESEARCH SUMMARY
Data Mining .
Paper Task Algorithm Used Features
- Text
[_‘]_5] Classification SVM, J48, Naive - Profile
Bayes - User graph
- - Text
[18] Classification SVM. - Bag of words
- Author
- LDA/TFIDF
[12] Classification Lib SVM - List of bad
words
- _pronouns
. J48, Naive Bayes, | . gocijal network
[19] Classification SMO, Bagging - Text
and Dagging. - Part of speech
[20] Classification SVM - Text
- Sentiment
- - Text
[21] Classification Cc45 - List of bad
words
- User
[14] Classification SVM - Content
- Cyberbullying
based
[22] Classification SV, Naive ~Content
ayes -Profile
Classification -User
[16] Fuzzy SVM - Location
Clustering -Text
- Media
[23] Classification Fuzzy logic - Text
-Word statistics
[24] Classification SVM, J 48 -Text
-TFIDF

A. Word Embedding

Word embeddings are a class of techniques used to
generate numerical representation of textual material. A
striking feature of word embedding is that they generate
similar representations for semantically similar words. This
remarkable feature enables a machine to actually understand
what text means rather than dealing with it as strings of
random numbers. In order to illustrate this great potential, fig
3 shows the similar words to word ‘smart’ along with their
similarity score using word embedding provided by Glove.
Glove [25] is one method of word embedding provided by

google. This works by collecting millions of words and
training a neural network to learn the similarity or differences
in meaning.

In the proposed CNN-CB, embedding layer provided by
Keras [26] was adopted rather than pre trained embedding like
Glove. What distinguish this specific choice of embedding
(keras) is that it is task specific. In other words, it takes all text
(cleaned tweets in this case) and generates a vector space of
vocabulary. Thus, it is easier -both in time and resource-to
compute. The use of word embedding made CNN-CB’s more
advanced compared to traditional detection approaches since
they incorporate semantics not just features extracted from
raw text [27]. Keras embedding layer requires three
parameters to be set prior to the construction of the vector
space:

¢ Input dimension: specifies the total number of words in
the vocabulary (whole corpus). This number is derived
from the following. Let T be all tweets in the corpus.

T= {t1,to,t3..t,}, n=number of tweets
Input dimension = length (Tokenized (T))

e Output dimension: specifies the size of the output
vector from this layer.

e Input length: the length of each wvector (maximum
number of words per tweet). Twitter fixed maximum
tweet length was not set, since this might change over
time. Input length is calculated by using the following
functions.

Input length = max (length for tin T)

— inteligent 0,750
4| vphisicte 04
Most similar / clover 0,601

I\
DRI

pretty 0,650/044
Kind 0. 676908118
really 0, G08L1ELTITY
¢ ) Word

smart incredibly .‘»L:I,‘le:}ll,u
sawwy 0, 00485 91616801

befter QLTSN

\

Embedding

g )
1 o D SRS

Fig. 3. Similar words to ‘smart’.
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B. Convolutional Layer

The second layer after the embedding layer (in case of
text) is the convolutional layer. It is the heart of a
convolutional neural network. Its task is to convolve around
the input vector to detect features, therefore, it compresses the
original input vector while preserving valuable features. This
is achieved by creating a set of matrices called filters of
random numbers called weights. Each filter is then
independently convolved around the original input vector
creating many feature maps through elementwise
multiplication with the part of the input it is currently on [28].
In order to calculate the resulting feature map, Let V be the
input vector of words, and F be the filter of size h*w, then the
elementwise multiplication is calculated according to the
following equation.

(V*F)y=2iey 20 Vi, Foxsit, yojia (1)

C. Max Pooling Layer

What distinguishes CNN and gives it robustness and
ability to deal with complex data like image and large corpus,
is that it compresses the input to smaller matrices. This
remarkable ability is achieved by both convolutional and max
pooling layers; thus, they are used after one another. Max
pooling matrix simply slides across the output of a
convolutional layer and finds the maximum value of the
selected area. In this way, only meaningful and clear features
are preserved.

D. Dense Layer

All layers described so far were concerned with shaping
data (tweets in our case) and compressing them in a
meaningful way. So far, no classification has been done. This
is exactly the job of dense layers. As in neural network, dense
layers are set of fully connected layers [14]. In other words,
each neuron is connected to all other neurons in the following
layer. The number of dense layers varies, however, the last
one must have 2 neurons corresponding to the number of
classes in this case.

TABLE Il CNN BASED DETECTION ALGORITHM (CNN-CB)

CNN-CB

Input:  List T=ty,t,,t3,...tn (N= number of tweets)
Number f (fF=number of filters)
Number k (k=size of kernels)
Number p (p=pool size)
Number count (count=number of classes)
Number count (n=number of neurons)
Output: Number C=1 or 0 (0=no bullying,1=bullying)

Begin
Tokenize all tweets Token
Calculate total vocab, vocab=length (Token)
Calculate max tweet length, len=max (length for t in T)
Split tweets to testing Test, and Training Train
Encode training tweets
Encode testing tweets
Create Embedding layer, Embedding(vocab,len)
Create Convolution layer, Convolution(f,k)
Create Max Pooling layer, Pooling(p)
Create Flatten layer, Flatten()
Create Dense layer, Dense(n)
Create Dense layer, C=Dense(count)

End
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IV. EVALUATION

Evaluation of the proposed algorithm aims to
experimentally investigate crucial facts. First, that CNN-CB
gives better results than traditional cyberbullying detection.
Second, to evaluate other metrices like loss and recall. In order
to have subjective evaluation, content-based detection was
implemented for comparison with SVM algorithm. SVM was
considered because a survey in [5], revealed that it is the
mostly used in this domain. All experiments were run using
Windows PC with 12 GB of RAM. All algorithms were
programmed in Python [30] using Spyder environment [31].
CNN-CB was implemented using Keras [26] [29].

A. Content-Based Detection (Cont)

There are many detection methods, however, a survey
found in [5] stated that content-based methods are the most
common with a total of 41 papers. Also, it has reported that
SVM was the most common learning algorithm. The features
included were: 1) the presence of bad words (bad words were
retrieved from noswearing.com [32]); 2)the tweet’s length;;
3)the presence of question marks since they indicate profane
words; 4) the presence of exclamation marks since they
indicate anger; 5) the presence of capital letters since they
indicate anger.

B. Dataset

The data set used in experiments were fetched from
Twitter using Twitter streaming API [33]. A total of 39,000
tweets were retrieved from twitter public timeline. However,
after annotating tweets, we found that there was an
imbalanced class problem (very few bullying tweets). This has
been solved by querying Twitter API with bad words from
[32] so that it was more likely to return bullying tweets. After
that, data were inspected and cleaned, removing duplicates
and tweets with only pictures or URLs. A summary of the data
collected for training and testing is presented in table 111 .

For data annotation, Figure 8 [34] human intelligence
website was used. A job was posted, and sufficient
instructions were given, and for quality purposes a test of 25
questions were required for a contributor to be accepted.
Eventually, from those who succeeded the test with a
percentage of 95%, two contributors were selected.

C. Evaluation Metrics

Since cyberbullying detection is a classification task, the
obvious choice of metric will be classification accuracy.
However, this is an imbalanced class problem; so if we
consider accuracy only as a metric then we might get an
accuracy of 80% just be labelling all testing tweets with the
majority class. This issue has been solved by considering two
other metrics: recall and precision. All metrics are listed in the
following equations.

TP+TN
accuracy= ————— 2
TP+TN+FP+FN
recall= 3)
TP+FN
precision= —— 4
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D. Result

In this section, comprehensive comparison between three o7
cyberbullying detection approaches was conducted. The aim
here is to prove that the proposed algorithm CNN-CB
advances the current state of cyberbullying detection by
providing better predictions (higher accuracy) although it
eliminates the need for feature engineering. The series of
experiments starts by testing CNN-CB with different values of
filters, kernels, pooling and neurons to prove that changing
values changes the quality of prediction. This experiment is
reported in table IV. Moreover, further experiments are ; : : . :
conducted to test the CNN-CB model. Fig.4 and fig. 5 shows ’ ’ o ’
the model accuracy and loss during every epoch respectively.

The loss used in here is the mean squared error The third
experiment shown in table V, is conducted with the traditional
approach of cyberbullying detection, specifically content-

model loss

0.6

0.5

loss

0.4

0.3

Fig. 5. Model Loss.

100

based detection cont, and provides a summarized overview
about its performance. Remarkably, the advancement of CNN- 95
CB over traditional approach is clearly reported in fig.5, fig.6 00
and fig.7. £
® 85
TABLE Ill. DATASET DISTRIBUTION E 0
Training Testing s
Bullying 9,000 tweets 2700 tweets
70
No-Bullying 21,000 tweets 6300 tweets CNN-CB Cont

Algorithm

TABLE IV. CNN-CB BPERFORMANCE BY VARYING VALUES OF FILTERS,

Fig. 6. CNN-CB vs Cont-SVM Accuracy.
KERNELS,POOLING AND NEURONS

No. of | No. of Size of No. of Accuracy | Precision | Recall
filters kernels | Pooling | neurons | (%) (%) (%) 100
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TABLE V. CONTENT BASED CYBERBULLYING DETECTION PERFORMANCE Fig. 7. CNN-CB vs Cont-SVM Recall.
Algorithm Accuracy (%) Precision (%) Recall (%)
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100
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V. DISCUSSION

Cyberbullying detection has been addressed in the
literature with classical machine learning approaches, mainly
content-based ones. However, the conducted experiments
showed that cont-SVM gave an accuracy of 81%, like results
reported by others in the literature.

The performance of CNN-CB during epochs, was always
raising. This is because learning is evolving with every epoch.
The model started with an accuracy of 65% but rose to 95%
after 10 epochs. Model loss which represents a measurement
of miss classifications also proved that increasing the number
of epoch improve quality of predictions.

When CNN-CB is compared to traditional cyberbullying
approach cont-SVM, CNN-CB, reported better results in the
three metrics accuracy, precision and recall. This is true for all
variations of parameters proving that feature engineering
elimination did not degrade the performance but in fact there
was a noticeable improvement of about 12% accuracy.
Among the three studied metrics, accuracy shows the most
noticeable difference. On the other hand, recall has slightly
differed between the two algorithms with them being in the
70s.

It also has been evident from table 1V that changing the
CNN structure has a strong impact on the resulting accuracy.
Some variations produced an accuracy of 66% whereas, some
produced 95%.

VI. CONCLUSION

Technology revolution advanced the quality of life,
however, it gave predators a solid ground to conduct their
harmful crimes. Internet crimes have become very dangerous
since victims are targeted all the time and there are no chances
for escape. Cyberbullying is one of the most critical internet
crimes and research proved its critical consequences on
victims. From suicide to lowering victims’ self-esteem,
cyberbullying control has been the focus of many
psychological and technical research.

In this article, the issue of cyberbullying detection on
Twitter has been tackled. The aim was to advance the current
state of cyberbullying detection by shedding light on critical
problems that have not been solved yet. To the best of our
knowledge, there has been no research that considered
eliminating features from the detection process and
automating the process with a CNN. The proposed algorithm
makes cyberbullying detection a fully automated process with
no human expertise or involvement while guaranteeing better
result. Comprehensive experiments proved that deep learning
outperformed classical machine learning approaches in
cyberbullying problem.

As for future work, we would like to adapt the proposed
algorithms for Arabic content. Arabic language has different
structure and rules so comprehensive Arabic natural language
processing should be incorporated.
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Abstract—In the recent years, Arabic Natural Language
Processing, including Text summarization, Text simplification,
Text Categorization and other Natural Language-related
disciplines, are attracting more researchers. Appropriate
resources for Arabic Text Categorization are becoming a big
necessity for the development of this research. The few existing
corpora are not ready for use, they require preprocessing and
filtering operations. In addition, most of them are not organized
based on standard classification methods which makes
unbalanced classes and thus reduced the classification accuracy.
This paper proposes a New Arabic Dataset (NADA) for Text
Categorization purpose. This corpus is composed of two existing
corpora OSAC and DAA. The new corpus is preprocessed and
filtered using the recent state of the art methods. It is also
organized based on Dewey decimal classification scheme and
Synthetic Minority Over-Sampling Technique. The experiment
results show that NADA is an efficient dataset ready for use in
Arabic Text Categorization.

natural
dewey

Keywords—Data  collection; arabic
processing; arabic text categorization;
classification; synthetic minority over-sampling

language
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. INTRODUCTION

Data collection consists of gathering information to assess
the outcomes and validate the research study. The accuracy of
data collection is crucial to keep the truth of research. Data
collection is required in all research areas and studies such as
mathematics, physics, humanity, business, computer science
and many more.

Arabic Text Categorization is one application of Natural
Language Processing in Computer Science that needs a huge
amount of text documents to perform classification. Accessing
to freely available corpus is a desirable aim. Unfortunately,
these corpora are not easily found or not designed for Arabic
Text Categorization such as Al-Dostor newspapers [1]. In other
words, the existing corpora ([2], [3] and [4]) need modification
before the usage. For example, increasing the number of
classes, performing preprocessing techniques and providing the
corpus with specific formats to facilitate the integration of the
data. In fact, most of the existing Arabic corpora don’t follow
any technique necessary to organize the class hierarchy. This
hierarchy helps illustrate the needed classes and keep corpus
balanced to accomplish an accurate result. Moreover, some of
the existing Arabic corpora are not dedicated for classification
because either there are no defined classes such as 1.5 billion
words Arabic Corpus [5], or the existing classes are not well
defined ([6], [7], and [8]). Furthermore, most of the available
corpora are published as raw data, which requires applying

Souad Larabi Marie-Sainte

Computer Science department
College of Computer and Information Sciences
Prince Sultan University,
Riyadh, KSA

linguistic pre-processing operations such as
tokenization, normalization and stemming before use.

cleaning,

Consequently, the researchers in this field face a
fundamental problem in comparing the results of their
proposed methods with those of the state of the art techniques.
This makes the validation step more difficult and time-
consuming. So, it is extremely needed to propose a new Arabic
corpus that overcomes the above limitations.

In this paper, we present NADA, a New Arabic Dataset
built from two existing Arabic corpora and complemented with
extra classes and documents. To cover the entire classes from
different domains, the standard classification schemes (Dewey
Decimal Classification scheme (DDC) [9]) is used to provide a
logical hierarchy of classes needed in document classification.
In addition, to reach a high classification accuracy, Synthetic
Minority Over-Sampling Technique (SMOKE) [10] is applied
to make the classes balanced. NADA is composed of 10
categories belonging to different domains, including Social
science (e.g. economies, and law), Religious science (e.g.
Islamic religion), Applied science (e.g. health), Pure science
(e.g. Technology), Literature science, and Arts science (e.g.
Sport). After the data was assembled and organized, the pre-
processing methods and filtering are applied to make the data
ready in ANLP and particularly ATC field.

This paper is organized as follows. Section 2 introduces the
Arabic Language. Section 3 presents the Dewey Decimal
Classification scheme. Section 4 surveys the existing Arabic
corpus. Section 5 shows the formation of NADA corpus.
Section 6 displays the experiment results and finally section 7
concludes this works.

Il.  ARABIC LANGUAGE

Arabic is a complex language. It has diverse characteristics
that make it different from the other languages. The Arabic
word contains the diacritics placed above or below the letters
rather than short vowels. However, these diacritics have been
left in contemporary writing and expected to be filled in by the
readers from their knowledge of the Arabic language [11].
Furthermore, in Arabic, many letters have a similar structure
and are differentiated only by the existence and the number of
dots. For example, the letters (b-<, n-o, t-=) have the same
structure but with different dot location and number. Moreover,
the different shapes of Arabic letters depend on the placement
of the letters in the word. Four shapes are found for 22 letters
in Arabic, which are (word-initial, word-medial, and word-
final). In Arabic, nouns and adjectives involve genders [12].
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Another obvious complex characteristic of Arabic language is
the richness of vocabulary. For example, the word “darkness”
has 52 synonymous, “short” has 164, and 50 synonymous for
the “cloud” [12].

I1l.  DEWEY DECIMAL CLASSIFICATION

In order to arrange resources on the shelves and facilitate
the retrieving process, the Dewey decimal classification
scheme (DDC) can be used. The most usage of this scheme is
in the libraries. DDC is a hierarchical number system that
organizes all resources into ten main categories [9]. Each main
category is then divided into ten sub-categories and so on. In
this study, this scheme is used to help build NADA.

IV. RELATED WORKS

The first step in text classification studies is data collection.
The collected data must be suitable for the classification
purpose. Data collection is required in each language
performing text classification or other NLP applications. Many
corpora can be found in English language (for example
Newsgroup English benchmark [13], ACL Anthology
Reference polish Corpus (ACLARC) [14], Reuters 21578
English corpus [15], and Reuters Corpus Volume 1 (RCV1)
[16]) as long as in the other languages such that Chinese Souhu
News corpus [17], Thai dataset [18].

In Arabic language, the state of the art studies presented a
number of Arabic Corpora such that Al- Nahar !, Al-Jazeera?,
Al-Hayat * and Al- Dostor newspapers [1], Hadith corpus [4],
Akhbar-Alkhaleej corpus [2], Arabic NEWSWIRE [3],
Quranic Arabic Corpus [4], corpus Watan-2004 [6], Khaleej-
2004 [19], KACST Arabic corpus [20], BBC Corpus [7], CCN
Corpus [8], Open Source Arabic Corpora (OSAC) [21] and
Avrabic corpus * that is composed of Watan-2004 and Khaleej-
2004 corpora. Table 1 summarizes the existing corpora
dedicated to ATC researches. Even though there are freely
available Arabic corpora used in Arabic processing projects,
most of them are either not suitable for text classification, or
they might be appropriate for classification but still the data
needs more filtering, processing and format conversion steps,
which can negatively affect the classification accuracy.

On the other hand, few commercial corpora °, are available
but with extremely excessive cost. So, the need for developing
free new corpora is critical in Arabic Text Categorization.

V. NADA DATASET SETUP

NADA corpus is collected from two existing corpora,
which are Diab Dataset DAA corpus and OSAC corpus. DAA
dataset has nine categories each of which contains 400
documents. Each category has its own directory that includes
all files belonging to this category. These files have already
been preprocessed and filtered [22]. The documents in each
class of DAA corpus are considered in NADA corpus.

1 https://catalog.elra.info/en-us/repository/browse/ELRA-W0027/
2 alt.qcri.org/resources/aljazeeraSpeechCorpus/.

3 http://catalog.elra.info/product_info.php?products_id=632

4 https://sourceforge.net/projects/arabiccorpus/

5 https://catalog.ldc.upenn.edu/LDC2001T55
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On the other side, OSAC dataset [21] has six classes each
containing [500, 3000] raw documents. Each category has its
own directory that includes all files belonging to this category.

The OSAC dataset is a raw data that requires
preprocessing. For this, each text file is pre-processed as
follows: 1) the digits, numbers, hyphens, punctuation marks
and all non-Arabic characters are removed. 2) Some letters are
normalized to unify the writing forms. 3) Arabic stop words
like pronouns, articles, and prepositions are removed. 4) The
light stemming is applied to the dataset to remove the entire
affix and suffix from the word. However, Chen stemmer or
Khoja algorithm for extracting the roots are not employed,
because usually it is not valuable for Arabic text classification
tasks, due to the conflation of various words to the same root
form [12].

Furthermore, to reduce the dimensionality of the dataset,
the recent new proposed Firefly based feature selection [23] is
used. Firefly Algorithm is a well-known Atrtificial Intelligent
technique applied to select the relevant words from a given
document. This technique is applied to each document to
reduce its size. The processed and filtered documents are
considered in NADA dataset.

In this study, DAA and OSAC datasets are partitioned into
two parts to building the training and testing data for the
classification purpose. By this step, NADA corpus is
constructed and becomes available for usage. This construction
is based on DDC scheme to make its classes well organized.
Figure 1 displays the hierarchy of NADA corpus; only the
green classes and subclasses are considered in NADA.
Furthermore, SMOTE technique is used to balance the classes
and then increase the classification performance [10]. The data
collection is summarized in Table 2 and 3. Table 2 shows the
categories and the number of documents of OSAC and DAA
datasets and Table 3 displays the content of the new corpus.

This corpus is available
(https://www.researchgate.net/publication/326060650 NADA _
A_New_Arabic_Dataset. DOI: 10.13140/RG.2.2.13606.01603)
and can be found in various formats since the platforms and
programming languages require different formats. It consists of
three types of files including Attribute-Relation File Format
(ARFF) file, classified text files and Sampled data file as
follows:

e ARFF file: it is an ASCII file that involves a group of
instances with a set of attributes. These instances are
the text scripts that are involved in the text files. Each
instance represents one text file. This file format is
necessary to analyze and process the corpus using
WEKA tool [5].

e Text files: each file involves Arabic script in a specific

category. These text files are classified into 7
categories as shown in Table 3.
e Sampled file: to avoid imbalanced impact on

classification results of the collected dataset, SMOTE
[10] is used to balance the dataset classes. The impact
of SMOTE is shown in Figure 2.
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TABLE I. ARABIC TEXT CATEGORIZATION CORPORA
No. Of No. Of
Corpora | Sources Text Classes Classes
. Social News, Cultural News, , General News, Economic
Saudi Press Agency (SPA) 1,526 6 News, Sports News, Political News
. Economic News, Cultural News, Social News, IT News
KACST Saudi News Papers (SNP) 4,842 l Political, Sports News, News, General News
corpus WEB Sites 2,170 7 IT, NEWS, Economics, Religion, Medical, Cultural, Scientific
[23] Writers 821 10 Ten writers
Discussion Forums 4,107 7 NEWS, IT, Religion, Economics, Medical, Cultural, Scientific
Islamic Topics 2,243 5 Tafseer, Feqah, Ageedah, Hadeeth, Linguistics
Avrabic Poems 1,949 6 Retha'a, Hekmah, Gazal, Hega'a, Madeh, Wasf
BBC Science & Technology, , World News, Middle East News
BBC Arabic website 4,763 7 Business & Economy, Sports, International Press, Art &
clalele Culture
CNN CNN Arabic website 5,070 6 Bu_smess, Entertainments, Middle East News, World News
Corpus Science & Technology, Sports
Bbcarabic.com
Cnnarabic.com
Aljazeera.net 3012 1 Economics
Banguecentrale.gov
Khaleej.com
Watan-2004 corpus
Hukam.net
Mogatel.com 1 .
Altareekh.com 3233 History
Islamichistory.net
Saaid.net . .
Naseh.net 3608 1 Education and family
CCA Corpus
EASC corpus -
Mogatel.com 3171 1 IFZQellglous and
- atwas
Islamic-fatwa.com
Saaid.net
Dr-ashraf.com
CCA corpus
OSAC EASC corpus 2296 1 Health
W corpus
Kids.jo
Bbcarabic.com
Cnnarabic.com
Khaleej.com 2419 ! Sport
Al-hayat.com
Arabastronomy.com
Alkawn.ne
Bawabatalfalak.com 557 1 Astronomy
Nabulsi.com
Alkoon.alnomrosi.net
Lawoflibya.com 944 1 Low
Qnoun.com
CCA corpus
Kids.jo 726 1 .
Saaid.net Stories
CCA corpus
Aklaat.com 2373 1 Cooking Recipes
Fatafeat.com
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TABLE I1.
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OsAC AND DAA ARABIC DATASETS

New Arabic Dataset based classification experimental Results

Class Precision | Recall F-Measure
SaBy)-delaia) asle 0.965 0.985 0.984
O slll-delaial asle 0.970 0.975 0.984
il 0.966 0.971 0.965
aleaDluf-cliln 0.958 0.959 0.943
0SAC dninogleddnli o gle 0.999 0.999 0.997
lli_diny o sle 0.996 0.996 0.996
Weighted Avg. 0.982 0.982 0.982
Correctly Classified Instances 98.1758 %
Incorrectly Classified Instances 1.8242 %
Consuming Time 86.95 seconds
Class Precision | Recall F-Measure
o)) oYl 0.770 0.760 0.765
SlaBy)-delaia) asle 0.675 0.856 0.755
Al A Laia) o sle 0.485 0.436 0.459
O sall-dgelaia) o gle 0.783 0.720 0.750
FICAT) 0.970 0.953 0.961
DAA KPS 0.893 0.917 0.905
ale-aDluf-cliln 0.861 0.812 0.836
i suaSlldle iasa gle 0.863 0.805 0.833
dnangleA gl o 5le 0.789 0.723 0.755
Weighted Avg. 0.813 0.809 0.809
Correctly Classified Instances 80.9087 %
Incorrectly Classified Instances 19.0913 %
Consuming Time 96.62 seconds
Class Recall Precision F-Measure
o)) ¥l 0.920 0.927 0.926
Aaity)-dielaia) asle 0.908 0.884 0.871
Aupull-dcLaia) asle 0.948 0.950 0.944
S e Lial a5l 0.887 0.896 0.884
Al 0.967 0.964 0.959
ele- ()53 0.977 0.973 0.970
New corpus ale a3yl 0.918 0.933 0.925
5 sl A e sle 0.912 0.925 0.917
donaagle-dankiagle 0.969 0.964 0.960
li-diay o sle 0.967 0.973 0.925
Weighted Avg. 0.939 0.939 0.932
Correctly Classified Instances 93.8792%
Incorrectly Classified Instances 6.1208 %
Consuming Time 1467.62 seconds

VI. EXPERIMENTAL RESULTS

After CSV file is generated, it is converted into a sparse
ARFF file format using TextDirectoryToArrf converter and
StringToWordVector converter in WEKA (version 3-7-13). To
measure the performance of classifying NADA, recall,
precision and F1 measures are calculated and averaged using
SVM classifier.

To apply the experiment, the training and testing data are
required. So, the entire dataset is gathered in one ARFF file.
Then, the data is divided into two partitions using percentage
method, where the first partition is training data, with 60% of
the dataset and the second patrtition is testing data with 40% of
the dataset.

According to the result in Table 6, the classification
accuracy of NADA is 93.8792% even though the classification
accuracy of OSAC is 98.1758 % in Table 4. The result beyond

the degradation of NADA’s classification accuracy is due to
the low accuracy of DAA where it is 80.9087 %, in Table 5
This can be explained by the fact that DAA is not well
preprocessed and/or filtered which negatively affected the
classification result.

For the running time, Tables 4, 5 and 6 show the time taken
in classifying each dataset. The time required to classify Nada
is 1467.62 seconds which is about 24 min and 28 seconds. This
time is higher than the time needed for classifying OSAC and
DAA datasets. This is because the number of instances in
NADA dataset, which is 13066 instances is higher than that of
OSAC and DAA datasets which are 3710 and 3600 instances
respectively.

To conclude, NADA is well-organized dataset ready for
use in ATC purpose and can be considered as a benchmark in
this field of research and study.

210|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 9, 2018

TABLE Ill.  NADA CORPUS COLLECTION
TABLE V. DAA ACCURACY
NADA: New Arabic Dataset -
. - Total Total Class Precision Recall F-
Class ‘ID'::;nmg Egigng before after Measure
SMOTE | SMOTE ol V-l Arabic 0.770 0.760 0.765
Arabic Literature 240 160 400 1142 Literature
Social science -
economy 822 485 1307 1307 =By idelanl 5 Social | 0.675 0.856 0.755
Social science - science - economy
™ 240 160 400 1300
politics Aubwdl-delial o e Social 0.485 0.436 0.459
Social science - law | 986 658 1644 1644 science - politics
Sport 850 566 1416 1416 _ i
NADA = Art-General 240 160 400 1300 Oslall-delaal osle Social 0.783 0.720 0.750
General Religions - science - law
Islam 309 206 515 1287 - =L, Sport 0970 | 0953 | 0961
H i Q
gpnﬁgjfefiﬁ’;ﬁi; 240 160 400 1300 g Ae- 5% General Art 0.893 0017 0.905
Q
i Q
';‘i’g:'ceeds and health | 57 1 428 1070 < sle- S~ General 0.861 0.812 0.836
PUre Astronomy é religions - Islam
Science 240 160 400 1300 e PSS 0.863 0805 | 0833
Total 4424 2886 | 7310 13066 Applied science —
computer science
TABLE IV.  OsAC ACCURACY Lmace glo Akl o slo 0.789 0.723 0.755
Applied and health
Class Precision Recall F- sciences
Measure Weighted Avg. 0.813 0.809 0.809
aiyl-delda) asle 0.965 0.985 0.984 —
Social science - economy Correctly Classified 80.9087 %
Instances
5 sil-Ae Laia) 0.970 0.975 0.984 —
S(L))gidal séience f}:;W Incorrectly Classified 19.0913 %
- Instances
“=h,  Sport 0.966 0.971 0.965 Running Time 96.62 seconds
ple-pdlu)-li General 0.958 0.959 0.943
- Religions - Islam TABLE VL. NADA ACCURACY
3 A o sle Al o sle 0.999 0.999 0.997 _
5 Applied and health Class Precision Recall F-
§ sciences Measure
3) AbTiay o e Pure 0.996 0.996 0.996 ol ¥l Arabic 0.920 0.927 0.926
g Astronomy Science literature
o Weiahted Av 0982 0982 0982 Ja®YlLelaa] ke Social | 0.908 0.884 0871
g G- ' ' ' science- economy
— Auldl-delaial o e Social 0.948 0.950 0.944
Precision Recall Megs-ure science - politics
e Osiall-delial o sle Social 0.887 0.896 0.884
Corrcelztslila(;ézzsmed 98.1758 % science - law
Incorrectly Classified 1.8242 % 4l Sport 0.967 0.964 0.959
Instances Ao 058 Art-General 0.977 0973 0.970
>
i i Q
Running Time 86.95 seconds g e General 0918 0933 0975
;(3, religions - Islam
g A saSllale i s le 0.912 0.925 0.917
a Applied and computer
sciences
dnmagle-dgphiagle 0.969 0.964 0.960
Applied and health
sciences
li-disy asle Pure 0.967 0.973 0.925
Astronomy Science
Weighted Avg. 0.939 0.939 0.932
Correctly Classified 93.8792%
Instances
Incorrectly Classified 6.1208 %
Instances
Running Time 1467.62 seconds
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VIlI. CONCLUSION

This research study is performed to meet the extreme need
of Arabic corpora and to overcome the difficulties faced by
ANLP researchers especially in ATC field to find an
appropriate corpus.

NADA is a New Arabic Dataset built from two existing
Arabic corpora including OSAC and DAA datasets. This
corpus followed a standard classification scheme (DDC) to
provide logical hierarchy presentation of classes. NADA
corpus is composed of 10 categories, which achieved 5 classes
from the first level of DDC and some classes from the second
level. To increase the classification performance, SMOTE
technique is applied to balance the whole classes. This dataset
passed through preprocessing and filtering steps to reduce
researchers’ efforts in rebuilding Arabic corpus. NADA is
tested and validated using SVM classifier and three evaluation
measures. The experiment results show that NADA is an
efficient dataset for ATC purpose. This corpus can be extended
by adding new classes and documents to increase its usage
especially in Big Data and Deep Learning.
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Abstract—Zambia’s agricultural sector through Food Reserve
Agency (FRA) while still underdeveloped faces many challenges
that range from marketing, spoilage, infestations, and theft at
site, spillage and storage among others. The methods used by
FRA in their business processes are largely manual as there are
no systems in place. In order to help curb these problems, this
paper proposed and developed novel methods that can be used to
sense real-time warehouse intrusion and grain tracking within
the FRA circulation. The 10T based prototype model made use of
the APC220 transceiver, GSM, GPRS, RFID, PIR and cloud
storage. To curb theft of grain at storage points, the system used
motion sensing through the use of PIR sensors, wireless radio
communication module and the GSM/GPRS technologies such
that when anyone comes in the range of PIR sensor, then the
sensor will send a logic signal to the microcontroller. Lastly, the
RFID combined with GSM and Arduino microcontroller
responsible for grain tracking. From the results obtained in the
experiment conducted it is believed that once this technology is
adopted, theft will be reduced and grain management in the FRA
satellite Depots dotted around the country will improve.

Keywords—Internet of things; motion sensing; RFID; cloud
storage; GSM/GPRS

I.  INTRODUCTION

Food is a fundamental human need and as such food
security is cardinal in any country [1]. The Food and
Agriculture Organization (FAO) defines food security as a
condition whereby all people, at all times, have physical and
economic access to sufficient, safe, and nutritious food to meet
their dietary needs and food preferences for an active and
healthy life [2]. In Zambia government through the FRA
ensures countrywide food sustainability and offers market
access for rural based small holder farmers by maintaining a
sustainable  countrywide strategic food reserve [3].
Additionally FRA acts as a macro-economic stabilizer for food
grown in the country, such as maize which is the nation’s
staple crop.

The government of Zambia through FRA despite ensuring
national food security, almost every year huge quantities of
food are lost due to many factors such as spoilage, infestations,
theft and spillage during transporting [4] in [1]. It has also been
noted that FRA faces challenges in efficient management of
inventory [1], this is according to the auditor general’s report
that was carried out between 2006 and 2009 to review the

Jackson Phiri
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University of Zambia
Lusaka, Zambia

Douglas Kunda

Department of Computer Science
Mulungushi University
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performance of FRA [5]. This was the first ever official audit
report on food reserve agency grain management, according to
the report FRA experienced maize shortages of 115, 516 x
50kg bags valued at ZMK4, 274, 092, 000 (old currency) at
various depots. These losses were attributed to theft and grain
spoilage at the warehouse depots [5].Most of the challenges
reported were as a result of poor monitoring and a poor
inventory management approach which is largely manual and
paper based [1]. The report further stated that FRA faces
challenges to effectively monitor and inspect its storage
facilities and organized crime was another factor leading to
shortages usually at the time of dispatch. Inorder to validate the
report by the auditor general’s findings as far as grain
mismanagement is concerned, independent baseline studies by
[1] and [6]were conducted between 2015 and 2017
respectively, this was in a sponsored joint research study by
University of Zambia in partnership with Tshwane University
of Technology in South Africa [6]. The baseline studies report
that FRA as reported in the auditor general’s findings still had
challenges of manual report generation, lack of connectivity to
remote warehouses [6], failure to track stock on demand [6],
theft [1] and spoilage of stock due to lack of environmental
monitoring [6] [1]. [7] Notes that efforts to improve upon food
security subsequently reducing hunger especially in the world’s
poorest countries should give priority to the issue of crop
losses.

However it is hardly possible to give priority to the issues
of crop losses and ensure food security in the absence of
proficient delivery, control and tracking mechanisms across the
supply chain. As a result of the challenges identified at FRA,
there is therefore need for better management of the grain
through automation of the processes. [8] Augments that as the
world is shifting towards new technologies and applications it
is a necessary goal to adopt new technologies in agriculture as
well. Therefore there is need to have a precise, and appropriate
technique of tracking of the grain bags and managing the
warehouse or storage facilities. This shall be done in order to
reduce theft of the grain and ensure management and
monitoring of the grain in a credible and efficient manner.

Our major objectives therefore in this paper are to design a
warehouse Intrusion detection (E-Perimeter) and grain tracking
Model based on 10T, cloud storage and mobile communication
for securing grain. To also develop methods based on the
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model for accessing grain status information in real-time and
lastly to Develop a prototype application based on the web to
provide real-time access to warehouse intrusion alerts and
current warehouse grain quantities.

Il. LITERATURE REVIEW

This section explores the use of internet of things (IoT) and
their application. The literature review creates a significant
base for understanding the concept of IloT and their
applications in intrusion detection and grain tracking. Lastly
related works of previous research are presented.

A. Internet of Things

With advancement in technology, many sectors have seen
growth and improvement in service delivery. Today, many
areas such as health, transport and logistics, retailing among
others have adopted the use of internet of things (loT).
Agricultural sector has not been left out on this use of IoT. [9]
Adds that special tools and strategies are handy for
improvement of farming. According to the UN Food and
Agriculture Organization [9], in order to feed the developing
populace of the earth, the world will want to produce 70%
extra food in 2050 than it did in 2006 [9]. To meet this
demand, farmers and agricultural agencies are shifting towards
the Internet of Things for analytics and greater manufacturing
capabilities. Internet of Things (IoT) can play a great role in
growing productivity, acquiring large global market and
monitoring latest traits of crops [10] Defines loT as the system
of physical objects or things hooked up with hardware,
software, sensors, and system connectivity which empowers
these objects to gather and alternate information. 10T makes
use of different kinds of protocols to work with exclusive
objects. In a related study [11]adds that 10T is a network of
ordinary objects which are embedded with technologies that
helps to communicate and engage inside themselves and
exterior environment, this in-turn affords Intellect to the
objects thereby making people’s lives convenient. 10T also
provides networking to connect people, things, applications,
and data through the Internet to enable remote control,
management, and interactive integrated services [12].Fig 1
below shows a summary of the IoT definition.

Intemet

Of Things

Fig. 1. 10T Definition/Concept [13] [15] [16].

Vol. 9, No. 9, 2018

1) Applications of loT: loT technology has many
applications and can be put to many uses, below is table 1
showing the 10T uses among others:

TABLE I. 10T SMART APPLICATIONS AND ITS SERVICES [12]
Application of Internet of things
No.
Service Domain Services
1 Smart Home Entertainment, Internet Access
- Secure File Exchange, Internet Access,
2 Smart Office VPN, B2B
Customer Privacy, Business
. Transactions, Business Security,
3 Smart Retail Business Security, B2B, Sales &
Logistics Management
City Management, Resource
. Management, Police Network, Fire
4 Smart City Department Network, Transportation
Management, Disaster Management
. Area Monitoring, Condition Sensing,
5 Smart Agriculture Fire Alarm, Trespassing
Pipeline Monitoring, Tank Monitoring,
6 Smart Energy & Power Line Monitoring, Trespassing &
Fuel
Damage Management
Road Condition Monitoring, Traffic
Status Monitoring, Traffic Light Control,
Smart L
7 Transportation Navigation Support, Smart Car support,
Traffic Information Support, Intelligent
Transport System (ITS)

2) 10T Architecture: Architecture of 10T according to [13]
in [11] is broadly classified into 4 layers. Figure 2 shows the
architecture as classified by [13].

Management
Service
Layer

Gateway

and Network
Layer

Fig. 2. Layered Architecture of 10T [11] [12] [14].

a) Sensor Layer

According to [15] and [12], this is lowest layer of 10T
Architecture, which consists of sensor networks, embedded
systems, RFID tags and readers or other smooth sensors which
are one-of-a-kind varieties of sensors deployed in the field.
Each of these sensors has identification and information
storage (e.g. RFID tags), information collection (e.g. sensor
networks).

214|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

b) Gateway and Network Layer

This layer is accountable for transferring the records
gathered through sensors to the subsequent layer, this is
according to [11]. The writer notes that this layer ought to
support scalable and flexible requirements usual protocol for
transferring facts from heterogeneous devices (Different sorts
of sensor nodes). This Layer further ought to have high
performance and sturdy network. Lastly it has to also assist
more than one organization to dialog independently.

¢) Management Service Layer

This layer acts as an interface between the Gateway -
Network layer and the application layer in bidirectional mode
[11]. It is responsible for gadget administration and information
management and accountable for capturing massive amount of
the raw data and extracting applicable information from the
stored records as well from the real time data. Security and
privacy of the facts should be ensured [11].

d) Application Layer
This is the top most layer of loT which affords a user
interface to access a range of purposes to one-of-a-kind users
[11]. The functions can be used in more than a few sectors like
transportation, health care, agriculture, supply chain,
government, retail etc. [11] [14]

3) loT Elements
a) Sensing

[16] Notes that the first step in 10T workflow is gathering
data at a “point of activity.” This can be information captured
by an appliance, a wearable device, a wall set up control or any
number of frequently found devices. [16] Further adds that the
sensing can be biometric, biological, environmental, visual or
audible (or all the above). The special component in the
context of 10T is that the machine doing the sensing is not one
that commonly gathered statistics in this way. Sensing
technological know-how precise to this reason is required [16].

b) Communication

[16] Augments that IOT gadgets require ability for
transmitting the information sensed at the device level to a
Cloud-based provider for subsequent processing. This is where
the great value inherent in 10T is created. This however
requires either Wi-Fi (wireless LAN based totally
communications) or WAN (wide area network... i.e. cellular)
communications, [16].adds.

¢) Cloud based Capture

[16] Observes that Gathered data is transmitted to a cloud
based service where the information coming in from the 10T
device is aggregated with other cloud based data to provide
useful information for the end user. The facts being
consolidated can be facts from different web sources as well as
from others subscribing with comparable 10T gadgets [16].

d) Delivery of Information

The last step is delivery of useful information to the end
user [16], this may be a customer, a commercial or an
industrial user. It may also be another device in the M2M
workflow. The aim in a customer use case is to provide the

Vol. 9, No. 9, 2018

information in as simple and transparent a method as possible,
[16] notes.

I1l. RELATED WORKS

[17] Notes that India is one of the greatest agricultural land
in the world with about 179.9 million hectares under
cultivation. Still in India, meal grains are saved at warehouses
using the usual manual method which leads to problems such
as theft, rain, flood, variant in temperature and humidity,
attacks of rodents, insects etc. the authors proposed and
integrated smart sensing devices with Internet of Things (I0T)
and Wireless Sensor Networks to preserve the quality and
quantity of the stored products over time. According to [17] the
device has capability of being controlled and monitored from
remote location and delivering real time notification without
human intervention. The proposed system made use of
Raspberry Pi 3 Model B+, Sensors (PIR, Temperature and
Fire), Ultrasonic Ranging Device, Web Camera, Buzzer,
Software Requirements, Java, Win forms using ¢ #. Net and
Android studio. From this author we note that the focus was on
monitoring grain quantity and quality by making use of
temperature sensors for room temperature in which the grain is
stored, PIR for motion sensing as well as fire sensors, however
it is not clear on how the sensor data was being stored.

The study by [18] proposed an amusing and low-cost
administration platform to recognize real-time monitoring and
tracing for prepackaged meals for the supply chain based on
Internet of Things (IoT) technologies and eventually make sure
a nonthreatening and protected meals consumption
environment. Following service-oriented architecture, a
flexible layered architecture of tracking and tracing platform
for prepackaged meals was to be developed. Besides lowering
the implementation price whilst realizing fine-grained
monitoring and tracing, a built-in solution of the usage of each
the QR code and radio-frequency identification (RFID) tag was
proposed. Furthermore, Extensible Markup Language (XML)
was adopted to facilitate the information sharing amongst
functions and stakeholders. In this study we observe the
adoption of RFID and QR code for tracking and tracing of
prepacked food in their supply chain, however the study does
not show how the implementation was achieved as it only
proposed the adoption of the said technologies.

[19] Proposed and developed a GSM Based Home Security
System Using PIR Sensor, the system according to [19]was
very simple. In their system PIR sensor was used for sensing
and then microcontroller was used for controlling. GSM
module was used for SMS and calling purpose. When anybody
comes in range of PIR sensor, the sensor sends a signal to the
microcontroller and takes control and perform a given job. [19]
Adds that Home security system using PIR sensor can be been
implemented for security concerns. The system would then
make a call to the user when any intruder is detected inside a
room. According to the author the results presented showed
that the system was cheap, implementation is easy, Low power
consumption and automated operation. However the gap
noticed in this system was a lack of storage provision of the
SMS alerts, storing alerts is important as it is easy to make
reference to past intrusions and help make better decisions on
how best security measures could be improved upon.
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Fig. 3. Actual Hardware Implementation [20].

TABLE II. EXPERIMENTAL RESULTS OF APC220 WIRELESS
COMMUNICATION MODULE [20]
Trials
; . %Error
Scenario . -
No of trials Success Fz_;uled (failed total
trials trials -
trials)
Line of sight 10 10 0 0.00
Across
Building 10 10 0 0.00

[20] In Malaysia proposed a smart home system using
internet of things and four types of sensors including PIR,
temperature, ultrasonic, and smoke gas sensor for automatic
environmental control and intrusion detection. In their
proposed paper, experiments on various sensors were
conducted. Next, the communication channel using wireless
and Ethernet modules were also discussed. Additionally, the
authors said solar charger enhanced the availability of their
prototype system. Results showed the effectiveness of
proposed smart home system in the prototype and real life
experiments [20]. Figure 3 shows the actual hardware
implementation they had proposed.

[20] Also conducted an experiment to evaluate the wireless
communication module on line of sight and across the
building. Table Il below shows results that were presented

The overall performance of the system was verified with
very low percentage error [20], several experiments were
conducted to evaluate the suitability of the selected sensors, as
well as the data communication modules using Ethernet
W5100 and APC220 Wireless communication. All the sensors
and data communication modules were connected to Arduino
as the 10T platform. The focus of study by [20] was muchly on
experimenting and testing the effectiveness of selected sensors,
wireless communication modules and Ethernet cables.

[21] Conducted an experiment called alarm based human
motion detection, an embedded system which they used to
provide security. [21]Adds that this system was better as
opposed to having a manual security system, [21] notes that the
use of alarm based detection system for detecting human
motions to provide security reduces man power and is very
affordable. When a person moving around the circuit, PIR
sensor detected the change in the IR levels of surroundings
then the system sends a signal to the microcontroller [21].
Features of their proposed system was that it is very cheap and
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affordable, It is efficient and portable that means it can placed
at any place easily, very easy to use and Maintenance cost is
low. It was observed that study by [21] made use of motion
sensing to provide an alarm in case of intrusion at home as a
means of security. Further in this system there is no provision
of SMS alerts, phone call and storage of the alerts in case the
home owner is not at home and an intrusion occurs.

[22]Aimed at making a smart surveillance system using
Raspberry Pi along with PIR sensor and Raspberry Pi-Camera.
PIR sensor was used to detect the motion whenever someone
comes within its range. As soon as PIR Sensor detects the
motion, Pi-Camera activates and captures an image. This
image is then stored in the system and finds for a human face
in the captured image using Python. [22] Further notes that by
using motion detection, it saves the monitoring time and cost
and has it has gained a lot of interests over the past few years.
The system also uses GSM/GPRS technology, so that they can
use long heave communication for the monitoring section and
allow for the system to be pragmatic in real time.

[23] Proposed Internet of Things and Wireless Sensor
Network that lead to agricultural transformation. They also
designed, tested and explored an “Internet of Things™ based
device which is capable of evaluating the sensed information
and then conveying it to the intended user. The device is
controlled and monitored from remote location and it can be
applied in farming fields, grain stores and cold stores for
security purpose [23]. In this device revealed sensors and
electronic devices are integrated using Python scripts. And in
this system IP based CCTV security cameras entail network
connectivity for monitoring from far-flung locality.

[24] The paper proposes a novel security framework in
light of Open source cloud server "things speak .com™ and a
minimal cost esp8266 Wi-Fi module. The task incorporates a
PIR module which always monitors the Home or Work space
.When the PIR module recognizes a trespasser it sends a flag to
the microcontroller and the controller is associated with an
Esp8266 Wi-Fi module and furthermore to an alert framework.
The System transmits an alarm flag to think speak which gives
an alarm motion on the clients' cell phone. The framework
utilizes a second esp8266 module which is modified to go
about as a web server and enables the client to actuate or
deactivate the security framework by means of any gadget with
the internet. The framework additionally utilizes a thumb print
reader which controls the opening and the end of a locker
entryway. In this way the framework utilizes Wi-Fi module
and microcontroller to control the security framework from the
client's cell phone.

[25] Acknowledges that the Internet of Things (IOT) is the
driving force for a great deal of innovation and economic
activities. The proposed project expands on the concept of 10T
to agriculture. [25]Notes that farm equipment’s are costly and
their theft is a very common problem faced by farmers. The
purpose of the project was to make a device which would help
them to monitor their farm equipment’s and prevent theft.
Implementation consists of sensing parameters like motion of
the object and location of the device and alerting them in case
of any variation in their position or motion through mobile
phone. A wireless network was setup between farm devices
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and a central server which will further communicate with
Android Application which would then receive alarm of theft
and location of the device using global positioning system
(GPS) of theft device.

[26] Proposed a prototype to reduce the theft of farmer
input such as fertilizer under Farmer Input Support Program
(FISP) in Zambia. The prototype used barcodes placed on bags
to identify each bag and record the data in a database housed in
the cloud. Upon distributing the bags to farmers, the database
updates are made to reflect the changes in inventory levels. The
input inventory management system was set to control the theft
of inputs that stood at 56% in the warehouses. From the
baseline study conducted by [26] the results show theft
occurrence at the satellite depot, holding depot and during
transportation. The main contribution in this paper was the use
of cloud storage, the system did not however provide for
warehouse storage mechanism despite the authors findings
which showed high percentage of theft.

[27] Designed a wireless remote sensor network based on
android things for monitoring environment conditions in
storage warehouses for the Food Reserve Agency in Zambia.
The system used sensor nodes to monitor temperature,
humidity, water and motion. The temperature, humidity and
water were used to monitor the state of the storage
environment while the motion sensor was used to detect the
presence of intruders. The data from the sensor nodes was sent
to an aggregator node via ZigBee and later transmitted to the
server in the cloud using a GSM network. The cloud storage
service used was third party which may be inappropriate for
storing data for a government agency. However the prototypes
did demonstrate the use of ZigBee in environmental
monitoring. In their system there is also no provision of the
usage of the Web application for a more visualized sensor
values.

[28] Proposed an Application of Internet of Things (IoT) in
Supply chain management of Agricultural products. Here they
designed a website for the farmer and manager. Using the
Radio Frequency identification (RFID) technology, agricultural
products are tracked at every stage of supply chain, The RFID
tag is attached to the product container and scanned against
RFID reader and ESP8266 at every stage of SCM. Once the tag
is scanned that tag id is uploaded to the database. The product
information is uploaded by the farmer through the manager.
The main objectives were: Automatic identification of
agricultural products, Global tracking and tracing of
agricultural products, providing the complete information of
the whole life cycle of the product to the farmer inorder to
achieve transparency in the system. There exist a number of
literature based on the implementation of IoT [29], [30], [31],
[32], [33], [34], [35], [36], [37].

From the proposed and implemented experiments/ projects
reviewed from literature, it has been observed that there is
substantial potential to be tapped from the use of internet of
things in agriculture and other sectors. We also note that there
exist a number of research gaps in the sense that many authors
merely proposed there prototypes and explained there benefits
without putting these prototypes to full use. In line with our
objectives and related literature reviewed we note that most
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experiments or projects did not make use of cloud storage, 10T
Sensors have the ability to generate large volumes of data at a
high rate and that poses a huge challenge because more storage
space is required to keep the data, therefore cloud storage
comes in to address the challenge. [38]Points out that having a
centralized store of data puts real-time data in the hands of
decision makers.

The literature reviewed was also the basis of the
researcher’s theoretical model for intrusion detection in the
grain storage warehouse and grain tracking. For intrusion
detection (e-perimeter) literature suggests Apc220 a wireless
radio communication module as it offers no line of sight
problems, GSM for SMS alerts and for data transfer to the
cloud storage GPRS, Passive infrared(PIR) for motion
detection, and open source microcontroller Arduino boards as
our loT platform as the hardware is less expensive. Apc220
transceiver offers no problem with line of sight and across
buildings, has low power consumption, security and control
capabilities, signals travel in the transmitter and receiver even
when there is an obstruction which makes it suitable for
security systems. For grain tracking literature suggests radio
frequency identification (RFID) as it offers automatic
identification of agricultural products, Global tracking and
tracing of agricultural products. Also providing the complete
information of the whole life cycle of the product so as to
achieve transparency in the system, GPRS for transferring data
to the cloud.

IV. PROPOSED MODEL PROTOTYPE

The proposed model seeks to address the gaps in grain theft
at FRA warehouse storage using motion sensing and grain
tracking using RFID. The mapped current FRA business
processes are presented in the study by [1].

The researchers proposed model is based on the current
FRAs business processes but with a focus mainly on
warehouse storage and grain tracking and tracing. The
proposed 10T model is divided into two, intrusion detection
which is achieved by putting in place an E-perimeter to
monitor unauthorized entry in the restricted zone were the
grain shall be stocked so that the grain is secured, the IoT
technologies adopted for this module are Wireless data
communication module APC220, GSM to alert management
by sending an SMS once motion detection happens with the
help of the motion sensors, GPRS via an HTTP GET
REQUEST for data transfer to the cloud database and PIR
(passive infrared) because these are mainly for intrusion
detection, it is also capable of detecting any trespassing that
occurs in the range of the motion sensor. The second module
responsible for grain tracking, once the grain bags are tagged
and ready for dis-patch, this module shall also be used for
tallying so as to compare the number of dispatched bags
against the received from one depot to another within the FRA
circulation, this shall be achieved by the use of an 10T device
called Radio Frequency Identification (RFID) to uniquely
identify each bag, additionally we shall use GSM, GPRS
modules that are embedded in the SIM808 communication
module. Figure 4 below shows the proposed model business
process for FRA.
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Fig. 4. Proposed IoT based Business Process Model for Warehouse Intrusion Detection and Grain Tracking.

V. MATERIALS AND METHODS

The main purpose of this research is to help food reserve
agency solve the current theft problem by developing a grain
tracking and e-perimeter system prototype that is cost effective.
So the researcher made use of the components that have
effective operation and usage. In this section, hardware parts,
i.e. hardware components used for the project are outlined.

1) Materials: Material/ components for intrusion detection
include:
e GSM/GPRS Module (SIM808)

e Arduino Uno (Micro controller)

e Passive Infrared (PIR) Sensors

e Apc220 Wireless Communication Modules
Material/ components for grain tracking include:
RFID Reader module

RFID tags

GSM/GPRS Module (S1M808)

Arduino Uno (Micro controller)

Software requirements

e PHP for the web application

e C++ for the microcontroller programming
e CSS Bootstrap for styling

e Java script

o MySQL remote database
e Apache remote Webserver
e Arduino IDE

2) Methods: The method adopted for testing and
developing our prototype model was experiment based that
enabled us to break down our work into modules namely the
warehouse intrusion detection (e-perimeter) and the grain
tracking module.

A. Warehouse Intrusion Detection (E-Perimeter)

In this experiment a linear array of 2 Passive Infrared
Sensors (PIR) are connected to a microcontroller (Arduino) at
the transmitting end. The PIR constantly senses from an
infrared inference given off by a human or animal. Upon
breakage of the infrared flux, a signal is generated and sent to
the micro controller using the digital connection bus. The
embedded program parses the signal and transmits it to the
receiving end as an integer “1” to signify intrusion or “0” to
signify a void wirelessly using the included Omni-directional
wireless radio receiver-transmitter. The receiving end is fitted
with an Omni-directional receiver-transmitter, it receives the
given flag; i.e. an integer signifying intrusion or a void. The
embedded program then sends an SMS alert to a predefined
cell phone number using the connected GMS module over the
GSM network, simultaneously upon sending of an SMS alert
via GSM network, GPRS using the HTTP GET request is used,
the application on the remote server is invoked to parse the
alert data and insert it into the cloud database for storage. A
summarized working of this module is presented in a flow
chart in figure 5 below.
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Fig. 6. Hardware Setup of the Intrusion Detection System.

B. RFID Grain Tracking Module

The communication paradigm in the RFID setup is similar
to that of the intrusion detection module mentioned above.

An RFID reader module is connected to a microcontroller
(Arduino), bags of produce are tagged with RFID tags then
each bag is scanned upon delivery as well as dispatch point. At
the scanning point is the buzzer that gives a signal in form a
buzz once the tag has been read. On delivery the quantity of
the produce at a given warehouse is incremented in real-time in
the cloud database. The opposite happens when a bag is
scanned at dispatch. The RFID scanning device is embedded
with a warehouse or depot id, this warehouse id is sent along
with the tag id through a parameterized URL to the remote
server via GPRS. Then the server side application on the
application layer of loT parses and stores the received
parameters in the remote database. Further when an RFID tag
is read, its id information is stored remotely by the application,
the designated store id then is used to increment quantities in
the related store. The RFID setup tracks the amount of produce
at a specific warehouse to reflect current quantities. This
information is overlaid on an interactive satellite map alongside
other warehouse information. The application makes use of the
Arduino microcontroller, GSM and GPRS module as well as
RFID. The hardware setup of this module is depicted in figure
7 below, and the working algorithm depicted in a flow chart in
figure 8.
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Fig. 8. Flow chart of RFID Grain Tracking.

C. Result
a) E-Perimeter Results

The e-perimeter prototype hardware in figure 6 was put to a
test. Below is the figure 9 showing how the intrusion can be
detected.

Fig. 9. Motion Intrusion Testing.
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To detect motion the intruder has to be in the range of 7
meters and any range below 7 meters because that is how far
the PIR motion sensing can detect. However this setup forms a
wireless sensor network, that is we have a sensor node,
microcontrollers and transceivers, this implies that the
communication between two apc220 transceivers should be
wireless, so both the transmitter and the receiver have to be in
the same network to communicate wirelessly. In the
experiment of figure 10 motion sensors are set up at the sensor
node, what was observed was an LED flashing light when an
intruder comes in the range of the sensor node. As the motion
got detected the transmitter on the sensor node transmitted the
motion value to the receiver side in this network that received
the sensor value and checked to confirm the received value and
through the GSM module once the received value is confirmed
to be that of motion an SMS alert through the GSM s sent to
the designated number to alert them on the intrusion. The
figure below shows the received alert message.

For monitoring the alerts on our web application we
developed a web application which is hosted in the remote
cloud server. The web application was developed using PHP,
HTML, Bootstrap and JavaScript. The web application
interface for alerts allows the administrators to view alerts of
the warehouse intrusion, the warehouse name is captured so
that it easy to know which warehouse had an intrusion, the
intrusion time is also captured and the alert message. Figure 11
shows the alerts application view, the view gets updated as and
when new intrusions are recorded.

Home |Mapping |Locations |Warehouses |Fams |Famers |Reports | Settings

| logout

Alarms

Search (Warehouse name)

Warehouse Name Intrusion Time

Zam Stores Tuesday,August 07 - 2018 at 08:41:32am
Zam Stores Tuesday,August 07 - 2018 at 08:40:13am
Zam Stores Tuesday,August 07 - 2018 at 08:39:19am

Message
Intruder detected at warehouse

Intruder detected at warehouse

Intruder detected at warehouse

Fig. 11. Cloud Application of the Alarms.

b) Grain Tracking using RFID Results

The RFID tags are scanned against the RFID reader as can
be seen in fig 12. After a successful scan the tag data is sent to
the Arduino, the Arduino through sim808 GSM/GPRS module
sends the scanned data to the cloud. Once the tag data is
received and stored in the database, it is later overlaid on the
google map embedded on the PHP webpage as spatial data
together with other warehouse information. Quantity on the
info window is representing the scanned RFID tags that are
representing grain bags, the rest of the information showing on
the info window of the warehouse is added by the admin upon
creation of the warehouse. Fig 13 below shows the warehouse
spatial data before scanning of the tags and Fig 14 after
scanning.

<[

Fig. 12. Tag scanning Against the RFID Reader.
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Fig. 14. Quantity Overlaid on an Interactive Satellite Map Alongside Other Ware House Information.

D. Findings

The experiment conducted was our proof of concept to
ascertain the working of the prototype model that was
proposed. From the experiment conducted it has been noted
that the model proposed is not just a layout of the processes but
the practicality behind it is possible as we have tested our
modules and the methods we utilized proved beyond doubt that
they are a better option for FRA grain management. The results
achieved through the use of 10T is evidence enough that this is
the route to take in order to reduce on theft at grain storage
points(depots), further with the employment of RFID in FRA
circulation security would be achieved as the grain moves from
one depot to another verification by way of scanning and
serving to the cloud as well as displaying the scanned
quantities on the map will improve upon accountability as it
would be easy to track the grain from source to destination in
terms of its quantity. However from the intrusion detection (e-
perimeter) module we the author observed that due to the
blocking (synchronous) nature of the GSM module in use, the
number of services that can be deployed on a single module
would mean sacrificing the “real-time” paradigm which is
paramount to monitoring in the e-perimeter application. This

means when the perimeter is breached the GSM module must
then begin to transmit alert messages by means of SMS and
sending an HTTP REQUEST to the cloud application, this
further implies changing the operation modes whenever
communication occurs which in turn creates a blind-spot in the
monitoring application as the GSM module ignores any other
intrusions occurring while it is processing. This however can
be overcome by implementing an array of GSM Modules as a
future development in order to promote asynchronous
operation of the alerting service, that is a single GSM module
will be dedicated to performing a single function in the
processing and transmission or alerts through appropriate
channels hence blocking is alleviated since no module will
have to wait for any in order to transmit an alert over a specific
operation mode.

VI. DISCUSSION AND CONCLUSIONS

From the proof of concept experiment carried out on the
proposed loT prototype based warehouse intrusion detection
(e-perimeter) and grain tracking model, it has been observed
that once these methods are adopted by the food reserve
agency, food security will greatly improve as the sole aim of
these methods are to reduce the chances of theft at FRA, and
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the various ways in which these methods will bring about
improvement in food security are that national resources will
be preserved i.e. the money invested in buying of grain will be
reduced as security mechanisms would be in place. Further the
proposed methods will bring about efficiency in handling and
managing grain and depots dotted around the country. These
methods will also make it easy for FRA in terms of prosecuting
would be offenders as and when theft is involved as there will
be evidence readily available in form of the alert reports and
other related data stored in the cloud database. Food reserve
agency being the back born of Zambia’s economy in terms of
food security needs to improve on food security and
management to meet the growing food needs due to population
increase.

Based on the objectives of this study the authors arrived at
the following conclusions that Internet of things based
technologies RFID, WSN and cloud storage utilization reduces
occurrences of theft and administrative errors, and aids in
significantly improving efficiency and accountability. It was
further drawn from the experiment and observation analysis on
the model that the agency had an advantage of the modern
proposed technology in this research.
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Communication System Design of Remote Areas
using Openbts
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Abstract—OpenBTS is a software-based GSM BTS, which
allows GSM cell phone users to make phone calls or send SMS
(short messages), without using a commercial service provider
network. OpenBTS is known as the first open source
implementation of the GSM industry standard protocol. The
OpenBTS network is a network that is easy to implement and
also inexpensive in maintenance and installation. Communication
using a cell phone is not only needed in urban areas but remote
areas currently require. But the problem is that not all remote
areas get services from commercial cellular operators. By
implementing mobile phone communication using OpenBTS,
remote communication is very likely to be implemented. In this
research communication design was delivered using GSM mobile
phones using OpenBTS with telephone and SMS services.

Keywords—OpenBTS; GSM; communication; remote areas

. INTRODUCTION

Communication is a process in which a person or several
people, groups, organizations, and communities create, and use
the information to connect with the environment and others [1].
Even so, they can exchange information.

Voice Over Internet Protocol (VolP) is the easiest way to
make phone calls over the internet by sending packets through
a packet switched networks [7]. This technology does not use
the Public Telephone Network (PSTN), but calls are made
through internet protocol data networks. VoIP has enormous
benefits of increasing savings, high-quality voice and video
streaming and some other value-added services. The current
VolIP software applications that have been used are Skype,
Google talks and Windows Live Messenger, and other similar
applications.

OpenBTS (Open Source Base Transceiver Station) is an
open source GSM-based GSM software, which allows GSM
phones to communicate without a network of commercial
cellular operators [4]. OpenBTS is known as the first open
source implementation of the standard GSM industry protocol.
For transmitting power of 100mW, the price is around 25
million rupiah per piece, far below the usual Cellular BTS
which is usually in the order of a million to several billion
rupiahs.

One of the criteria in remote areas contained in article 2 of
Permendikbud Number 34 of 2012 are not available and/or
very limited in public facilities, educational facilities, health
facilities, electricity facilities, information and communication
facilities, and clean water facilities.

Theta Dinnarwaty Putri

Departement of Informatics Engineering
Institut Teknologi Nasional (Itenas)
Bandung — INDONESIA

To enable remote communication, in this case,
communication in areas using a mobile phone, this condition
includes communication at the same time. OpenBTS which is a
GSM-paketbased software which is open source and allows
communication free of cost from commercial cellular
operators. Communication using OpenBTS can be built
independently.

Il.  SYSTEM ARCHITECTURE

A. OpenBTS Architecture

Basically, VolP-based communication utilizing the internet
network [7] is sufficient, but in the field, the communication
infrastructure that used to exist is GSM-based, the
communication device that is widely used is GSM-based. For
this reason, further research is needed to bridge this problem.
OpenBTS s the solution for this, where OpenBTS is able to
unite internet-based communication and GSM. So that
communication technology still uses VolP but the advanced
network uses GSM.

OpenBTS is a BTS using a software-based GSM (Global
System for Mobile Communications) network, which allows
GSM mobile phone users to make phone calls or short
messages in this case SMS (Short Message Service), without
using a network of telephone operators commercial mobile.
open source software used to revolutionize mobile networks
using traditional telco, traditional, complex protocols and
hardware systems with flexible internet protocols and network
architecture [8]. In this study used OpenBTS V5.0, which
features GPRS Support, A3-A8-A5 / 1 authentication and
encryption, handover support, and more structured files.

The BTS function for sending and receiving GSM signals
is replaced by USRP (Universal Software Radio Peripheral)
which is controlled by transceiver applications. All activities
on layer 1 (one) on the BTS side will be processed by USRP.
Furthermore, the upper layer functions of BSC and MSC will
be replaced by OpenBTS software. Then the VLR and HLR
functions as registers will be replaced by asterisk software. All
software on this network communicates using SIP (session
initiation protocol). USRP is a high-speed Digital Signal
Processing (DSP) based radio-based radio platform for the
practical development and deployment of flexible RF systems
from DC to 6 GHz. USRP is hardware and currently has
several versions. The most recent version uses Gigabit Ethernet
S0 it can be stored on top of the tower easily in order to cover a
wider area [2]. Figure 1 is the default OpenBTS architecture
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[8]. Figure 2 is an OpenBTS system of Range Network type
RADL1 production, in this case, used in research. The price of
the RAD1 OpenBTS module is quite expensive for the size of
the study, currently, around the US $ 3,000 and must be
purchased directly from the United States
(https://rangenetworks.com/get-started/), entered in the USRP1
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category. But when compared to the price of commercial BTS
is not based on open-source software that is widely used for the
same specification OpenBTS price is very cheap, because the
price of commercial BTS can reach US$ 300,000. Commercial
BTS is about 100 (one hundred) times more expensive than

OpenBTS.

USRP | — GNU Radio |— OpenBTS |—| Asterisk

A

Hardware

— L@

Software

Fig. 1. OpenBTS standard architecture [2].

Fig. 2. OpenBTS module type USRP1 from Range Network

B. UHD

UHD (USRP Hardware Driver) is a device driver provided
by Research Ettus for use by USRP products. This product
supports Linux, MacOS, and Windows platforms. Some
frameworks include GNU Radio, LabVIEW, Matlab and
Simulink using UHD [6]. Functions provided by UHD can also
be accessed directly with the UHD API, which provides native
support for C ++. UHD also provides the portability of the
entire family of USRP products. Applications developed for a
particular USRP model will support other USRP models if
proper consideration is given to sample rates and other
parameters. PyBOMBS (Phyton Build Overlay Managed
Bundle System) is a management system for resolving
dependencies or a collection of multiple applications for radio
software including UHD installations.

C. Asterisk

Asterisk is a free and open source framework for building
communications applications that can transform ordinary
computers into rich communications server or central phone
features [5]. The Asterisk function used in OpenBTS is PBX
Switching Core, which functions to handle incoming calls in
the direction of Asterisk, calls can come from various
interfaces and Asterisk can be used to create and deploy a wide
range of telephony applications and services, including IP
PBXs, VoIP gateways, calls center ACDs and IVR systems.
Asterisk is released under the GNU General Public License
(GPL) and is available for free download.

D. Smqueue

OpenBTS requires to store and forward facilities such as
the SMS Center of a conventional GSM network to send SMS.
This function is represented by a smqueue application [3].
Smgueue uses the RFC 3428 standard as a method for sending
Instant messages between users on the OpenBTS network. This
standard is an extension of the SIP, therefore the procedure for
connecting also follows the protocol.

I11. DESIGN PROCESS

The design process begins by installing USRP (Universal
Peripheral Radio Software) which is equipped with USRP
drivers using GnuRadio to introduce the software operating
system used in Linux Ubuntu. After GnuRadio is installed and
knows USRP, OpenBTS's open process is the main software
that utilizes USRP. The main key of OpenBTS is an IP-based
telephone center (Softswitch), in this study Asterisk was then a
means of registering a GSM SIM card. The process is carried
out with a GSM communication system like the services of
commercial cellular operators in general.

The system used is a collection of several software and
devices that communicate with each other. OpenBTS and all
software that is on the list of needs for computers.

The entire system components designed and their
interconnections are shown in the block diagram in Figure 3.
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Frontend

Fig. 3. System Block Diagram

From Figure 3 it can be seen that there are 3 main systems
namely backend, Works Place, and frontend. The backend
itself is a link between USRP RAD1 and workplace, using the
UHD-hosted package. The workplace itself is a place where
the operator/admin organizes the network through the
OpenBTS interface and other supporting packages. While
frontend is a system that regulates the relationship between
users (Smartphones, cell phones) and other users.

The hardware component used is the RangeNetwork USRP
type RAD1 (USRP1), while the software used is the Linux
Operating System Ubuntu 14.04 32bit LTS, GNURadio,
OpenBTS 5.0 (asterisk, sipauthserve, smqueue, openbts).

Before the installation process, some initial configuration is
required. The first major configuration is USRP Handling,
Ubuntu uses udev to handle hotplug devices, and in default
does not provide non-root access to USRP. For this reason,
several scripts are done to make USRP accessible to non-root,
in this case, to handle USRP connect via USB both live and
hotplug. If the USRP handling process is successful, the USRP
will be recognized by the operating system.

The installation process starts with the installation of
development packages so that the installation supports UHD,
namely: libboost-all-dev libush-1.0-0-dev  python-cheetah
doxygen python-docutils autoconf libtool libosip2-dev libortp-
dev g ++ sglite3 libsglite3-dev erlang libreadline6 -dev
libncurses5-dev libuhd-dev libuhd003 libboost-dev ntp. The
installation process continues with the GNURadio, OpenBTS
installation. After the installation process, the basic
configuration process on SQLite is done to create the
OpenBTS database. Before being activated, the system reboots
so that all installations work. The final stage is the activation of
the following applications:

1) Asterisk, as a telephone operator machine

2) Sipauthserve, as a registration machine for the SIP protocol
3) Smqueue, as an SMS engine

4) Openbts, as a BTS engine

IV. EXPERIMENTS AND RESULTS

A. Telephone Card Registration

Vol. 9, No. 9, 2018

The use of the system starts with new users who have not
registered in the OpenBTS system to register, by configuring
the BTS option on the mobile phone in the BTS name option
selected as the name of the built BTS, in this case, the name
configured is OpenBTS, as shown in Figure 4.

ap OPdd @ 9%14:46 | O @ ©

© Wl @ 9% 14:47

\ - Available networks & Dual Card Setting Q

Choose automatically

Automatically choose preferred network

SIM Enablers

AVAILABLE NETWORKS

IND XL 2G

OpenBTS <::| PY
IND TELKOMSEL 2G

PREFERRED RUIM/SIM SETTINGS
OpenBTS 2G Cellular data

CDMA

32G

Calls

CDMA+GSM

IND INDOSAT 2G
SMS Messages
CDMA+GSM

SEARCH NETWORKS

Fig. 4. Registration Process

The operator's technical and administrative process before
registering is registering the IMSI and giving a telephone
number, in this case mapping the selected telephone number to
IMSI into the OpenBTS database. The process is as follows:

IMSI 1st mobile 510113157642463, this will be numbered
0201063001, the order is:

sudo asterisk -rx "database put IMSI IMSI510113157642463
0201063001"

sudo asterisk -rx "database put PHONENUMBER 0201063001
IMSI510113157642463"

IMSI 2nd mobile 510101421302212, this will be numbered
0201063002, the commands are:

sudo asterisk -rx "database put IMSI IMSI510101421302212
0201063002"

sudo asterisk -rx "database put PHONENUMBER 0201063002
IMSI510101421302212"

The test results after number mapping can be seen in the
asterisk database, via the asterisk -rx command "database
show" will read as follows:

/IMS1/IMS1510101421302212 : 0201063002
[IMSI/IMS1510113157642463 : 0201063001
/PHONENUMBER/0201063001 : IMSI510113157642463
/PHONENUMBER/0201063002 :IMSI510101421302212

After the registration process the operator then the
telephone operator through the registration process, in this
case, activates the IMEI sim card used which has been
registered in the database server and the user will get a new
alias or phone number that can be used in the OpenBTS
network. The activation process by sending an SMS to humber
101 with the contents of the telephone number message that
has been mapped, if the number activation process is
successful, the system will send an SMS sign of successful
registration activation as shown in Figure 5.
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Fig. 5. Successful Registration

B. Telephone Service

Telephone services starting with the system will check the
IMSI data and the destination number to be registered or not. If
it is registered, it will be connected to the destination number
and the phone record data will be stored in the system
database. If the destination number is not registered, the system
will send a warning and if the destination number is busy, the
system will send a busy tone, as in Figure 6.

3t Saving screenshot...

QUL ©WSdoid @ osx03:30

] 1 Incoming via GSM

HP-openBTS 2

Mobile 0201063002

,
@
)

HP-openBTS 1
0201063001 Mobile
Dialing

Fig. 6. Telephone Call
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Feb 106:16:54 OpenBTS openbts: NOTICE 1952:2219 2015-02-01T06:16:54.1 TEF cpp:1125:mtCancel:

06:16:54.1,513222: 06:16:54.1@ @ @failed thf cause=3103 TBF#23 meMS= MEF2 TLLI=B02B686
mtDir=RLCDir:Upl12#011 channels: down={ 0:1) up={ 0:1,usf=1{R0122011 miState==TEFState: DataFinal mtAstached=1
meTFl=23 mTlli=0xE0286f36M0122011 meMsgExpectedBits=0x10 mtMsghckBits=0x2Z
meExpectedAckBEN[4]=513224#012%011 mtUnckMode=0 OnCCCH=0 mtAssignCounter=1 N3103=520127011
mshumDataUSFGrant=46 meAckNackUSFGrant=45 Pacch= idie=070127011 TimingError={-0.08 min=-1.27 max=130
avg=0.62 N=E2) R5Sl={-63 min=-53 max=-57 avg=-61.50 N=02) CV'={63 min=356 max=53 2vg=50.43 N=T} lLev={0) RXQual=[0)
Sig¥ar=[0) ChCoding={0}#0128011 VR=5 V0=6 stalled=0 mNumlpBlocksSinceAckNack=4 mtUpState=3#0122011 blocks:
total=14 unique=8 grans=4§

Feb 106:17:01 OperBTS CRON[2230]: [root| CMD | cd / && run-parts —report fete/cron. hourty)

Feb 106:17:14 OperBTS asterisk[11E8]: VERBOSE[1346][C-D0000000: netsockZ.c:316 in ast_set_gos: ==Using SIPRTP
TOS bits 184

Feb 106:17:14 OpenBT5 asterisk[11E8]: VERBOSE[1346][C-D0000000]: netsock2.c:338 in ast_set gos: ==Using 3P RTP
CoSmark 3

Feb 106:17:14 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000): pbr.c:4698 in phx_svtension_helper: - Executing
[0201063001 @fram-opanBT5-1] Verboss("SIPD010 1100010-00000000", “Dialplan started"| in new stack

Feb 106:17:14 OpenBTS asterisk[1158]: VERBOSE[2232](C-00000000): spp_verbose.c:104 in werbose_exec: Dislplan
started

Feb 106:17:14 OperBTS asterisk[1188]: VERBOSE[2232][C-D0000000]: pby.c:4598 in phx_extension_helper: - Executing
[0201063001 8from-openBT5:2] Set("SIP/00101100010-00000000°, “CALLER_IMSI=IMSIS10101421302212") in new stack
Feb 106:17:14 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000]: pbx.c:4B98 in pbx_sxtension_helper: - Executing
[0201063001 @from-openBT5:3] Verbose["SIP/0010 1100010-00000000", "Gt CID from CALLER_IMSI:
IM5I510101421302212°) in rew stack

Feb 106:17:14 OpenBTS asterisk(1188]: VERBOSE[2232][C-D0000000): spp_verbose.c:104 in verbose_exec: Get CID from
CALLER_IMSE- IM5I510101421302212

Feb 106:17:14 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000]: pbx.c:4858 in pbx_svtension_helper: - Executing
[0201063001 @from-openBT5:4] Set{"SIP/00101100010-00000000", “CID=0201063002") in new stack

Feb 106:17:14 OperBTS asterisk[1188]: VERBOSE[2232][C-D0000000]: pby.c:4598 in phx_extension_helper: - Executing
[0201063001 8from-openBT5:3] Set("SIP/00101100010-00000000", “CALLERID{num|=0201063002") in new stack

Feb 106:17-14 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000): phy.c:4898 in phx_svtension_helper: - Evecuting
[0201063001 @from-openBT5:6] Verbose("SIP/00101100010-00000000", “Gat IMS] from EXTEN: 0201063001") in new
stack

Feb 106:17:14 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000]: spp_verbose.c104 in verbose_evec: Gat IMS] from
EXTER: 0201063001

Feb 106:17:14 DpenBTS asterisk[1 188]: VERBOSE[2232](C-D0000000): pbx.c:4B98 in pbx_sxtension_helper: - Esecuting
[0201063001 & from-openBT5:7] Set{"SIP/00101100010-00000000", “IMSI=IMS1510113157 642463°) in new stack

Feb 106:17:14 OpenBT5 asterisk[11E8]: VERBOSE[2232][C-00000000]: pby.c:4858 in pbx_extension_helper: - Executing
[0201063001 &from-openBT5-8] Dial{"SIP/00101100010-00000000", “3IP/00101100010/IMSI510113157642463" ) in new
stack

Feb 106:17:14 OpenBTS asterisk[1158]: VERBOSE[2232][C-D0000000]: netsack2.c:516 in ast_set gos: == Using SIP RTP
TOS bits 184

Feb 106:17:14 OperBTS asterisk[1188]: VERBOSE[2232][C-D0000000]: netsock?.c:338 in ast_set gos: ==Using SIPRTP
CoS mark 3

Feb 106:17:14 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000): zpp_cial.c:2625 in dial_ssec full: - Called
SIP/00101100010/M51510113157642463

Feb 106:17:13 OpenBT5 asterisk[1158]: VERBOSE[2232][C-00000000]: spp_cial.c:1400n wait_for_answer: —
SIP/00101100010-D0000001 is ringing

Feb 106:17:25 OpenBTS transceiver: NOTICE 1581:2103 2018-02-01T06:17:25.4 RADA Device cop:d 54 :readSamples:
updating timestamp offset to: 305

Feb 106:17:23 DpenBT5 asterisk[1158]: VERBOSE[2232][C-00000000]: spp_cial.c:1307 in wait_for_answer: —
5IP/00101100010-00000001 answered 5IP/00101 100010-00000000

Feb 106:17:29 OpenBTS asterisk[1188]: VERBOSE[2232][C-D0000000): rtp_engine.c:1581 in ast_rtp_instance_bridee: -
Locally bridging SIP/00101100010-00000000 and SIF/00101100010-00000001

Fig. 7. Telephone Call Debugging

The OpenBTS system debugging results in /var/log/syslog
observations when used as a telephone service can be seen in
Figure 7. It can be seen that the system runs the SIP protocol
by calling IMSI, so it is not a call based on the telephone
number, even though it is calling based on the telephone
number, but actually the number is the card number, in this
case, IMSI, while the telephone number is formed by the
operator.

C. SMS Service

The system starts by entering the message via the 1st cell
phone then the message is sent to the 2nd cell phone. The
OpenBTS system will check IMSI data, fill in the message and
destination number before sending it to the destination number.
If the destination number is registered, the SMS data will enter
the SMS database and the SMS queue system will then be sent
to the destination number registered on the system. The
shipping process can be seen in Figure 8.
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The OpenBTS system debugging results in /var/log/syslog
observations when used as an SMS service can be seen in

Vol. 9, No. 9, 2018

D. Signal Quality

Voice quality and SMS reception are very dependent on the
condition of the signal strength emitted by the antenna. As an
illustration of the results of sound quality testing in this study
using indoor standard antennas can be seen in table 1.

TABLE I. SOUND QUALITY RECEIVED BASED ON DISTANCE AND
SIGNAL STRENGTH
Distance | Signal Quali Signal Quali .
(m) ( d%m) ty (n?W) ty Sound Quiality
3 -53 0,0000050119 Very good
6 -55 0,0000031623 Very good
9 -57 0,0000019953 Good
12 -57 0,0000019953 Good
15 -59 0,0000012589 Enough
20 -64 0,0000003981 Not good
25 -67 0,0000001995 Not good
27 -71 0,0000000794 Bad
30 -81 0,0000000079 Bad

The next test is SMS, carried out on the message delay sent
based on signal strength and distance from USRP, the results of
the test can be seen in table 2.

Figure 9. It appears that Smqueue happened to call -1st to the TABLE Il.  SIGNAL QUALITY TESTING BASED ON DISTANCE
2nd phone with the short message "test dari hp 1" and vice AND QUALITY OF SMS
versa from the phgng .to—2 to the phon.e-l V\Illlth the contents of Bistne | Sigral 0wy [ SigralOuEnty S o
the short message "kirim balik sms dari hp 2". (m) (dBm) (MW) g
3 -51 0,0000079433 Sent
Feb 106:14:25 OpenBTS transceiver: NOTICE 1981:2103 2008-02-01T06:14:25.4 6 -53 0,0000050119 Sent
RAD1Device cpp-d54-readsamples: updating timestamp offset to: 305 9 56 0.0000025119 Sent
Feb 106:14:27 OpenBTS smgueus: NOTICE 1936:1966 2018-02-01T06:14:27.5 *
smgueue.cpp:2455:main_loop: Got SMS rgst gtag '70065E--0BTSxhothailugnhpowe' from 12 -56 0,0000025119 Sent
IMSIS10101421302212 for smsc 15 -60 0,0000010000 Sent
Feb 106:14:27 OpenBTS smqueus: NOTICE 19361967 2018-02-01T06:14:27.5 20 -64 0,0000003981 Sent
smqueue h'505:get_text: Decoded text: tesdarn hp 1 25 -69 0,0000001259 Sent
Feb 106:14:28 OpenBTS smgueus: NOTICE 1936:1967 2018-02-01T06:14:28.5 27 71 0.0000000794 Not sent
smgueus.h:505:get_text: Decoded text: tes dari hp 1 .
Feb 106:14:33 OpenBTS smqueus: NOTICE 1936:1067 2018-02-01T06:14:33.6 30 -85 0,0000000032 Not sent

smqueue cpp:318-handle_response: Got 200 response for sent msg '700633--
oETSxhethailugnhpowe' in state 12

Feb 106:14:37 OpenBTS openbts: NOTICE 1952:2124 2018-02-01T06:14:37.4
GEMLZLAPDM.Cpp:27 7:unexpectedidessage: obj: LAPDM(COTO SDCCH,3-1|0xa0ffofD) SAPI=SAPID
State=LinkReleased C=1 R=0 V5=0 VA&=0 VR=0 RC=0 EstablishmentinProgress=0 L1 size(}=0] from:5
Feb 106:14:5% OpenBTS openbts: NOTICE 1952:2110 201 8-02-01T06:14:59.6
Limobilitymanagement.cpp:215:machinefunstate: Machine={L31dentifyMachine tid=104 COTO
SDCCH/3-0 CCState=null PopState=0]No IMSI or valid TMSI. Regesting IMSL

Feb 106:15:10 OpenBTS openbts: NOTICE 1952:2219 201E-02-04T06:15:10.8
TBF.cpp:1125:mtCancel: 06:15:10.8,508058: 06:15:10 82 @ @failed tbf cause=3101 TEFE16
mtkAS= M5#3, TLLI=0005e001 ED0CE001 milir=RLCDIr Up#0127011 channels: down=( 0:1 0:2) up=|
0:1,usf=1 0:2, usf=1}#012#011 mtState==TBF5tate DataTransmit mtattached=1 miTFI=16
mtTlli=0xc005e001#01 25011 miMsgExpectedBits=0u20 mtMszAckBits=0x2#012£011
mtUnAckhode=0 OnCCCH=0 mtAssignCounter=1 N3101=21 msT3153=2170128011
msNumDatallSFarants=82 msackNadkUSFGrant=67 msOldTIli=0xB00c8001 Pacch= idle=0#0124011
TimingError={1.84 min=-1.62 max=1.84 avg=0.72 N=82) R55|={-58 min=-63 max=-51 avg=-59.24
N=92] CV=[57 min=57 max=61 awg=39.40 N=5) ILev=(0) R¥0ual={0} Sigvar=(2 min=1 max=2 avg=1.67
M=3) chCoding=(0}#0122011 VR=4 VO=4 stalled=0 mNumUpElocksSinceAckNack=0
mtUpstate=170122011 blocks: total=22 unigue=8 grants=g9

Fab 106:15:11 OpenBTS openbts: NOTICE 1952:2118 2018-02-01T06:15:11.8
LiMobilityManagement.cpp:215:machinefunstate: Machine={L3Identifyiachine tid=105 COTO
SDCCH/A-1 coState=null PopState=0]No IM51 or valid TMSI. Reqesting IMSI

Feb 106:15:14 OpenBTS smgueus: NOTICE 19361966 2015-02-01T06:15:14.1
smqueue.cpp:2455:main_loop: Got SMS rgst gtag '700700--0BTSbncbvbnkzenknmkc' from
IM5I510113157642453 for smsc

Feb 106:15:14 OpenBTS smgueus: NOTICE 1336:1967 2018-02-01T06:15:14.1
smgueus.h:505:get_text: Decoded text: Kirim balik sms dari hp 2

Feb 106:15:15 OpenBTS smgueus: NOTICE 19361967 2018-02-01T06:15:15.1
smqueue.h 305 get_text: Decoded text: Kirim balik sms dari hp 2

Feb 106:15:23 OpenBTS smgueus: NOTICE 1936:1967 2018-02-01T06:15:23.1
smgueue.cpp:318-handle_response: Got 200 response for sent msg ‘700700
0BTsbncbvbnkzenknmbkc' in state 12

Fig. 9. SMS Debugging

From tables 1 and 2 it can be concluded that the quality of
service from OpenBTS will depend on the distance and also
the signal quality obtained by the user. The mathematical
calculations to get signal quality (mW) are as follows:

Pew) = 1mW - 10(dBm) ¥
Example : 13dBm = ? Mh
Paw) = ImW - 1003819 = 19 95mw
So 13dBm is 19.95mW.

V. CONCLUSION

From the results of research conducted, the design of
mobile telephone communications without involving
commercial cellular operators is very likely to be applied in
remote areas, this is because without involving commercial
cellular operators telephone and SMS services can be realized.
In connection with sound quality and SMS reception, it can be
improved by using an amplified outdoor antenna. The main
problem in implementing the system is only on OpenBTS
hardware that must be imported from outside because in
Indonesia no one sells the equipment. But with the progress of
the Online-based purchase system, the procurement of
OpenBTS hardware is not an obstacle. From the results of the
research achievements, further research that is currently being
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developed is GPRS data service to provide information and
post-disaster data to the SAR team regarding the location of the
victim and can be seen in real-time through a web browser on a
smartphone. This research can be realized because
communication can be realized independently with smartphone
communication devices that are commonly sold in the market
but in realizing a communication system without involving
commercial operators.
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Abstract—Geosocial network neighborhood application
allows user to share information and communicate with other
people within a virtual neighborhood or community. A large and
crowded neighbourhood will degrade social quality within the
community. Therefore, optimal population segmentation is an
essential part in a geosocial network neighborhood, to specify
access rights and privileges to resources, and increase social
connectivity. In this paper, we propose an extension of the
density-based clustering method to allow self-organized
segmentation for neighbourhood boundaries in a geosocial
network. The objective of this paper is two-fold: First, to improve
the distance calculation in population segmentation in a geosocial
network neighbourhood. Second, to implement self-organized
population segmentation algorithms using threshold value and
Dunbar number. The effectiveness of the proposed algorithms is
evaluated via experimental scenarios using GPS data. The
proposed algorithms show improvement in segmenting large
group size of cluster into smaller group size of cluster to maintain
the stability of social relationship in the neighbourhood.

Keywords—Segmentation;  geosocial network;  virtual
neighbourhood; density-based clustering; dunbar’s number

I.  INTRODUCTION

Since Web 2.0 technology has gained its popularity, the use
of online social networks (OSN) like Facebook and Instagram
has increased to the point of becoming pervasive. With the
introduction of social networking, people have more
interaction in a neighbourhood level. Social networks tend to
take over some of the functions of neighbourhood communities
[1]. These virtual communities allow better quality of social
interaction among neighbours in a social network. Geosocial
network neighbourhood is one of the branches in social
networking that allow user to share information and
communicate with other people within a virtual neighbourhood
or community. Typically, geosocial networking application
uses location awareness to track geolocation information that
consists of current user location coordinates; longitude and
latitude. Location-aware features in users’ mobile device will
assist GPS self-check-in function to match users’ house
address and current location.

One of the important research areas in geosocial network is
defining neighbourhood boundaries. Previously, several studies
have proposed techniques for optimal definition of
neighborhood boundaries in geographic information system
(GIS) such as using collaborative tagging system [2],
classification and regression trees [3], and clustering [4]. In the
context of geosocial network neighbourhood, optimal

neighbourhood boundaries can be achieved through population
segmentation. Population segmentation is a key component of
neighbourhood management strategy. Population segmentation
is the process of dividing population into segments based on
various characteristics. Segmentation is an essential part in a
geosocial  networking application for safer virtual
neighborhood environment. Segment is utilized to determine
residents in a neighbourhood and to differentiate whether a
resident is staying within its own living areas. This is
particularly important in order to specify access rights or
privileges to applications’ resources. In addition, social
connection between each resident plays a vital role in the
quality of geosocial network neighbourhood. A large and
crowded neighbourhood will degrade the social quality within
the community. Therefore, population segmentation will
increase social connectivity and allows user to share
information and communicate with other people effectively.

Population segmentation for defining neighbourhood
boundaries have been first applied using clustering in geosocial
network by [5]. Their work applies cluster technique using
DBSCAN algorithms based on user-defined parameters, which
is not suitable for population segmentation in a geosocial
network neighbourhood. The study has been extended in [6],
where the proposed solution considered user check-in time
during the clustering process. In [7], EBSCAN algorithms is
used to improve the shortcomings in [5] and [6], by removing
the user-defined parameters thus improving system
performance. However, several problems pertaining to defining
neighborhood boundaries remains: (1) low accuracy for
distance calculation, (2) inability for self-organized population
segmentation, (3) less social connectivity within population.
To address these challenges, we propose to design self-
organized population segmentation for geosocial network
neighbourhood. The improved population segmentation
technique is important to provide better representation and
accuracy in determining the residents of geosocial
neighbourhood for better social connectivity within a
neighbourhood segment.

The objective of this paper is two-fold: First, to improve the
distance calculation in population segmentation in geosocial
networking. Second, to implement self-organized population
segmentation using threshold value and Dunbar number. The
rest of this paper is organized as follows: Section 2 explain
population segmentation in geosocial network neighborhood
and review some related work. In Section 3, the basic concepts
of DBSCAN and Dunbar Numbers used in the proposed work
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are explained. In Section 4, the design of self-organized
population segmentation is presented. Finally, we present the
proof-of-concept implementation of our proposed algorithms in
Section 5. This paper is summarized in the last section.

Il. POPULATION SEGMENTATION IN GEOSOCIAL NETWORK
NEIGHBOURHOOD

A. Geosocial Networking

Geosocial network is a relatively new research field
emerging as an integration of social network and location-
based services. In recent years, some of the most prominent
geosocial network applications are Waze, Foursquare and
Facebook Places with millions of active users. Geosocial
network applications use several techniques to provide its
service, such as geocoding, geotagging, and geolocation (see
Figure 1). Geocoding can be used to generate route in a traffic
report application like Waze. On the other hand, geotagging is
the process of adding geographical identification metadata.

Geolocation is a technique to estimate or identify a person
or place geographical location within a set of geographic
coordinates. With the use of mobile phone GPS to track user
location, a geosocial neighborhood application will track user
location through the GPS sensor with accuracy of 10 meter.
Geolocation application such as Foursquare, Brightkite and
others encourage user to provide details recent visited places,
hometown or neighbourhood using GPS system. One example
of geosocial network neighbourhood application that used
geolocation technique is NextDoor.

Population segmentation is the process of dividing the
population (users) in a geosocial network application into
smaller group. In the process of dividing and segmenting,
those who shared common characteristics such as common

Vol. 9, No. 9, 2018

interest, common needs, similar lifestyles or even similar
demographics profiles will be divided into segment. Population
segmentation is important in understanding the distinctive
needs of different parts of the population. Understanding the
characteristics of population needs is important to identify
services to be offered in neighborhood geosocial network.
Tailoring services to specific segments is the best way of
ensuring the most effective use of resources. The starting point
for population segmentation strategy is identifying target
populations.

Population segmentation in a geosocial network
neighbourhood can be characterized physically and logically.
The former is based on the distance and geolocation data, while
the latter is based on the user behavior and activities within the
neighbourhood. In physical segmentation, users must be
divided into clusters to be more effectively targeted. One way
to implement physical segmentation in geosocial network is
through clustering techniques. Clustering algorithms have three
basic categories that are hierarchical, partitioning and density-
based [8]. Large number of data in huge databases can be deals
by all these algorithms. Partitioning algorithm construct k
clusters given n data object. Each cluster cannot have same
common data object and can have as many group and object,
where k <n . Hierarchical algorithms create hierarchical
decomposition presented in a dendrogram, where a tree splits
set of data object into smaller subset until one data object
represents a subset. Hierarchical algorithms can be classified
into two types that is divisive and agglomerative. On the other
hand, density-based algorithms are designed to discover
arbitrary shape of cluster that has higher density than
remainder data object. Low-density region of data object
considers outlier or noise.

Geosocial
Networking
|
1 1 1
Geocoding Geotagging Geolocation
| | 1
Physical Logical
I
1 1 I
Clustering Segmentation Engagement
— |
e Dunbar's Number
Partitioning m—
Hierarchical —

Density-based m—

Fig. 1. Classification of Geosocial Networking.
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B. Density-Based Clustering

The density-based notion is a common approach for
clustering. Density-based clustering algorithms are based on
the idea that objects which form a dense region should be
grouped together into one cluster. The algorithms use a fixed
threshold value to determine dense regions. They search for
regions of high density in a feature space that are separated by
regions of lower density.

In this paper, we extend the work in [5] that used
DBSCAN algorithms [9] because it has the ability in
discovering clusters with arbitrary shape such as linear,
concave, and oval. Furthermore, in contrast to some clustering
algorithms, it does not require pre-determination of the number
of clusters. This algorithm is a data clustering algorithm that
given a set of points in some space, it groups together points
that are closely packed together, marking as outlier points that
lie alone in low-density regions. DBSCAN has been proven in
its ability of processing very large databases [10],[11].

In the context of geosocial networking, the DBSCAN
algorithms have been first applied for clustering in geosocial
network by [5]. However, as the DBSCAN algorithms only has
cluster technique that is based on user-defined parameters, the
algorithms is less appropriate for population segmentation in
geosocial network.

I1l. BASIC CONCEPT USED IN THE PROPOSED WORK

In this section, two basic concepts used in the proposed
algorithms, namely DBSCAN algorithms and Dunbar Numbers
are explained.

A. Understanding DBSCAN

Density-based spatial clustering of applications with noise
(DBSCAN) is designed to discover arbitrary-shaped clusters in
any database, D, and at the same time can distinguish noise
points. The main idea of DBSCAN is developing a cluster from
each point with two parameters, Eps and MinPts. Eps (Epsilon)
accepts a radius value based on a user defined distance
measure and a value MinPts (Minimum Points) for the number
of minimal points that should occur within Eps radius.

DBSCAN use distance function such as Euclidean
Distance, Manhattan Distance, Haversine Formula for points

x; and X; to determine as neighbourhood denoted by

dist(xi,xj). Eps is the maximum radius between points for

them to be considered as in the same neighborhood. The Eps-
neighbourhood is denoted as {x; € D | dist(xi VXj )g Eps}.

Number of objects within Eps-neighbourhood can be
differentiate using three types of object that is core object,
border object and noise object. These three objects will rely on
the second parameter that is MinPts. MinPts specifies the
minimum amount of points in a neighbourhood. A
neighbourhood that contains more than, or minimum amount
of points (MinPts) is define as core object. The core object will
denote as x derived in density X, = MinPts. Border

core core —

object, X,orqer » 1S @n Object where the density is reachable from

another core object, but it is not a core object. Border object
belongs to a neighbourhood of core object, and the density that
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is less than MinPts is define as density X, g < MinPts.
Lastly, noise object is a point that fall within the
neighbourhood radius, Eps, but less than the minimum amount
of MinPts where no core object exists in it. Therefore, noise
object does not belong to any clusters.

DBSCAN clustering have other important definition to
define the relationship between objects, namely density
reachable, density connected and cluster. Density reachable
happen when two objects x, and x, are in a chain of objects
X1, X5 ,...,X, SUCh @S X;,, and x, are direct density reachable
and x, as core object is density reachable to x,, followed by
the requirement of Eps and MinPts. Meanwhile, two objects
X, and x, are considered as density connected when x, and
x, are density reachable to x; with respect to MinPts and Eps.

Lastly, a set of objects that density reachable to a core object
will form cluster object. The relationship between the objects is
illustrated in Figure 2.

(@

Fig. 2. Terms and Concept of DBSCAN a) Density-Reachable b) Density
Connected c) Noise, Core Object and Border Object.

DBSCAN algorithms start from random points in a
database, and retrieve all density-reachable of points within
Eps radius. Points that are more than MinPts parameter will
become core object and a new cluster will be formed. The
chain of objects for the cluster will recursively detect all
density-reachable objects. A seed list in DBSCAN algorithms
is used to store all core objects in the chain and update newly
discovered core objects into the list. doscan and ExpandCluster
are two major functions in DBSCAN algorithms as presented
in [11].

B. Dunbar’s Number

The size of a neighbourhood segment has an impact on
social interaction. With large amount of information in each
neighbourhood, each user must make their own choices about
the best way to handle and use the information given the
priority of personal preferences, interests, and needs. In 1992,
Dunbar measured the correlation between neocortical volume
and typical social group size in a community. The limit
imposed by neocortical processing capacity appears to define
the number of individuals with whom it is possible to maintain
stable interpersonal relationships in a group. The results
indicate that  humans’ social network size is limited to
between 100 and 200 individuals, i.e. Dunbar’s number [12].

IV. DESIGN OF SELF ORGANIZED POPULATION
SEGMENTATION

This study will extend previous effort by Shi et al. in [5],
[6] for population segmentation in a geosocial network
neighbourhood.

232|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

A. Improving Distance Accuracy between Residents using
Haversine Formula

This study proposed to improve the accuracy of distance
calculation between residents in [5] and [6] using Haversine
formula [13] due to its suitability in calculating the great-circle
distance between two points on a sphere given their longitudes
and latitudes. Current algorithms use Euclidean distance to
calculate distance of the two points. However, Euclidean
distance is only applicable on cartesian plane but cannot be
applied on sphere shape. Since the Earth is nearly spherical,
the great-circle distance formulas give the distance between
points on the surface of the Earth with correctness within 0.5%.
Thus, Haversine formula is chosen to replace Euclidean
distance in the improved algorithms.

In the Haversine formula [13], d is the distance between
two points, ris the radius of sphere 6371km, ¢,, @, is latitude

of point 1 and latitude of point 2, in radians, and 4,, 1, is
longitude of point 1 and longitude of point 2, in radians.

B. Defining threshold Value to Self-Organize Segment
Density

Next, the improved algorithms define a threshold value for
both Eps and MinPts parameters to self-organize segment
density, which are previously user defined. In [5], Eps
parameter accepts radius value and MinPts accept number of
minimal points in Eps radius. Therefore, both parameters
should have a threshold value to achieve self-organize segment
density without any user defined parameters. Thus, this study
proposed that Eps and MinPts parameter is predefined with a
threshold value.

To define the threshold value of Eps, the minimum distance
between neighbours needs to be defined and understood. In
real life society, a neighbour means a person living nearby or
next door to the person referred to. Person who stay in front
could also be considered as a neighbour. Thus, the threshold
distance between both neighbours are the radius of house area
and the width of roads. In Malaysia, there are few road design
which the shortest width among others types with only 2.75
meter width length. The width length of road is the standard
length that are set under Malaysian Public Works Department
(JKR) which is responsible for construction and maintenance
of public infrastructure in Malaysia.

Another threshold value for MinPts is defined by the
minimum number of individuals to form a group. A group is a
number of people that are located, gathered or classed together.
The group size of people can vary from two persons to
thousands of people. A German sociologist, Georg Simmel
study the connections between group size and group actions, as
well as the effect of the group size on social life. For MinPts
parameter, a minimum value need to be assigned in the
improved algorithms to group neighbours into a cluster.
According to Simmel’s studies of group size, dyad, or a group
of two people, is the simplest group form that may exist
between individuals [14]. Thus, 2 is selected as threshold
value for MinPts parameter.
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C. Improving Social Connectivity through Re-Segmentation
using Dunbar Number

In order to improve social connectivity, the improved
algorithms implements cluster re-segmentation using Dunbar's
number. Current cluster technique did not cluster based on the
concern of social connectivity between neighbours. Therefore,
this study proposed a method to determine group size of a
cluster and re-segmentation of a cluster using Dunbar's number
as shown in Figure 3.

The improved algorithms use Dunbar’s Number as a
threshold number for a cluster. Based on [15], a community
should have a mean group size of 150 peoples to maintain a
stable social relationship between each other. Thus, the
improved algorithms should determine cluster group size that
is larger than 150 peoples and save the cluster id into an array
for later population segmentation.

Algorithm 1: Cluster_size (cluster_data)

For c;in clustered data set
If C,size C >150
add C; to list
End
End

Return list
End // cluster_size

Fig. 3. Determination of Cluster Group Size.

One major problem for this improvement is the algorithms
will discover cluster in arbitrary shape which makes it difficult
to equally segment the cluster. To solve this problem, we
propose to use inverse Haversine formula to form a rectangle
border to segment equally as seen in Equation 1 below:

@, =asin(sin ¢, -cosS +cos g, -sin §-cos6H)
A, = A, +atan 2(sin -sin §-cosg,, coss —sin ¢, -sin @, ) )
Where,
? is latitude,
A is longitude,
@ is the bearing (clockwise from north),
o is the angular distance d /R ; d being the

distance, R the earth’s radius.

The inverse Haversine formula is implemented in the
improved segmentation algorithms as shown in Figure 4. In
order to form a rectangle border for equal segmentation, the
algorithms will first determine the distance of latitude and
longitude by finding the cluster farthest north and south
latitude, and east and west longitude points. Then, the number
of slice is determined by dividing the total points for oversize
segment with 150. The improved algorithms will then re-
segment cluster group that have more than 150 people by
creating a new cluster using the inverse Haversine formula.
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Algorithm 2: Segmentation (over_size_cluster)

If DLat > DLng

Distance segmented area, DSeg = DLat /S

New Cluster List, NList = inverse _haver sine(NLat, SLat, DSeg )
Else

Distance segmented area, DSeg = DLng /S

New Cluster List,

NList = inverse _haver sine(WLng, ELng, DSeg )

End
Return NList
End // segmentation

Fig. 4. Determination of Rectangle Border for Arbitrary Shape Cluster.

Where,

NLat = Most North of Latitude point

SLat = Most South of Latitude point

WLng = Most West of Longitude point
ELng = Most East of Longitude point
Distance of Latitude, DLat= NLat— SLat
Distance of Longitude, DLng =WLng — ELng

Number of slice, S = Total point for over-size / 150

V. IMPLEMENTATION

This section discusses the implementation of the proposed
population segmentation algorithms.

A. Experimental Setup

The experiment is setup in Taman Bukit Melaka, Malaysia.
Global Positioning System (GPS) coordinates are plotted based
on Taman Bukit Melaka housing area as shown in Google
Maps. All GPS coordinates are represented as the local
residents. Two different scenarios of resident density are
simulated in this experiment; low and high densities. All GPS
coordinates data are recorded in JavaScript Object Notation
(JSON) format for the evaluation of improved algorithms.

B. Results and Discussions

Current work in progress is to identify low and high density
residential areas. The improved algorithms consist of
segmentation technique to control group size of a cluster based
on pre-defined parameters and Dunbar number with average
150 persons per group. In this section, the comparison of
current algorithms [5], and the improved algorithms are shown
in Figure 5, Figure 6 and Figure 7. Both algorithms are
implemented in Javascript programming language.

The first experimental scenario is to compare the
population segmentation for a low-density neighbourhood.
The result in Figure 5 shows that both current and improved
algorithms produce the same segments. This indicate that both
algorithms work well in a low-density neighbourhood.
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Fig. 5. Segmentation Algorithms for Low-Density Area using Current [5]
and Improved Algorithms.
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Fig. 6. Segmentation for High-Density Area using Current Algorithms [5].

The second experimental scenario is to compare the
population segmentation for a high-density neighbourhood.
Figure 6 shows the segmentation result for current algorithms
[5] while Figure 7 shows the segmentation result for the
proposed algorithms. The result in Figure 6 shows that current
algorithms only cluster nearby GPS coordinates into few large
segment. From the results, it can be seen that segmentation of
the cluster group is not equally distributed and some of the
segments are too crowded.

On the other hand, the result in Figure 6 shows that the
proposed algorithms do not only cluster GPS coordinates, but
also segment large group size of cluster into smaller group size
of cluster with average of 150 people to maintain the stability
of social relationship.

N

Fig. 7. Segmentation for High-Density Area using Improved Algorithms.
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VI. CONCLUSION AND FUTURE WORK

In summary, this paper propose an improved population
segmentation algorithms to provide better representation and
accuracy in determining the residents of geosocial
neighbourhood. In this paper, we show how the current
population segmentation in geosocial network neighbourhood
using density-based clustering method can be extended to
improve the quality of social community. Three improvements
are implemented in the proposed algorithms namely improving
distance accuracy between residents using haversine formula,
eliminating user-defined parameter by defining threshold value
to self-organize segment density, and improving social
connectivity through re-segmentation using Dunbar number.
The improved algorithms have achieved a great result
particularly on the segmentation for high-density
neighbourhood and able to segment a crowded area into
smaller group size of cluster to maintain the stability of social
relationship.

In geosocial network neighbourhood, identification of
demographic sub-group will help to better understand the
needs and requirements for the people who are related to the
segment. Therefore, future extension of our work may include
and put an emphasis on integration of demographic
information that may help to reveal patterns or differences
between groups of people who may be similar in age, gender,
race, religion or socioeconomic status. The addition of
demographic variables will allow the most effective use of
resources in a geosocial network neighbourhood application.
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Abstract—This paper aims to develop an information
security awareness training program for the healthcare industry
to ensure the appropriate protection of electronic health systems.
Serious games are primarily designed for training purposes
rather than pure entertainment. Serious games are proven as an
effective training approach for awareness programs. Serious
games benefit learning as the games are fun to play and motivate
learners to participate and interact with learning activities.
Developing a serious game requires the revision of adequate
guidelines that identify all characteristics to be incorporated in
such games. Thus, this paper reviews serious game models that
have been constructed as game development guidelines. To this
end, a serious game is developed and implemented at a selected
healthcare organization.

Keywords—Serious game; information security; awareness
training program

. INTRODUCTION

As a new approach in developing information security
awareness training programs, computer game-based training is
proven as an effective and engaging program [13][11][7][15].
Computer games provide engaging interfaces that enhance
training, draw more trainees in, and simulate a variety of
scenarios [16][12]. They provide a simulation environment
with pre-defined scenarios that motivate players to try
different approaches to run the system [1]. The objective for
game players is to improve their ability in decision making
and learn how to cope with challenging situations. Unlike
traditional training programs that focus on the technical aspect
of a system, this new approach improves the decision-making
skill of game players for handling challenging situations [4].
Computer games give employees an experience by offering
them a platform to apply their decisions before those decisions
are actually implemented in the real place. For instance,
computer games teach users about healthcare values, the
information they have access to, the information they are
allowed to share, as well as behaviors they are supposed to
demonstrate to protect electronic health records [4]. Computer
games are effective in the way that they create a platform for
players to practice their behaviors and handle the
consequences of their decisions in a virtual environment.

Zarina Shukur

Faculty of Information Science and Technology,
Universiti Kebangsaan Malaysia,
43600 UKM, Bangi, Selangor, Malaysia

1. SERIOUS GAMES

Serious games (or applied games) are games primarily
designed for training purposes rather than pure entertainment.
When it comes to training purposes, computer games should
be able to integrate educational elements, content, and
multimedia while being playable to users with a pleasant
interface [14]. References [5][10][19][3] emphasized the
educational advantage of a serious game. "The serious games
application is intended to help professionals, as well as
enabling users to enjoy themselves through straightforward,
real interaction while learning how to cope in several real
social situations".

1. SERIOUS GAME MODELS

This paper develops a serious game called InfoSecure as a
training delivery method for Hospital Universiti Kebangsaan
Malaysia (HUKM). The aims are to raise HUKM employees’
awareness of information security and help them adhere to
appropriate behaviors that do not compromise the security of
information assets. However, the development process
requires adequate guidelines that include all characteristics
that should be incorporated in a serious game. Therefore, it is
necessary to review available serious game models. The
following part briefly discusses serious game models.

Reference [6] introduced a model that explains the
relationship between learner and serious games. The model is
too basic and designed for fundamental games. It does not
provide a detailed design for optimal learning. Reference [8]
proposed a framework that supports teachers' evaluation of
serious games. The framework only discusses game evaluation
but not game design [17]. Reference [9] developed a
framework based on classroom teaching. This model imitates
the textbook style and does not offer rooms for exploratory
learning. Reference [2] introduced a model to identify
interface requirements of a serious game. However, the model
is too general with a little guideline for designing a serious
game. Reference [17] offered a model that is highly dependent
on a software called Emergo. His model remains at the
theoretical stage and does not provide any design solution to
use other game design tools.

Reference [18] proposed a serious game model that is the
most efficient and effective model for serious games. Yusoff’s
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model is based on the review of learning and pedagogy
perspectives in combination with the games. This conceptual
model is developed to be used by game designers for efficient
game development as well as the educational practitioner
when designing serious games for effective learning. The

Information Security
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conceptual framework proposed by Yusoff is the basis for
InfoSecure serious games design (Figure 1). The gray boxes
are entities added to the original model to explain how the
model is used to develop a serious game for information
security awareness training programs.

Feedback

Outcome

| Instructional Content

Information Security
Training Content

Reflection

Attributes

Game Mechanics
r— Came @7 Ga!me
Activity Achievement

A

Certificate of
Accomplishment

Simulation +
Casual

Fig. 1. Serious Game Model Adapted from Yusoff (2010)

A. Capability

Capability refers to the cognitive skills to be developed by
employees from playing a game. In training, conative
problem-solving skills attempt to decrease inappropriate
behaviors by developing a new perspective and enhancing
knowledge about the subject matter. In the context of
information security, the aim is to help employees adhere to
appropriate behaviors that do not compromise the security of
information assets.

B. Instructional Content

Instructional content refers to the subject matters that must
be learned by the employees. The InfoSecure game teaches
employees how to protect healthcare information assets. The
reason why InfoSecure is developed is due to the failure of the
employees to understand and maintain the security of
information assets.

C. Learning Activities

The learning activity is the activity designed to keep the
learner engaged and learn in the game world. InfoSecure
games provide different activities to keep employees engaged
and attracted. For example, the story of the InfoSecure topic is
to feed a fish by answering all questions correctly and to avoid
catching the bait. The most important fact is to ensure
employees stay engaged without getting bored, and show
interest to play the game for learning.

D. Intended Learning Outcomes

Intended learning outcome refers to the objective achieved
by the employees from playing the serious game. By the end
of the game, employees will be able to use and apply the
newly acquired knowledge in their daily work activities. The
objective is to enhance the employees’ knowledge about risks
and hazards associated with information security.

E. Reflection

Reflection is where the learner thinks about the purpose of
the learning activities that have been undertaken. For
healthcare employees, understanding the importance of
information security is a motivational factor to participate in
awareness training programs.

F. Game Genre

Serious games can be of any genre with the ultimate
objective of education. Each genre has its own characteristic
that makes it attractive. A combination of simulation and
casual genres is used to design InfoSecure. Simulation games
are favored as they simulate the real work environment, which
allows users to make mistakes and learn from those mistakes
without worrying about the consequences of their actions as
they would in real life. However, serious games also require
the flexibility and fun aspects that usually appear in casual
games.

G. Game Mechanism

Game mechanics are the game operations, and the purpose
of this notion is to enable the game to be more fun, enjoyable,
and more engaging for the player. There should be at least one
game mechanism for each genre. The simulation genre
focuses on a single activity and attempts to replicate the real
world experience. The outcomes can be highly consistent with
a real-life experience or exaggerated. Simulation games place
players as decision-makers to manage the simulated situations.
Moreover, games with the casual genre are easy to play and
master. The design of these games is adopted from
conventional games such as chess and cards games. The
interface of the game should be very simple. The common
goal in casual games is to score.

H. Serious Game Attributes

It refers to the attributes of a serious game that support
learning and engagement. Yusoff (2010) identified twelve
important attributes of a serious game. Table | explains how
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these attributes are incorporated into the design of the InfoSecure game.
TABLE I. SERIOUS GAME ATTRIBUTES

Attribute Description The InfoSecure Game

. The learning material is delivered in an The target audience is general employees with basic knowledge of information security.
Incremental learning - S . :

incremental way Therefore, the training content is developed respectively.
Linearity Learning is arranged sequentially InfoSecure consists of eight topics; each covering one topic of the policy.
InfoSecure breaks up

Attention span Duration for learning concentration learning sessions into several intervals to produce effective learning. The time spent on

each topic is about 5 minutes.

Support and help during the learning
process

Applying skills to new learning based on
previous learning

Interaction Engagement in learning InfoSecure is a combination of simulation and casual genre.
Self-learning and active learning based on
the learner’s pace

Learning activities and exercises within

Scaffolding Not applicable.

Transfer of learned skills Each topic is designed to have one level to cover one distinct topic.

Learner control There are eight topics. The player has the freedom to select and play any of the topics.

Practice and drill A topic can be played repeatedly until the full score is achieved.

the game

Intermittent feedback Inform learners of their progress in Players’ correct or wrong answers to information security questions are indicated by V and
learning x marks.

Reward Incentives for the learner A certificate of accomplishment is rewarded when full scores are achieved.

Situated and authentic Placing the learner in an authentic learning | The themes and backgrounds of InfoSecure games are relevant to the healthcare work

learning environment environment.

Accommodating the . . N . .

learners” style Learning to suit learners’ preferences Serious games are suitable to be played by all types of learners.

I. Game Achievement V. INFOSECURE CONCEPTUAL MODEL
Game achievement is the level of the learners’ Figure 2 is the conceptual model of the InfoSecure serious

achievement in playing these games. It can be indicated by the game developed in this paper. Because this is a conceptual
game scores, and it gives the pleasure of rewards. The game model, it can be used as a framework that visually represents
achievement or score indicates the level of learners’ the arrangement of the InfoSecure game elements. The
knowledge of the game. In the InfoSecure game, a certificate conceptual model consists of nine parts: 1) Capability, 2)

of accomplishment is rewarded when full scores are achieved Instructional Content, 3) Learning Activity, 4) Reflection, 5)
for all the topics. Serious Game Attributes, 6) Game Genre, 7) Game
Mechanism, 8) Evaluation, 9) Game Achievement.
Serionz Game Attributes Instructional Content Capability
Incremental learming H Avoid complex material Information - Information security issues Adpust content, speed, and
security content ™ - Common buman nyi=takes skill to mt¢ pla}wer.;_'
| Lineanty |-I-| £ mubgames to delver § topies - EHS breaches knowladge and eapabality
Intermmttent —p| v and = feedback on responses l ﬁ
Feedback .
'.‘| Dhisplay seore of subgame on result pagze | Intended Learning Outcome Reflection
- . - - By the end of this game you gan
Practice and drill "‘| Replay subgames to achieve full :cnre| <kills to safepuard elactromic Periods remind plavers
health mymtems. of leaming objectrve
'>| Fandom questions’ order on replay ~
Learming Control Freedom to self-explorztion of amy topic | l
= = Learning Activity Evaluation
Feward Full seore for all subgames wnlocks certificate | -
_ga.]m}l;]:_uhmg - Show score page
Aftention 5 Ad - : . . . - lrame L. Web using - Mumber ofplay: and
on pan Adequate time to absorb information and solve problems | - - Game 3+ Email and spam - —cores of euch o .
- 1 : - Game 4: Fassword loamine
szmlz & authenfic | | Background, cbjects, and content relevant to healthears ) GE 5 Cm}? I ality - Players learning
— emronment - Game 6: Malicious
- Game T: Workstztion & hacking
Interaction MNone-verbal feedback imteraction: ) ' . = .
\—I-' Gamel: fizh catches the worm and avoids getting caught Game §: Access control Technology Platform
Game?: magmfymg glass hovers to find the answer t -Flazh
Game3: remove hacker's equpment from bnefeaze _PHP
Gamed: elmuinate malwares before infacting mam ssrver Came Cenre - -MYSQL
Game5: diive ambulance to hospital - - - Action Scnpt
Games: murse takes notes of comect and wrong answers Simulation | g~ Hus__:?utal 'h*‘.“ -HTML
GameT: discharge patients and averd giving them high fever gemwe - Medical equipment
Gamed: collect all swrmical equpment : : ~ Simple rules
Casual genre - Sconng Operating Platform
Game Mechanism | _3ypee t BC
- Ambulanee diiver Capture or - Collect rtems _Web
—|- - Admimistration clerk | | aliminate [ - Eliminate subgames Game Achievement - Smart phones
- full s
Hacker = o | Elininate subgames by achieving full s.r_'uml

Fig. 2. InfoSecure conceptual model
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Table 1l presents the implementation of the serious game
model elements in the InfoSecure game. It explains how these
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elements are used to develop the InfoSecure game in this

study.

TABLE Il IMPLEMENTATION OF THE SERIOUS GAME MODEL ELEMENTS IN THE INFOSECURE GAME
Serious Games Model Implementation in InfoSecure Game
Elements
A. Intended Learning The intended learning outcome of playing the InfoSecure game is displayed on the homepage. The intended

Outcomes learning outcome is defined as follow: By the end of this game, learners will be able to protect/ promote
healthcare’s information asset/security.

B. Capability InfoSecure is auto-adjusted to match player’s knowledge and capability. Since this particular game is not an action-
based genre but closed to a direct simulation genre and the target user capability is already known in advanced
therefore it is not regulated to be a self-adjusted system to correct the content delivery in order to match to the
learner capability.

C. Instructional The InfoSecure game aims to teach learners about information security concepts. The instructional content that is

Content intended for players to learn covers: 1) learning about information security issues 2) learning about human roles to
maintain the security of information 3) learning how to prevent information breaches.

D. Learning Activities The InfoSecure game consists of eight topics, each covering one information security issue in the healthcare. It
provides different activity in each topic to keep employees engaged and attracted. For example, the story of game
number 1 is to feed a fish by answering all questions correctly and avoid catching the bait. The important fact is to
ensure employees stay engaged without getting bored and to ensure that they show interest in playing the game for
learning.

E. Serious Game Attribute

Incremental Learning

The targeted audience is general employees with basic knowledge of information security. Therefore, training
content is developed simple and easy to understand. InfoSecure breaks up learning sessions into several intervals to
produce effective learning.

Linearity

InfoSecure consists of eight topics, each covering one information security issue of the firm.

Attention Span

The timing given to absorb information and solving the problems must be adequate enough. If the timing is too
short, extend the timing. If the learning process too complicated, modify it to make it simple. The training time
fluctuates depending on the number of questions set by the instructor. However, there is no time limit for players to
finish the game. Adequate time to absorb information and solve problems. The player can leave and come back at
any time to resume with training. It helps players digest new information and answer the questions.

Transfer of
Learnt Skills

Not applicable to InfoSecure. Each topic has a different scenario and covers different information security topics.
Players do not need to acquire new skills to apply at the next level.

Interaction

InfoSecure provides players with feedback interaction.

Gamel: fish catches the worm and avoids getting caught on the hooks

Game2: magnifying glass determines if the selected answer is correct or wrong
Game3: remove hacker’s equipment from the briefcase

Game4: eliminate malware before infecting the main server

Gameb5: drive the ambulance to the hospital

Game6: nurse checks if selected answer is correct or wrong

Game?7: discharge patients and avoid giving them high fever

Game8: collect all surgical equipment

Learner Control

There are eight topics on eight information security topics. Player has the freedom to select and play any of topics.
InfoSecure provides self-learning to suit players’ pace and experience.

Practice and Drill

A topic must be replayed until the full score is achieved to eliminate the topic. Every time player replays a topic,
questions are automatically reordered to avoid memorizing the pattern of correct answers.

Intermittent

Fixed ratio feedback suits the strategy of InfoSecure. A feedback would be given after each response from a learner

Feedback and at the end of each topic. Correct answers will be indicated by v and wrong answers by x marks. After the
player responded to all questions, the result page appears to show the topic of topic, username, and score. Once the
full score is achieved for a topic, the topic will be eliminated from the homepage indicated by the \ mark.

e Reward A certificate of accomplishment is rewarded when the full score is achieved for all topics.

Situated and
Authentic
Learning

Incorporate familiar background, objects and common examples in games content, to relate it to the healthcare
environment.

E. Game Genre

InfoSecure is developed based on characteristics of simulation and casual genres. Games with simulation genre are
favored as they simulate real work environment which allows users to make mistakes and learn from those
mistakes without worrying about the consequences of their actions as they would in the real life (Apperley, 2006).
The serious game also requires the flexibility and fun appeared in casual games in order to release users' boredom
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and tiredness [13]. The design of these games is adopted from conventional games such as chess and cards games.
The interface of the game should be very simple [13]. The common goal in casual games is to score. To fulfill the
requirement of simulation genre, hospital theme is used as the main theme of InfoSecure, and medical objects are
used in the game design. To fulfill the requirement of the casual genre, each topic is differently designed to avoid
boredom and to make the game challenging and fun. Nevertheless, all topics hold the same goal of raising
employees' awareness towards information security. InfoSecure is designed simple with familiar background and
graphics and is easy to play and master.

F. Game Mechanism

Role-playing: learners get to play as a nurse, ambulance driver, administrative clerk, and computer hacker. Capture

answering all questions correctly.

or eliminate: in order to achieve the certificate of accomplishment, the player must eliminate all eight topics by

G. Technology
Platform

The InfoSecure game is developed with Adobe Flash. Aside from being interactive, the flash timeline allows
developers to create most of the animations without the need for coding. Games developed in Flash are standalone
and could run independently unless it needs to be connected to the database. ActionScript 2 is used to code in Flash
because it is easy to understand and develop. Flash is highly secure because the source code is not publicly
accessible. MYSQL is used for the database which is a good platform for both basic and advanced projects. PHP
connects Flash with MYSQL and enables developers to read, update, add, and remove data.

H. Operating Platform

InfoSecure can run on PC, smartphones, and browsers.

. Game Evaluation

An advantage of InfoSecure over previously developed games is that every time a topic is played, questions are
shuffled to prevent players from memorizing the pattern of correct answers. User progress can be viewed in the
player’s profile. The user and instructors can view the progress. They can keep track of employee’s performance;
how many time a topic is played, what are the scores achieved, what information security topics have been more
difficult, what are employees' strength and weaknesses. It demonstrates employees' learning curve. Evaluating the
recorded information help managers to monitor employees' performance and take necessary actions.

J. Game Achievement

A certificate of accomplishment is rewarded once the full score is achieved for all the topics.

V. INFOSECURE DEVELOPMENT

This section describes the development of the InfoSecure
game. InfoSecure enhances previous approaches in a number
of dimensions. It offers realism which is the balance between
reality and fantasy. Simulation games are favored as they
simulate real work environment which allows users to make
mistakes and learn from those mistakes without worrying
about the consequences of their actions as they would in the
real life. The serious game also requires the flexibility and fun
appeared in casual games in order to release users' boredom
and tiredness.

With the said justification, InfoSecure is developed with a
combination of simulation and casual genres. The game is
characterized by the strength of simulation and casual genres.
InfoSecure consists of eight topics. Every topic addresses one
information security policy topic that is selected by HUKM
management during  semi-structured interviews. The
information security topics include 1) phishing, 2) web using,
3) email and spam, 4) malicious code, 5) password protection,
6) privacy and confidentiality, 7) workstation and hacking,
and 8) access control.

In order to fulfill the requirement of the simulation genre,
hospital theme is used as the main theme of InfoSecure, and
medical elements are used in the design of topics. In addition,
to fulfill the requirement of the casual genre, each topic is
designed differently to avoid boredom and to make the game
challenging and fun. Nevertheless, all topics hold the same
goal of raising employees' awareness towards information
security.

An important advantage of InfoSecure is that the game is
dynamic and flexible. As discussed before, the advantage of
computer game training is that it can be repeated over time.
However, a static game will get boring after repeated a few

times. Therefore, to avoid reusing static game and to keep
players motivated to participate, InfoSecure is developed
dynamically. It allows IT managers to change and customize
training content as well as the graphics. For instance, IT
managers and instructors are able to change or update
information security topics of the game as well as setting the
number of questions. It is also possible to change the graphics
and the overall look of the homepage and every individual
topic. The aim is to keep gameplay more interesting. By
changing graphics and content, the game will look fresh in the
eyes of the player as if it is a different game. It is also worth
noting that such flexibility transforms InfoSecure to a platform
that can be used by other healthcare. Moreover, players are
able to mute or unmute the background music as they desire.

InfoSecure is developed to satisfy several essential
requirements obtained during semi-structured interviews with
HUKM decision makers:

¢ Information security awareness: The overall aim is to
design an effective information security awareness
training program for HUKM. The training program
attempts to raise employees' awareness toward
information security and help them adhere to
appropriate behaviors that do not compromise the
security of information assets and with long-term
impact.

e Large coverage: HUKM is categorized as a large
organization in which all employees need to be trained
toward information security. The advantage of
InfoSecure is the capability to cover large population at
lower cost.

e Accessibility: InfoSecure is easily accessible. The
game will be sent to users via email. Employees
receive a link that direct them to the game. This link
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redirects users to the game page. It allows the game to
run from a web browser without having a huge impact
on computing power. Therefore, the game is accessible
and runs smoothly even on old computers.

e Content Updatability: IT managers and instructors are
able to change or update information security topics of
the game as well as setting the number of questions. It
is also possible to change the graphics and the overall
look of the homepage and every individual topic.

e Fun and motivation: A well-developed serious game is
fun, and it promotes employees engagement.
InfoSecure is developed with a combination of
simulation and casual genres that makes InfoSecure
different from previously developed games.

e Performance evaluation: InfoSecure allows |IT,
managers and instructors, to record and keep track of
employees' progress in the game. Instructors can
review scores achieved by employees every time they
play a topic.

[ Show Score |

J [ Certificate |

Fig. 3. The Welcome page of InfoSecure

Figure 4 is a screenshot of a game designed to cover a
topic on information security, specifically on workstation and
hacking. The story of the game is to cure and discharge all
patients from the hospital by answering all questions correctly.
The number of questions for this topic will be determined
between one to ten by the trainer with administrative privilege.
There are two icons on the top right corner including
mute/unmute and home button. By clicking on the home
button user will be redirected to the main page of the game to
replay the game or play a different game. Below the top
banner, you find a number of 10 beds displayed on the screen,
and the number of patients on the beds is according to the
number of questions determined by the trainer.

To display a question, the user must click on one of the
patients laying on the bed. Once a question is answered

InfoSecure by 3

Vol. 9, No. 9, 2018

e Repeat: InfoSecure can be played as many times as
desired. A successful awareness program never ends
and the awareness campaign must repeat its message to
the employees. If the message is important, then it
should be repeated more often in different manners
each time. Since InfoSecure is dynamic, it inhibits
higher and active learning with long-term impact.

VI. INFOSECURE INTERFACE

Upon successful login user will be prompt with the
welcome page (Figure 3). This page contains brief instruction
of the game. By pressing the next button, welcome page
disappears and the main page will be entirely visible. Eight
linked objects are accessible within the homepage. Each
object takes the user to a topic. The user is required to answer
all questions correctly for each topic to obtain a full score,
otherwise must replay. Once all questions are answered
correctly, a green V icon will appear on top of that particular
topic to differentiate a successfully completed topic from
others. Once a topic is completed, it will be deactivated and no
longer can be played. This helps to push the user to move on
and play incomplete topic.

InfoSecure 5,

Welcome!
1.Complete all 8 games to unlock your certificate.

2. Once a game is completed, you will see \ on the game icon.

Have fun and good luck.

\: Show Score |

| Certificate \

correctly, a green color v appears to confirm that the user has
selected the correct answer. Therefore, the patient will be
discharged and leave the bed vacant. If the user selects a
wrong answer, a red color x appears to indicate that wrong
answer is chosen and reveals the correct answer by a green V.
Consequently, the patient will remain laying on the bed with a
severe headache. After selecting an answer, either correct or
wrong, the user can proceed to the next question by clicking
on the next question button. All questions must be answered
correctly otherwise; user needs to replay the game in order to
mark the game as completed on the homepage. The order of
guestions changes randomly every time the game starts to
prevent the user from memorizing the patterns of the correct
answer. Once all questions are answered, the result page will
come up that shows the topic of the game, the username, and
the score.
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Fig. 4. The InfoSecure workstation and hacking topic

VII. IMPLEMENTATION AND EVALUATION

Prior to pilot testing, the InfoSecure game was
demonstrated for three full professors in computer science
specialized in visual informatics, HCI and usability. They
provided valuable feedbacks that are incorporated into the
game. On the next phase, five students from the faculty of
computer science, Universiti Kebangsaan Malaysia, randomly
volunteered to play the game. A discussion was held with
students and they provided corrective suggestions as well. The
actual pilot test was conducted amongst HUKM employees to
test the effectiveness and quality of the InfoSecuer game
before handing over to IT department to reach out to all
employees. A number of five employees randomly
volunteered to play the InfoSecure. After playing the game,
the participants showed good impressions of the gameplay
experience, attraction, the graphics, and its idea.

When users play a topic for the first time, the answer to the
information security questions based on their initial
knowledge and understanding which might be wrong.
Assuming that a player answers two questions correctly and
scores 40% when playing a topic for the first time. The player
will be prompted with a result page that three questions have
been answered wrongly. The player needs to repeat the topic
again in order to obtain a full score. In the second attempt, the
player should select answers more carefully, knowing
previously selected answers were wrong. Now assuming that
the player manages to find the correct answer to four questions
and scores 80%. There is still one more question, therefore,
the player has to start the topic again from the beginning. The
player cannot deactivate the topic and mark it as a completed
game, before finding the correct answer to all five questions
and scores 100%. Therefore, the user has to play the same
topic over and over until he finds all the correct answers. Once
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the user scores 100% the topic deactivates and is marked as
completed.

In order to prevent players from memorizing the sequence
and pattern of correct answers, the order of questions changes
every time a topic is replayed. That means every time a topic
restarts, questions are shuffled to display in random order. The
InfoSecure game helps employees gain knowledge on
information security and replace it with the wrong information
they initially had in their minds. by playing the game,
employees understand that they need to think carefully when
dealing with electronic health systems. InfoSecure allows
users to make mistakes and learn from those mistakes without
worrying about the consequences of their actions as they
would in the real life.

Every time an employee plays a topic, the scores are
recorded in a database; from the first to the last attempt until
player scores 100%. User progress can be viewed in the
player's profile. The user and instructors can view the
progress. They can keep track of employee’s performance, the
number of times a topic is played, obtained scores, the most
challenging information security topics, and employees’
strength and weaknesses. It demonstrates employees’ learning
curve. Evaluating the recorded information help managers to
monitor employees’ performance and take necessary actions.

Vol. 9, No. 9, 2018

A certificate of accomplishment is rewarded to players
who scored 100% in all the topics. The certificated could be
printed upon completion of the game. Nevertheless, obtaining
a 100% score is not the end of the story. It is important to
ensure that employees fully understood the topics and
integrated them into their daily activities. As a result, the game
must be played frequently, decided by hospital management.
Therefore, to avoid reusing static game and to keep players
motivated to participate, InfoSecure is developed to be
dynamic. It allows IT managers to change and customize the
training content as well as the graphics. The aim is to keep
gameplay more interesting.

The main objective of asking computer science students to
play is to get their feedback on the gameplay experience. It is
not surprising that computer science students performed well
and answered the most question correctly during the first play.
However, HUKM employees did not perform well during the
first play. They had to play a topic few times until score
100%. Table Il shows the employees' records. For instance,
the phishing topic was played four times by employee number
3. For the first play, only one question was answered correctly
and scores 0%. The second and third play scores are 40% and
80%, respectively. During the fourth play, the player manages
to select the correct answers to all questions and scores 100%.

EMPLOYEES’” RECORD OF PLAYING INFOSECURE

Employee #3

Employee #4

Employee #5

1st play: 20%
2nd play: 40%
3rd play: 80%
4th play: 100%

1st play: 80%
2nd play: 80%
3rd play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

TABLE III.
Topic Employee #1 Employee #2
1st play: 60% 1st play: 80%
Phishing 2nd play: 100% | 2nd play: 100%
- 400
;Bp;?;y’gof/o 1st play: 60%
Web using ) 2nd play: 100%

3rd play: 100%

1st play: 20%
2nd play: 40%
3rd play: 80%
4th play: 80%
5th play: 100%

1st play: 40%
2nd play: 60%
3rd play: 100%

1st play: 20%
2nd play: 60%
3rd play: 100%

Email and spam

1st play: 80%
2nd play: 80%
3rd play: 100%

1st play: 80%
2nd play: 100%

1st play: 40%
2nd play: 60%
3rd play: 80%
4th play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

1st play: 80%
2nd play: 80%
3rd play: 100%

Malicious code

1st play: 40%
2nd play: 80%
3rd play: 100%

1st play: 60%
2nd play: 100%

1st play: 20%
2nd play: 60%
3rd play: 80%
4th play: 100%

1st play: 40%
2nd play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

Password
protection

1st play: 60%
2nd play: 100%

1st play: 60%
2nd play: 100%

1st play: 40%
2nd play: 60%
3rd play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

Privacy and
confidentiality

1st play: 20%
2nd play: 80%
3rd play: 100%

1st play: 20%
2nd play: 80%
3rd play: 100%

1st play: 0%
2nd play: 40%
3rd play: 40%
4th play: 80%
5th play: 100%

1st play: 40%
2nd play: 80%
3rd play: 80%
4th play: 100%

1st play: 40%
2nd play: 60%
3rd play: 100%

Workstation and
hacking

1st play: 20%
2nd play: 80%
3rd play: 100%

1st play: 40%
2nd play: 60%
3rd play: 100%

1st play: 0%
2nd play: 40%
3rd play: 60%
4th play: 80%
5th play: 100%

1st play: 20%
2nd play: 40%
3rd play: 80%
4th play: 100%

1st play: 20%
2nd play: 80%
3rd play: 100%

Access control

1st play: 60%
2nd play: 80%
3rd play: 100%

1st play: 60%
2nd play: 100%

1st play: 0%
2nd play: 40%
3rd play: 80%
4th play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

1st play: 80%
2nd play: 100%
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The records show that privacy and confidentiality, and
workstation and hacking are more challenging topics compare
to the others. Employee number 3 did not select any correct
answer when played these two topics for the first time and
scored 0%. He also scored 0% for the first time playing the
topic on access control. Table IV shows employees total plays,
the lowest and the highest score on first attempts. The two
topics of privacy and confidentiality, and workstation and
hacking were replayed more than the other topics, each for a
total of 18 times in order to obtain a score of 100%. The
lowest first play scores go to privacy and confidentiality (0%),
workstation and hacking (0%), and access control (0%). The
highest first play score goes to Phishing (80%), email and
spam (80%), and access control (80%).

Vol. 9, No. 9, 2018

VIII.

An awareness training program should not be a one-time
session, whereas, it should be a regular program and
reinforced periodically. However, many training programs
have failed due to users' resistance to participate in the same
program. The strength of computer games over other training
programs is its capability to be repeated in different time
intervals while promoting employees' engagement. InfoSecure
is dynamic that allows IT managers to change and customize
the training content as well as the graphics. The aim is to keep
gameplay more interesting.

INFOSECURE SECOND ROUND PILOT TEST

HUKM decision makers agreed that the training program
should be repeated quarterly. Hence, a post-training program
was conducted three months after the initial training. The post-
training program aimed to evaluate and measure the success of
the InfoSecure game as a training tool. The five employees
who participated in the initial training participated in the post-
training as well. Table V shows employees’ records during
the post-training. Looking at employee number 3, then he
played Phishing four times during the initial training to score
100%, whereas, during the post-training, he only played the
topic three times to score 100%.

EMPLOYEES’” RECORD OF PLAYING INFOSECURE

Employee #3

Employee #4

Employee #5

1st play: 40%
2nd play: 80%
3rd play: 100%

1st play: 100%

1st play: 80%
2nd play: 100%

1st play: 80%
2nd play: 80%
3rd play: 100%

1st play: 80%
2nd play: 100%

1st play: 80%
2nd play: 100%

1st play: 60%
2nd play: 80%
3rd play: 100%

1st play: 80%
2nd play: 100%

1st play: 80%
2nd play: 100%

1st play: 60%
2nd play: 80%
3rd play: 100%

1st play: 100%

1st play: 100%

1st play: 40%
2nd play: 60%
3rd play: 100%

1st play: 80%
2nd play: 100%

2nd play: 100%

1st play: 60%
2nd play: 60%
3rd play: 100%

1st play: 60%
2nd play: 80%
3rd play: 100%

1st play: 40%
2nd play: 60%
3rd play: 100%

1st play: 40%
2nd play: 80%
3rd play: 80%
4th play: 100%

1st play: 40%
2nd play: 80%
3rd play: 100%

1st play: 60%
2nd play: 80%
3rd play: 100%

1st play: 60%
2nd play: 80%
3rd play: 100%

1st play: 80%
2nd play: 100%

1st play: 80%
2nd play: 100%

TABLE IV.  TOTAL PLAY, LOWEST AND HIGHEST SCORES OF TOPICS
Topic Total Play | Lowest Score | Highest Score
Phishing 14 20% 80%

Web using 16 20% 60%
Email and spam 15 40% 80%
Malicious code 14 20% 60%
Password protection 13 40% 60%
Privacy and confidentiality |18 0% 40%
Workstation and hacking 18 0% 40%
Access control 14 0% 80%
TABLE V.
Topic Employee #1 Employee #2
. 0, . 0,
Phishing 1st play: 100% 1st play: 100%
1st play: 60% . 1000
Web using 2nd play: 100% Ist play: 100%
1st play: 80% . 1000
Email and spam 2nd play: 100% 1st play: 100%
1st play: 80%
- 1st play: 40% . 0
Malicious code 2nd play: 100% 2nd play: 100%
1st play: 60% . 0
Password protection | 2nd play: 100% 1st play: 100%
. 1st play: 40% 1st play: 60%
Eg%fgé’ni?;n ond play: 80% | 2nd play: 80%
Y 3rd play: 100% | 3rd play: 100%
. 0,
Workstation and Lst play: ,60 % 1st play: 80%
hacking 2nd play: 80% 2nd play: 100%
3rd play: 100% '
1st play: 80%
1st play: 80% . 0
Access control 2nd play: 100% 2nd play: 100%
Similar to the previous records, privacy and

confidentiality,

and workstation and hacking are more

workstation and hacking during the post-training. Table VI

challenging topics compare to the others. However, employees
show improvement and obtained better results during the post-
training. For instance, employee number 3 who did not select
any correct answer for these two topics during initial training,
scored 40% for privacy and confidentiality and 40% for

shows employees total plays, the lowest and the highest score
on first attempts. The two topics of privacy and
confidentiality, and workstation and hacking were replayed
more than the other topics, each for a total of 15 times in order
to obtain the score of 100%. Some of the employees scored
100% on the first attempt.
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TABLE VI.  LOWEST AND HIGHEST SCORES ON FIRST ATTEMPTS
Topic Total Play | Lowest Score| Highest Score
Phishing 8 40% 100%

Web using 10 60% 100%
Email and spam 10 60% 100%
Malicious code 9 40% 100%
Password protection 9 40% 100%
Privacy and confidentiality | 15 40% 60%
Workstation and hacking |15 40% 80%
Access control 11 80% 80%
The result of the post-training showed satisfactory

outcome indicating that InfoSecure is an effective tool for the
information security awareness training program, not only
from the training result but also from the employees'
perspective. The objective of this training program was to
enhance employees' awareness towards information security.
As the results show, there is a significant improvement in
employees' performance. Moreover, employees have shown a
willingness to participate in the program as they had a pleasant
experience during the initial training and enjoyed playing the
InfoSecure game.

IX. CONCLUSION

The objective of this paper is to design a serious game for
information security awareness training programs for the
healthcare industry. To achieve the objective, this paper
reviewed the serious game design models and adapted the
most effective model. The serious game presented in this
paper consists of eight topics; each addressing one information
security issue selected by the healthcare IT managers. The
topics include phishing, web using, email and spam, malicious
code, password protection, privacy and confidentiality,
workstation and hacking, and access control. The main
advantages of InfoSecure include flexibility, content
updatability, and accessibility. Such flexibilities enable
organizations to conduct post-trainings without the need to
purchase a new game for training. Moreover, not changing the
graphics of the game makes it less interesting to play for post-
training. Inflexibility in games increases the cost of training,
which is a big disadvantage. According to the results, the
employees showed good impressions of the game's attraction,
graphics, and its idea.
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Abstract—In the recent past, Online Marketing applications
have been a focus of research. But still there are enormous
challenges on the accuracy and authenticity of the content posted
through social media. And if the social media business platforms
are considered, majority of the users who try to add a market
value to their own product face the problem of not getting
enough attention from their target audience. The purpose of this
research is to develop a safe and efficient trending hashtag
generating application solution for social media business users
which generates trending and relevant hashtags for user content
in order to get a broad reach of target audience, automatically
generates a meaningful caption to their relevant posts and
guarantees the authenticity of the product at the same time. The
user content is analyzed and filters the important keywords,
generates a meaningful caption, suggest related trending
keywords and generates trending hashtags to get the required
reach for online marketers. Additionally, the marketing
products’ content authentication is ensured. The application uses
Natural Language Processing, Machine Learning, API
technologies, Java and Python technologies. A unique database is
assigned to users which contains rankings for each user. The
target audience who engages in buying products get to know
about the status of the sellers with respect to authenticity of the
content. It is believed that the application provides a promising
solution to existing audience reach problems of online marketers
and buyers. The significance of this system is to help marketers
and buyers to engage in online buying and selling with much
effective, reliable and safer ways. This mitigate the vulnerability
of bad social media marketing influences and helps to establish a
safe and reliable online marketing practice to make both sellers
and buyers happy. This paper provides a brief description on
how to perform an organized online marketing discipline via the
Trending Hashtag Generator & Image Authenticator
application.

Keywords—Hashtags; social media; NLP; machine learning;
REST API; content authentication

I.  INTRODUCTION

A hashtag is a name or an identifier that resolves to a
description of its referent. In other words hashtag is a keyword
or phrase preceded by the hash symbol, written within a post
or comment to highlight it and facilitate a search for it. In the
present day, hashtags are immensely used for brand promotion
and social media discussions. In principle hashtags facilitate
powerful identification functionality to any kind of HTTP
based services (social media platforms etc.). Essentially, by
including hash marks in your post, provided the appropriate
privacy settings are in place it can be indexed by the social
networks so that it is discoverable by everyone, even if the
user is not subscribed to your account updates. There are
countless number of individuals and merchants who intend to
sell a genuine product by identifying and focusing on a

targeted audience. Since hashtags play a vital role in online
marketing, aforementioned people try to find the most relevant
hashtags to increase the audience reach for their products.
However most of them end up having a hard time to identify
the most relevant and trending hashtags at particular given
time. The major problem faced by the user is “unavailability
of a platform that is made for clients which can analyze the
post (photo/text content) and fetch trending hashtags specific
for the relevant post, auto generate a meaningful caption,
categorize the hashtags according to the popularity which can
get a considerable awareness from target audience in a
completely new and user-friendly way”. Even though the
content is published along with some hashtags manually, the
content uploader does not have any prior knowledge whether
the hashtags he/she manually searched are trending or not at
the current time. On the other hand, if an uploader uploads a
digitally captured image of the product, the audience does not
have any proof whether the content is genuine or not. It is a
commonly known fact that buyers are reluctant to purchase a
product when they have a suspicion about the authenticity of
the advertised content. Considering these facts the authors
have introduced the "Hashtag Generator and Content
Authenticator” as a web application which lets users easily
upload their content, get a categorized trending hashtags list
along with a caption, select the preferred hashtags according
to his/her preferences and push the content to the relevant
social media platform. The web app lets the consumer to
generate the desired amount of reach via hashtags which could
gain much required attention for commercial and
noncommercial purposes. The authors have developed the app
to authenticate the uploaded content with a specialized tag for
the customers to identify pre authenticated content. This will
prevent or hinder unauthorized copying and editing of the
content which ensures authenticity. It will help uploaders to
prove the authenticity of their content to their audience which
is crucial from sales perspective. These processes are done
using API technologies, Natural Language Processing (NLP),
machine learning and data forensic technologies. The
proposed features are unique compared to existing tools due to
the unavailability of all these features in modern social medial
platforms and related applications. The authors have provided
an accurate, user friendly web application interface to ensure
the authenticity of the products to be sold, making things easy
for both the sellers and customers (target audience).

Il.  LITERATURE REVIEW

A. Analysis of the usage of Metadata

The literature conferred by Hazinah Kutty Mammi and
Mohd Aliff Faiz bin Jeffry[1] explore the practicability of
securing the images by using metadata with digital
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watermarking. They have proposed to embed selected
metadata to the image in a watermarking procedure. These
embedded images were used in multiple social media
platforms for analyzing the accomplishment of the project and
proposed watermarking techniques. The literature discusses
how metadata can be used to prove the originality of an image.

During the literature review, the priority was given to more
modern approaches to establish a solution to prohibit users
publishing downloaded images from the internet as their own
.The research done by Walid Hussein, Osman Ibrahim and
Mostafa A. Salama [2] on image processing using the
signature verification techniques reviews how signature
verification techniques can be done using an image.

B. Analysis of Web Crawling Algorithms

In the process of the literature survey, it was identified that
the main web crawler approaches that can be used for
comparison are based on the following characteristics.

e Resemblance and the relativity of the data that the
crawler acquire

e Effective relevance forecasting to facilitate

downloading the composition.
e Overall effectiveness of the crawler

In conclusion it was identified that the most beneficial
algorithm presented is the ‘Focused Crawling’ algorithm due
to its minimum response time. The research done by Handoko,
et al. [3] on optimization of the focused crawler by using
Genetic Algorithm has combined the focused crawler with
genetic algorithm to resolve and fine tune web searching. It
discusses about the complications caused by the local
searching algorithms. Table 1 shows the comparison carried
out on both approaches. The features used in the Focused
crawler and the Genetic Algorithm will be used to achieve the
goals in the proposed solution.

TABLE I. PRECISION OF THE WEB CRAWLERS’ COMPARISON DONE IN

THE RESEARCH(3]

c BES crawler’s GA crawler’s

ategory L O

precision precision

Education 90% 97%

Computer 85% 97%

Digital 80% 82%

Analog 63% 93%

Sport 90% 95%

Researchers have studied and developed multiple NLP
related solutions over time to solve problems in various
domains. They can be categorized as follows.

e Lexical and morphological analysis, noun phrase
generation, word segmentation, etc.

e Semantic and discourse analysis, word meaning and
knowledge representation.

e Knowledge-based approaches and tools for NLP [4].

Noun phrasing is considered to be an important NLP
technique used in information retrieval. One of the major
goals of noun phrasing research is to investigate the possibility
of combining traditional keyword and syntactic approaches

Vol. 9, No. 9, 2018

with semantic approaches to text processing in order to
improve the quality of information retrieval [4].

The growing technology of NLP suggests that there are
two possible scenarios for the future interactions between
computers and humans: in the user-friendliness scenario,
computers become smart enough to communicate in natural
language, and in the computer friendliness scenario humans
adapt their practices in order to communicate with, and make
use of, computers [4].

Topic modeling is a type of statistical modeling for
discovering topics that occur in a collection of documents.
Latent Dirichlet Allocation (LDA) is an example of topic
model and is used to classify text in a document to a particular
topic. It builds a topic per document model and words per
topic model, modeled as Dirichlet distributions.

Recently, a number of studies have shown that the use of
machine learning and text mining methods to automatically
identify relevant studies has the potential to drastically
decrease the workload [5].

Topic analysis is currently gaining popularity in both
machine learning and text mining applications.

Automatic text classification for systematic reviews has
been investigated by Bekhuis [6] who focused on using
supervised machine learning to assist with the screening
phase. Octaviano [6] combined two different features, i.e.
content and citation relationship between the studies, to
automate the selection phase as much as possible.

From a topic modelling perspective, Miwa firstly used
LDA to automatically suggest topics for related keywords and
reduce the difficulty of systematic reviews using an active
learning strategy [6].

Since the emergence of topic models, researchers have
introduced this approach into the fields of biological and
medical document mining [7]. Such experiments proved LDA
could be successfully applied to text classification. In the
present day, LDA modeling is being developed for machine
based communication purposes [7].

The trending hashtag recommendation problem addresses
suggesting hashtags to explicitly tag a post made on a given
social media platform, based upon the content and the context
of the post. The issue of trending hashtag recommendation has
emerged as a mainstream area of research overtime. “Hashtag
recommendation for micro-blogs using topic specific
translation” by Ding, Q. Zhang, and X. Huang [8][9] are
researches based on NLP & Probability based algorithms by
key phrase extraction and model them into topic specific
translation. “Recommending #tags in twitter” by E. Zangerle,
W. Gassler, and G. Specht [10] is also a research that targets
microblogs but this is based on extracted hashtags ranking
model. All these research efforts are specifically targeted at
microblogs which is a highly specific area of content.

In the research “Semantic embedding from hashtags” by
Weston, S. Chopra, and K. Adams [11] they used an NLP and
ML based Convolutional Neural Network for hashtag
recommendation  with ~ supervised word embedding.
Comparatively this can be identified as a successful approach.
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In present most of the research work utilize the
advancements of ML to achieve their objectives. “User
Conditional Hashtag prediction for Images” by E. Denton, et
al. [12] is an approach that used ML along with the hashtags
& contextual information about the user to perform hashtag
prediction for user given image. Simply how user meta-data
combined with images derived from a CNN can be used to
predict hashtags. With the data, the researchers developed a
user model which could be applied for a large dataset that is
taken from Facebook. The user model primarily predicted
hashtags, but the predicted hashtags were not “trending
hashtags”. In this approach a hashtag embedding model will
be used that trains with the collected data. This method would
be very practical because of the availability of data.

Data extraction from social media platforms comes under
the categorization of social media data mining. Mainly there
are three different ways to harvest data from social media
platforms. Those are through APIs, personal archives and
scraping. Since most of the social media platforms have
updated their restrictions on data extraction due to various
privacy related reasons, personal archiving method is not
practical. Therefore, the preferred method for this proposed
solution is scraping.

Bayesian classifiers are statistical classifiers. They can
predict class membership probabilities, such as the probability
of a given sample belonging to a particular class. Bayesian
classifier is based on Bayes’ theorem. Naive Bayesian
classifiers assume that the effect of an attribute value on a
given class is independent of the values of the other attributes.
This assumption is called class conditional independence. It is
made to simplify the computation involved and, in this sense,
is considered “naive” [13]. Naive Bayes method recommends
hashtags by observing the content produced by the target user.
In this paper it proposed to use Bayes model to estimate the
probabilities of using different hashtags. Using this method,
hashtags which are used by posts that has similar content can
be identified [14].

The Natural Language Toolkit is a suite of program
modules, data sets, tutorials and exercises, covering symbolic
and statistical natural language processing. NL TK is written
in Python and distributed under the GPL open source license.
Over the past three years, NLTK has become popular in
teaching and research [15]. In the proposed research
application, Naive Bayes classifier allows to classify the
generated hashtags based on the analysis that given by the
specific algorithms that trained using large training data-sets.

I1l. RESEARCH GAP

Currently, there are few hashtag generating applications
which can fetch hashtags only for a given input text. The
current platforms do not facilitate users to generate hashtags
based on images, paragraphs and/or URLs. Hence the user has

Vol. 9, No. 9, 2018

to manually search for hashtags through the existing
applications. Existing applications has a collection of hashtags
which rarely updates with time. As a result, a precise decision
cannot be made whether the fetched hashtags are trending or
not. Therefore, the hashtags offered by these applications are
mostly outdated and have a less tendency for the user to
achieve the expected reach for his publications. Furthermore
the user is unable to sort out the suggested tags according to
the targeted audience. This is a major disadvantage for
corporate users that use social media as a mode of advertising
platform for their purposes and digital marketers as well as the
personals that are involved in social commerce. The next
identified gap is the current applications are unable to
guarantee the authenticity of the seller uploaded content.
Seekmetrics, All-hashtags and Hashtagify are few names of
above mentioned applications which can generate hashtags
only for a small text input. When the text input is heavy, the
accuracy of the performance drops to a recognizable rate.

Trending Hashtag Generator and Content Authenticator
covers all the gaps identified in the existing applications
mentioned above.

IV. METHODOLOGY

A. Analysis and Requirement Gathering

The analysis phase was focused on gathering information
about the existing systems and analyzing the weaknesses and
strengths of the respective systems which lead to the concept
of developing the new system. Requirements of the new
system were clearly understood during the analysis phase. The
research team identified main users of the ‘“Trending Hashtag
Generator and Image Authenticator’ are social media
marketers, promoters and their target audience. After
conducting a survey, the research team found that more than
70% of online marketers use hashtags to promote their content
and majority of them were not satisfied with their audience
reach even after using social media platform audience tools.
60% of online marketers and promoters were using existing
systems to find matching hashtags for their content. Authors
came into a conclusion that an efficient system which analyzes
the content and generate "real time trending hashtags™ would
assist the online marketers and promoters to get the audience
reach they expect.

B. Implementation

The overall system was developed and built during this
phase. The system architecture is mainly divided into four
main components.

As depicted in Figure 1, authors are following a sequential
approach to implement the proposed solution. Figure 1 also
illustrates the type of output expected from the proposed
solution.
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Fig. 1. System Architecture Diagram

C. System Components

1) Image Authentication using Metadata

In this process, the content authentication will be ensured
with the usage of metadata. The metadata will be extracted
with the aid of java libraries and subjected for an appraisal.
The main metadata tags that will be extracted will be the make
of the camera, model of the camera and the tags that will aid
in locating the geographical location and the serial number.
The appraisal will be done based on a defined criteria that will
aid in finding the authenticity of the uploaded image. This
criteria will be mainly based on the quality of the Metadata.
Based on the appraisal, a rating will be provided to the user
and it will be provided based on predefined assumptions.

These assumptions are created based on the targeted
audience which are social media influencers and commercial
users. Once the user gets the rating, the user will be provided
with an option to accept the rating or to request for a re-
assessment and provide any justification if required if the
rating is not in a satisfactory level. Once the rating is accepted
the user can move on to the next phase.

2) Image Feature Extraction

The main objective of this process is to identify if the user
uploaded images are already existing in the internet. The
image feature extraction process is done based on the scale-
invariant feature transformation which is used to detect and
describe local features in images. Correspondingly speeded up
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robust feature techniques are used for object recognition,
classification and image regression. Feature extraction is done
using the images that are harvested from a web crawler and to
the images that gets uploaded by the publisher. Once both
features are extracted they will be compared to get a match.
The feature extraction process will recognize interest points of
the image and the RGB values will be compared. This
matching process depends on the Euclidean distance between
the interest points of the two images.

3) Text Analysis

This process is based on Natural Language Processing
(NLP) and Machine Learning (ML). Python is used as the
programming language. If the user inputs a URL which he
needs to generate hashtags, the text content in the respective
URL is fetched removing all the HTML markup elements and
other unnecessary items. Using NLP libraries, stop words and
punctuation marks are removed. The repetitive words are
removed along with the canonical form of words. After above
processes, a list of important keywords are generated. Nouns,
verbs, pronouns etc. are separately identified. The nouns are
then analyzed and automatically categorized into unique
topics. This process is known as Topic Modeling or Latent
Dirichlet Allocation (LDA). A unique ID is allocated to each
topic and the relevant topic model is compared with a
manually created dataset (1000 keywords and similar words
related to each keyword). This process is carried out using
cosine similarity algorithms which is commonly used in data
science domain. The final result is a recommender system
which is an application of machine learning which
recommends related, most matching keywords for the
generated words in LDA topic model. The generated
keywords and recommended keywords are then passed in
order to generate hashtags. The ultimate target in this phase is
to automatically suggest many keywords as possible to user so
that the system will generate various hashtags which are
relevant to the user posted content. As a result, the user can
get a broad and specific target audience’s reach. Additionally,
a meaningful summary is generated using term frequency—
inverse document frequency (TF-IDF) which can be used as a
caption when a user posts a post. If the user inputs a direct
text, a similar process is carried out using NLP and ML
techniques respectively. In this case, considering HTML
elements is unnecessary.

4) Recommending Hashtags

The aim of this component is to recommend the best
hashtags for the user content. A dataset which includes
hashtags with popularity data is prepared for further
processing. Social media public APIs and web scraping
algorithms along with python is used to extract hashtags. After
data extraction, data is cleaned and converted into the desired
format. The respective dataset is divided into two datasets
where the first dataset is to develop the solution and the other
dataset is to test the model. With respect to image analysis
process, since image classification is a broad research area that
is not the scope of this research, Google Vision API is used to
analyze images along with existing artificial intelligence and
machine learning technologies. In this process, real time
hashtags are taken from Instagram. In order to perform the
operation, four factors are considered. Calculation of Cosine
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similarity of the hashtags and the keywords is one factor. To
perform the task, a dataset has to be prepared manually to
calculate the cosine similarity. The frequency of the hashtags
are considered within a given period along with the like and
comment count for the relevant hashtags. Then weights are
assigned to indicate the relevancy of hashtags accordingly.
Finally, hashtags are inserted into an equation to calculate the
final score. For these processes, Gensim, Numpy, Tensorflow
framework, Word2vec technologies are used. Since each
iteration helps to perform the prediction more precisely, the
training process is repeated.

5) Classification and Filtering Hashtags

This process is based on Naive Bayes Classifier and
Machine Learning (ML). The generated hashtags are filtered
into classifications to reach the ideal target audience. The
selected filter option will analyze each and every hashtag in
order to find the ideal sections of the hashtags. The related
keywords of each hashtag is analyzed using a specific
algorithm which uses Naive Bayes Classifier to generate the
results. Each category has its own unique algorithm in order to
provide the classifying results, based on the specific target
selection of the content uploader. The keyword analyzing
algorithms are based on Naive Bayes Classifier which will
provide a probabilistic outcome of the related section of each
hashtag. The classification process of the system is developed
using ML which uses scikit-learn and natural language toolkit
(NLTK). The classifying algorithms are trained using specific
data models which increases the quality of the classifying
result. According to the selected filter option, a unique
classifier algorithm analyzes the keywords in order to classify
the generated hashtags.

V. RESULT & DISCUSSION

Hashtag Generator and Content Authenticator is a web
based application that allows users to find the most popular
hashtags for user specific content to get a recognizable amount
of reach from a target audience with the content authentication
service.

The images which go through the uploading process
initially undergo the content authentication phase where the
images will be authenticated with the aid of the metadata and
feature extraction. These authentication processes are
parallelly executing. Once the authentication is done, a tag
will be shown to the audience indicating the authenticity of the
images. Afterwards, the images will be forwarded to the
image analysis component which generates a set of keywords
relevant and unique to each uploaded image. If user enters a
text content instead of an image, text will be analyzed and
important keywords are analyzed along with a meaningful
summary. Additionally, most related keywords are suggested
to the user using the trained keywords model. In the next
phase, keywords will be analyzed and relevant hashtags will
be suggested using the trained hashtags model which consists
of collected data of hashtags along with the popularity. Then
the suggested hashtags will be classified and filtered in the last
phase which allows the user to select his/her favorites based
on the interest.
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#roadbicycle #rideyourbike
#freedom #pedaloff
#fromwhereiride #cycling
#cyclist #photography #travel
#cyclingclub #cyclingphotos
#roadcycling #instabike

#skycloud #blue #beautifulphoto
#clouds #tramonto #skyporn
#tskyred #summernight
#photooftheday
#naturephotography
#mediterraneansee #skyblue

Fig. 2. System Output

In the content authentication process, the selection of
relevant images which needs to be harvested and exclude
unwanted images can be considered as a limitation as it is a
technical challenge to achieve 100% accuracy. Furthermore, a
high processing speed is required in order to compare the
features which are extracted between the images harvested and
the image uploaded, which can also be considered as a
technical limitation.

In the text analysis process, a data model (LDA topic
model) is implemented to automatically separate keywords
into specific groups. In this process, the accuracy of topic
filtering is not 100% as the current LDA topic modelling has
lot of room for improvement which is an active area of
research.

A set of hashtags with popularity domain was initially
required for the hashtag suggesting process but it was difficult
to find an up-to-date hashtag dataset with the popularity
details. The training process of hashtag model needed existing
trending hashtag dataset models. The retrieval of some
datasets which has the popularity domain from social media is
increasingly becoming difficult due to the recent social media
privacy policy changes. General Data Protection Regulation
(GDPR) changes in the European Union is a clear example for
such rule change.

In the hashtag categorizing process, though there are
infinite methods of categorizations, only a limited number of
specific categorizations are considered. Each and every
selected category requires specific algorithms which need to
be trained with unique data sets.

VI. CONCLUSION

The problem of accuracy and authenticity of the content
published by online marketers is solved. A proper guidance
can be provided to online sellers who don't have any idea
about trending hashtags and reaching the proper target
audience. The Metadata Extraction process successfully
contributes towards the verification of the authenticity of the
user uploaded content with the help of Image Feature
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Extraction process. Text Analysis phase generates a
meaningful caption to user uploaded text content and will
make sure the necessary keywords are generated and
suggested at the same time which helps the seller to get more
attention from the audience. The custom made dataset is built
to suggest keywords which goes toe-to-toe with current
marketing game on social media. Hashtag recommendation
process identifies the image and/or the keywords supplied
from the Text Analysis phase and generates relevant, real time
trending hashtags. The generated hashtags are then
categorized based on different attributes and the categorized
hashtags are suggested to the user (online marketers).

VIl.FUTURE WORKS

In the text analysis process, the recommender system uses
a manually built dataset with 1000 keywords which are
limited to the following domains; fashion, nature and travel.
The dataset can be extended to several other domains as future
works in order to cater user inputs from other domains.

General recommendations to those who are willing to
develop this system further are as follows:

e Expand the API enabling the access to 3rd party users.

e Develop the accuracy of the topic model (LDA topic
model) which suggests related keywords.

e Develop the advanced popularity
mechanism for the suggested hashtags.

prediction

e Expand the system in to mobile platforms as Android
and I10S.

e Embed the personalization in to the system. Develop
models to suggest hashtags depending on the person’s
past hashtag usage patterns.

e Expand the image authentication for wide range of
images on the internet.
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Abstract—This article is focused on the overview of
functionality of the neurons and investigation of the current
research and algorithms used for brain source localization. The
human brain is made up of active neurons and continuously
generates electrical impulses on scalp surface. The neurons
transmit the message through the dendrites called pyramidal
cells. The active parts of the brain are addressed and measured
by various neuroimaging techniques such as
electroencephalography (EEG), magnetoencephalography
(MEG) etc. These techniques help to diagnose pathological,
physiological, mental and functional abnormalities of the brain.
EEG is a high temporal resolution and a low spatial resolution
technique which yields the non-invasively potential difference
measurements between pair of electrodes over the scalp. It is
used in understanding behavior of brain which is further used to
analyze various brain disorders. EEG brain source localization
has remained an active area of research in neurophysiology since
last couple of decades and still being investigated in terms of its
processing time, resolution, localization error, free energy,
integrated techniques and algorithms applied. In this paper,
several approaches of forward problem, inverse problem and
Bayesian framework have been explored to address the
uncertainties and issues of localization of the neural activities
incurring in the brain.

Keywords—Electroencephalograph; brain source localization;
forward problem; inverse problem; bayesian framework

. INTRODUCTION

The human brain is made of 10" neurons. The neurons
pass out the message through the dendrites called pyramidal
cells so called neural activity. This brain neural activity causes
the generation of the electrical potentials over the scalp[1, 2].
The neurons’ main function is to communicate chemically and
electrically with other neurons[3]. They send the messages
from one lobe to another lobe thereby causing the dipole
currents inside the brain generated due to the stimuli or other
brain disorders. and subsequently generate the synapse, pre-
synaptic and post-synaptic actions in the brain [4]. This
section consists of the following parts:

A. Brain Neurons

The brain controls all main functions of the body. It is
composed of cerebrum, cerebellum, and brainstem[5, 6]. The
cerebrum is divided into left and right hemispheres. The
fissures or grooves, divides cerebrum into four main parts i.e.,
frontal, temporal lobe, parietal lobe and occipital lobe. The
mid-brain, pons, and medulla are interconnected with
cerebrum with spinal cord[7]. Since the neuron is composed of
cell body, nucleus, axons, nodes of ranvier, myelin sheath and
dendrites as shown Fig.1. The neuron’s structure physically
change with the passage of the time and age of the subjects
such as from infant to old [8].

B. EEG Current Dipoles

On the application of the stimuli, electricity is generated by
a particular group of neurons in the cortex so called dipoles as
shown in Fig. 2. This dipole generates the electric field and
creates potential field which is picked up by the scalp EEG
electrodes.

Synaptic Cleft

Nucleus ™

Myelin Sheath

Fig. 1. Neuron structure[3]

EEG measures the current caused by the excitations of the
dendrites of pyramidal neurons. The potential differences are
caused by summed postsynaptic potentials from pyramidal
cells that create diploes between soma and apical dendrites as
shown in Fig. 3.
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Fig. 2. Generation of current dipoles[6]

C. EEG Generators

The pre-synaptic and post-synaptic are linked through the
synapses. The neurons process the inhibitory action potentials
and then convert it into post synaptic potentials for firing other
neurons as shown in Fig. 3. The signals are superimposed
synchronized and pass from grey matter and become normal

to cortical surface thereby creating potentials on cortical
surface.

synaptic
vesicle

synaptic
bouton

presynaptic
membrane

synaptic
gap
postsynaptic
membrane

Fig. 3. Releasing ions [9]

The depolarization or excitatory postsynaptic potential
(EPSP) reduces to -40 mV in the intracellular volume. The
hyper polarization or inhibitory postsynaptic potential (IPSP)
potential difference is subsequently increased. Due to the
action of Na+, K+ and Cl- in the brain, potential difference of
70-110 mV for the period of 0.3 millisecond is generated as
shown the Fig. 4.

A—::ticip potential

Membrane
potential (mV)

Resting
potential

i 2 3 a4 5 6
time (ms)
Fig. 4. Action potential [10]
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Fig. 5. Equivalent circuits for a neuron [12]

An equivalent circuit of capacitor, resistor and potential
source is shown in Fig. 5. At rest, voltage stored between the
intra-cellular and extracellular areas is denoted by two charged
capacitors. One is assigned for potential difference between
apical dendrites side and other for potential difference at the
cell body for basal dendrite side. Action of charging and

discharging takes place between capacitors with the on and off
switch.

D. EEG Applications

EEG being a revolutionized neuroimaging technique is not
only used for helping in diagnosing pathological,
physiological, mental and functional abnormalities of the brain
but also for understanding epilepsy, schizophrenia, and
Alzheimer’s diseases. EEG is assisting in diagnosing
disabilities, hyperactivity, sleep, awakening disorders,
depression and surgery in patient with seizures. Moreover,
EEG is useful for identifying coma, brain and death problems
and locating injury, stroke, tumor, evoked potentials sources
and brain cognitive behavior. EEG is also extensively used in
investigating drug effects, aesthesia issues, brain growth and
death. It is currently being integrated with other brain imaging
modalities for better human life [11].

In the literature, there are several other neuroimaging
techniques such as MEG, ECoG. Functional MRI (fMRI) and
NIRS used in brain neurology. Their comparative analysis is
given in TABLE |. where EEG mostly seems to be most
favorable neuroimaging technique in given characteristics
such as measurement, resolution and method.

TABLE I. COMPARISONS OF NEUROIMAGING TECHNIQUES[11]
Technique Measurement Temporal Spatial | Method
Type Type (m sec) (mm) Type
EEG Electrical 0.05 10 Invasive
MEG Magnetic 0.05 5 Invasive
ECoG Electrical 0.003 1 Invasive
fMRI Metabolic 1 1 Non-Invasive
NIRS Metabolic 1 5 Non-Invasive

This article is divided into three sessions. Session | is about
the introduction of EEG source localization. Section |l covers
the EEG brain source localization approaches. Section Il
gives conclusion and remarks.
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Il.  EEG SOURCE LOCALIZATION ALGORITHIMS

The forward and inverse problems are used for locating the
sources of the brain activity. The former problem measures
potentials over the scalp of the skull whereas the later yields
sources of the activity and localization[12]. Both Techniques
are discussed in details in subsequent sections.

A. Forward Problem

Forward problem is related to measuring of the potentials
with the electrodes from the surface of the scalp and has a
unique solution as shown in Fig. 6.

pY|6,m) p(@|m) Y pata

Likelihood Prior

"J N ' Posterior Evidence
pO|Y.m)  p(Y |m)

(] Parameters
Inverse Problem

Fig. 6. Forward problem [12]

The grey matter as shown in Fig. 9. is composed of
pyramidal cells which forward the currents to scalp surface
through the apical dendrites with 2 milli-second duration.
Orientation of the neurons causes the superimposing and
cancelling out the electrical signals. Since neural activity is
neither the static and nor the dynamic and therefore it is called
quasi- statics conditions [13]. The Poisson's equation
containing the divergence operator relates the potential
difference, and current densities of the volume of the brain i.e.

V.J =lim[|]JdS

G-0
oG

This integral model represents the complete spherical
shape of the surface and volume (G) where the flux in is
negative and flux out is positive. Its current density form is

represented by V.J = | . Lines represent the flux caused by

the currents and potentials generated in the volume[14] as
shown in Fig. 7.

Fig. 7. Current density with equip-potential lines[12, 15]
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The human head is composed of the isotropic and
anisotropic tissues. The conductivity causes electric currents.
The skull is made of spongiform layer, skull and scalp and
composed of biological and chemical tissues [16] which
affects the current flow from cortical surface to scalp. [17].
The skull consists of three layers such as a spongiform layer
and two hard layers as shown in Fig.8. The conductivity
tangential to the skull surface is 10 times larger than the radial
conductivity.

G intercellular
| region

hard layer

spongiform
layer_,

Fig. 8. Brain conductivity tissues [18].

The white matter has 9 times greater conductively than
grey matter due to structure of the cells. The watery tissues
have a greater conductivity. The several models of isotropic
and anisotropic conductivities are incorporated in the forward
problem to address the issues of the conductivities.

Gray matter White matter

Fig. 9. Grey and white matter[7, 9]

Faraday’s law gives zero results due to quasi-static
conditions that is V x E = 0. Potential and electric fields with
the gradient operator is given as E= —VV. The negative sign
reflects electric field direction. The human head is composed
of the different types of the layers. As the outer layers of the
human are scalp and air. As there is no current that flows in
the outer layers due to air which is non-conducting material.
Therefore, the current density inside the outer air layer is zero.
The current dipole of pyramid cells has the same current flown
in and flow out. The dipole has six parameters including three
translational parameters and three spherical parameters with a
unit vector at a pint in the source space between two
monopoles as shown in Fig. 10.

Fig. 10. Dipole parameters [12]
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Fig. 12. Realistic head model[24]

The human head is a sphere and is composed of the
conductivity tissues of skull and scalp. It is made of three
concentric circles representing each circle as a layer [18]. Its
conductivities are modeled in terms of radial and tangential
layers[19]. The prolate and oblate spheroids or eccentric
spheres are modeled and discussed in the literature. The Berg
approximation [20] represents a single-sphere model for a
three to four layer sphere model for increasing the
computation and geometry accurateness [21, 22]. Simple head
models are single layer spheroid models which are simple, fast
and accurate one. The realistic head models with complexity
are more numerical and realistic such as boundary element
method (BEM)[19] and finite element method (FEM)[14, 23].

The realistic head models also called numerical models
(Fig. 12) in computational time are higher than multi-layer
spheres or analytical models (Fig. 11) due to formation of
thousand pieces [25]. A good approach between spherical
head model and realistic head one is counted a good quality
of sensor-fitted approach i.e. exact on the location of the
activity[26].

The BEM numerical technique calculates the surface
potentials produced by current sources located in a piecewise
uniform volume formed with isotropic conductivities
structures [9, 27]. The pieces are made in such size that they
are so small for yielding isotropic conductivities[28]. There
are three boundaries with the three layers in spherical model.
Each layer is put into pieces and is computed with small
boundary elements. The distances of the layers from brain,
skull and scalp to the center positions are 8 cm, 8.5 cm and 9.2
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cm, respectively[29]. Each layer is digitized in triangles, for
computing the potential at its center (see Fig 13 and 14).

The Green's first identity for integration is implemented to
solve Poisson's equation in a realistic head model is the finite
element method (FEM). The 3D volume conductor is digitized
into small elements as shown in Fig 13 and Fig 14.

Fig. 13. Meshes of human head[14]

Fig 13, illustrates 2D volume conductor digitized with
triangles and Fig.14 states the mesh in 2D coronal slice view
only. In summary, forward problem for brain source
localization covers all the algorithms and theory related to
scalp, conductive medium and measuring potential differences
techniques.

Fig. 14. Mesh in 2D coronal slice[12, 15]

B. Inverse Problem

The inverse problem is an ill-posed and non-unique
problem due to a reason that there are infinite dipoles inside
the cortical conductor and limited number of the electrodes
over scalp for fitting the data causing the uncertainties.
Generally, true model in inversion problem consists of
estimation problem and appraisal problem [15, 30] (see Fig
15).

Forward
Problem

True Model

Estimated Model . .
Estimation

Problem

Appraisal
Model

Fig. 15. Inversion problem of physical model [46]
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Two methodologies such as equivalent current dipole
(ECD) for limited areas for underlying neural activities and
linear distributed for whole volume are assumed for current
source densities. [31, 32]. Several algorithms have been
developed with a minimum of localization error and high
resolution and less computational time. The hierarchy of the
inverse solutions and their history are shown in Fig.16 and
Fig. 17. respectively.

The minimum norm estimation (MNE) estimates sources
with 1 cm resolution [15]. It yields predicted information and
provides better localization with increasing the number of
magnetometers. It gives good resolution and current
estimation. It provides improved localization error.

The  low-resolution  electromagnetic ~ tomography
(LORETA) estimates all active, neighboring and boundary
areas. It not only yields good time resolution but also provides
the poor spatial resolution of the blurring images. Further, it
yields less errors and used for depth sources. LORETA and its
family use the current source density for reconstruction.

The focal underdetermined system solution (FOCUSS) is a
tomographic reconstruction scheme. It is high resolution non-
parametric technique. It has a good spatial resolution.
FOCUSS is used for deep source localizations._Recursive
Multiple Signal Classification (Recursive MUSIC) [33] is a
modified form of a RAP MUSIC. It yields less error of
localization and is easy for processing of computation. It can
face the situations where there are constraints or limits.

sLORETA

Iinirmurm Morm

LORETA

Original
Algzorithims

eLORETA

FOCUSE

Recursive Music

Hybridweighted
Minurnurm Marm

Recursive
sLORETA-
FOCUSS

Irwverse Problem

Hybrid
Algzorithims

WMMN-LORETA

shrinking
LORETA-FOCUSS

Ernpirical Bayes

Bayesian

Appraoch RehiL

ISP

Fig. 16. Solutions of inverse problem [15]
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| | LORETA- | { FoCUSS- | | MUSIC-
MNE - 184 1994 05 [ 1
Repdsic- | | storera- | | Smkse | 1w
1999 002 LORETA- s
o FOCUSS 2003 2
Recursive .
Multiple
eLORETA WM SLORETA- 3
007 [ {LORETA2008 [ FOCUSS [~ Sparse Prors
08 2008

Fig. 17. History of solutions of the inverse problem [15]

The hybrid weighted minimum norm (HWMN) [15] is the
modified form of LORETA [34, 39], FOCUSS [35] and
WMN [15, 36], It yields the smoothness with a long
processing time and therefore losses data while computing.
The standard LORETA (SLORETA) [40] vyields uniform
variance across the whole brain volume and yields zero
localization error. The results are verified on experimenting on
6430 voxels with having 5 mm spatial resolution. It has an
exact localization with a zero error. Exact LORETA
(eLORETA) [25] vyields the variance of unity. All its
simulations are based on LORETA software where zero-bias
creates zero-localization error. Its weight matrix yields correct
value with minimized error (12 to 7 mm). It has also the
access of the touch to deep sources. There are some
comparative studies for SLORETA and eLORETA[37].
WMN-LORETA experiments are carried out through by both
simulation and experimented basis with 138 electrodes.
Firstly, resolution matrix is designed. In these experiments
such as conditions of identity matrix are achieved. However,
error is subsequently reduced and accuracy is enhanced with
less execution time. In Recursive SLORETA-FOCUSS,
SLORETA gives smoothness whereas FOCUSS gives sparse
solution and increase localization error with 494.03 mm when
experiments are conducted. Its processing time is reduced to
330.45. Shrinking LORETA-FOCUSS a derived from
LORETA and FOCUSS. It has the complexity of the weight
matrix and iteration performance due to which it takes a time
for processing. It provides good smoothness with low
localization error. The sources construction with high spatial
resolution is achieved. It uses LORETA and current densities
for smoothness thereby subsequently weight matrix is
computed. Summary of the inverse methods and their
comparison are given in Table Il and Table I11.
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TABLE II. SUMMARY OF INVERSE METHODS[10, 15]
Method Characteristics/Comparison

e It has good resolution and current estimation and
yields good localization error as compared to

MNE([15, 38] LORETA, WMN etc.

e |t fails for deep source localization and is
incapable of localizing non-boundary sources.

e Itis popular due to source localization and

LORETA citations.
[39] e However it is incapable of improving low spatial
localization.

e Ityields poor stability and blurriness in the
mage.

SLORETA [40] o ltis a de_rived from LORETA and yields better
localization.

e |t has poor resolution and poor performance for
recovering multiple sources

e |tis derived method of LORETA and gives
authentic results in localization and handles the

eLORETA[25] issue of variance very well.

e Its low resolution and blurring in images
increases.

e lts possibility of sources localizing is on edge
and deep areas.

e It yields spatial variations in good quantity.

FOCUSS[38] e Itis crucial to bring out the features of the brain
activity due to its low resolutions and
blurredness.

e Itisaderived from MN and LORETA and
provides better estimation.

e Ituses LORETA and WMN for better
estimation.

HWMN[15] e |t takes more iterations for more accurate, deep
localization and less errors.

e |t takes a large processing time.and these is a
possibility of the loss of data due to continuous
iterations and weight matrix involvement.

shrinking e Itisderived from LORETA and FOCUSS.
LORETA- e Its results are not experimentally validated.
FOCUSS[41] e It provides better minimized localization error.

e It yields less localization error.

MUSIC[33] o However, it takes a large processing time but
there is a chance of the loss of the data.

e It yields good localization error but it takes a
large processing time.

ﬁé]P_MUSIC e There are chances of the loss of data.

e However, its random error and noise problem
increase the issues of its processing.

WMN- e It yields better resolution if compared with
LORETA [15] LORETA and WMN separately.

sl?fcc)lgsEl'\I{; . IIt is an e_fficient in terms of processing and less
FOCUSS [15] ocalization error.

TABLE Ill.  COMPARISONS OF INVERSE METHODS[15]
Method Resolution | Time Validation
MNE low high experiment
LORETA low high experiment
FOCUSS low low experiment
Recursive MUSIC good low simulation
SLORETA low high experiment
Shrinking LORETA-FOCUSS | low low simulation
Hybrid Weighted MN low low simulation
eLORETA low high experiment
WMN-LORETA low low simulation
RecursivesLORETA-FOCUSS | low high simulation
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LORETA vyields good localization error and estimated
current density whereas the Shrinking LORETA- FOCUSS
yields energy error, localization and maximum energy error.
SLORETA- FOCUSS provides excellent localization error in
simulations whereas recursive SLORETA-FOCUSS provides
better processing time, accuracy and more accurate results.
WMN-LORETA is a best method in terms of time processing
and resolution.

This was the summary of the approaches and their
comparative analysis used for ill-posed inverse problem.

C. Bayesian Approaches

This approach has a vital role in source localization of the
brain. Inversion scheme primarily consists of Bayesian
approach. Much efforts are made to put the theoretical and
mathematical approaches into empirical and experimental
practices to locate sources of the underneath neural
activities[43]. The optimized estimations are based on
posterior and priori procedures called the Bayesian approach.
EEG source localization depends on the estimation of priors or
patches selected from parametric Bayes (PEB) so called
empirical Bayes[44]. PEBs are simple parametric hierarchical
linear models and parametric assumptions involve the
randomly addition of Gaussian noise at each level[45]. The
source space basically generates the data. The background of
using this function is to limit on log-evidence or Likelihood by
using Gaussian process priors on different models so called
priors or covariance components of given measurements and
best model automatically is selected from the hyperparameters
by enforcing the conditional variances to minimum value [46].
The quality of using free energy and restricted maximum
likelihood (ReML) are to get the grip on covariance
components and hyperparameters [45]. These methods form
an inversion scheme which helps in selection of the optimized
priors either from sparse priors or distributed priors provided
the nature of the data obtained. There are the definitely
benefits for using inversion scheme such as it is fast and
consists of the linear models for both said priors [47]. The
empirical Bayes provide the best quantifying and relative
information of spatial priors and accommodate multiple priors
for the provision of more accurate source of the reconstruction
of neural activity [48]. In empirical Bayes, different
combinations of the priors so called sets of the models, are
selected through the method of the model selection. The best
utilization of ReML as  log-likelihood is to bring
improperness in using parameters of the hyperparameters [49].
Selected model is defined in terms of the covariance
components.

Inversion scheme [50] is applied to the evoked highlighted
neural activity by applying free energy bound or log-evidence
of marginal likelihood or ReML objective function. The
benefit of using ReML is that optimization can be carried out
by selecting a specific model of covariance components from
measurement of data irrespective of increasing the size and
number of the resources. Empirical priors are the source
estimated priors which can be observed during the desired
pattern of the brain neural activity observed through EEG
responses[51]. Its mathematical form is described as
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N

Q:ZhiCi where priors are basically the components,
i=1

partitions or the models which have large variances so called
hyperparameters which are further spitted-up into a small
group of the patterns called covariance components [52]. The
evidences of the highly active regions of the neural activity
with the local and compact support can be modelled as source
priors. In Bayesian approach, the prior source covariance
which are counted as weighted sum of multiple prior
components are called as empirical Bayes as available in the
literature as priors for source reconstruction[53]. The highly
optimized combination of the compact and desired higher
neural activity priors of the desired regions can be evaluated
through evidences such as using Bayesian model approach.
Hyperparameters have large variances. The variety of EEG
responses can be observed though EEG responses. Such
extreme situations can be addressed through minimum norm
constraint and ARD solutions. The Bayesian model approach
provides the log-evidences and Greedy search[54, 55] is
iterated on evident provided patters or components for
efficiently splitting the highest hyperparameters of the highest
variances into two or more new components or partitions so
called models[45]. Such iteration is repeated until the
evidences are stopped for increasing and optimized results are
obtained[56]. In a nutshell, both the greedy search and ARD
schemes are used for optimizing the neural activity of EEG
source localization.

In parametric empirical Bayes (PEB) [57], several models
of the source neural activities are estimated. These are
experimentally or empirically selected from the different
regions of the brain. The empirical priors on the sources are
given by [58, 59]: There is a variety of picking up the priori
models of neural activity. The closed and compact neural
activity priors are particularly paid attention These are also
known as model correlated sources[60]. Any groups of priors
can be enhanced or compared with one another’s evidences so
called Bayesian model comparison.

A greedy search (GS) that splits highest variance or
hyperparameter into more than two components and
subsequently optimized parameters. This action is iterated
until its evidence stops increasing [49]. In Automatic
relevance determination (ARD) one can start with one
component per pattern and use ARD to eliminate other unused
and unnecessary patterns. Inversion Scheme [50] is
comprised of MN, IID, LOR and other MSPs. Specific
designed M weight matrix which is also called mixture matrix
as covariance components are used for optimization of
estimating the reconstruction of the neural activity with the
current density. In this scheme at sensors levels and noise
levels optimized techniques are used for maximizing the
current density [61].  Minimum norm (MN) Model is

represented byQ° =1. This model asserts that all sources are

active, with equal a priori probability and that none are
correlated [50, 57]. Coherence (COH) model is a realistic
model with two components modelling independent and
coherent sources respectively. Multiple sparse prior model is
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represented by components such as Q° = {qqu,...,quL}
modeling activity in N patterns[57, 62].

1. CONCLUSION AND REMARKS

In this article, several approaches of forward problem,
inverse problem and Bayesian framework have been explored
and discussed for EEG brain source localization in terms of
their computational time, localization error, energy error,
resolution etc. An EEG brain source localization not only
yields the complete solution of understanding brain
abnormalities, mental diseases and cognitive brain actions but
it also provides the best spatiotemporal solution of diagnosing
the disorders of the brain such as epilepsy and tumors etc. The
forward yields only potential measurements on the scalp
which are calculated through the electrodes and efforts are
made to remove the noises from the signals due to
uncertainties of the three layers or mediums, coupling of the
cortical surfaces and environmental noises or stimuli and
electrodes used for experimental purposes. EEG minimum
norm and listed LORETA family algorithms used for ill-posed
inverse problem subsequently yields the good results in terms
of resolution localization error and computational time of the
active brain sources. Bayesian framework involves the
optimized selection of the patches of the surface or volume of
the cortical surface or head. Multiple sparse priors (MSP)
algorithm-based Bayesian algorithm is targeted for
optimization of the source localization. ReML, Greedy search,
ARD and Coherence approaches are used as optimization
techniques in terms of giving out the good results for the
maximum free energy. The uncertainties such as unnecessary
active regions or patches, unnecessary equivalent current
dipoles or unnecessary coupling of neighbor regions of the
brain are surely removed to reach out at the exact active brain
region for giving a maximum energy as discussed in Bayesian
framework. However, there still more work is required on
solving the forward problem and ill-posed inverse problems.
There is a need of using exact analytical or numeral head
models required. Conductivities and noise issues are yet to be
improved by using the new techniques or algorithms of
computational methods. The new integrated neuroimaging
techniques with robust algorithms are yet to be worked out for
giving better results in terms of spatiotemporal resolution,
localization error, less processing time or even free energy.
The multiple source prior technique seems to one of most
advanced techniques which is capable for finding the most
optimized source localization by removing unnecessary
patches or their repetition.

This was an entire overview of EEG signals-based source
localization. Future study will deeply be extended to cover
their latest research and mathematical background which will
surely will cover all the issues in optimizing the results of the
brain source localization using EEG signals.
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Abstract—This work proposes an energy-saving protocol for
wireless sensor networks (WSNs) using fuzzy logic and grids
with two-dimensional techniques, namely, gravity and energy
centers, to address the pressing issue of energy efficiency in
WSNs. The optimal cluster head is chosen in two stages of the
proposed protocol to prolong the network lifetime and reduce the
energy consumption. The proposed protocol evaluated the
cluster-head radius according to the residual energy and distance
to the base station(BS) parameters of the sensor nodes. The
proposed scheme shows better improvements than other related
protocols as it extends the lifetime of Two Dimensional
Technique Based On Center of Gravity and Energy Center
(TDTCGE) protocol by 54¥% and saves more energy. Fuzzy
inference engine (Mamdani’s rule) is used to elect the chance to
be the best node. The results have been derived from matlab
simulator which shows that the proposed protocol performs
better than the TDTCGE protocol. Simulation results show also
that our protocol offers a much better network lifetime and
energy efficiency than other existing protocols.

Keywords—Fuzzy logic; fuzzy inference engine; first node die;
last node die; energy efficiency; lifetime

. INTRODUCTION

Wireless sensor networks(WSNs) are generally utilized in
diverse fields, which incorporate catastrophe aid projects and
programs for agribusiness and social insurance [1]. In any
case, its most predominant application is for getting data for
savvy gadgets that make up inescapable sensor networks that
are generally embraced in structures, homes, and transport
and modern frameworks. A WSN is made of individual
nodes/sensors that respond to physical parameters in its
condition. Be that as it may, these nodes here and there rely
upon batteries rather on a wired power supply [2]. Given the
by and large long activity time in WSNs, such reliance
represents an issue, especially as far as the energy
productivity of correspondence protocols. In any case, such
case isn't constantly watched, as different applications may

+The authors are with University Putra Malaysia (UPM) ,Malaysia.
* Corresponding author

organize the precision of results over is-sues in power supply
[3].A WSN comprises of various arbitrarily or consistently
circulated nodes in a sensor field. These nodes are utilized to
screen physical conditions, for example, weight and weight on
objects, since they can communicate with their condition by
detecting outer physical parameters. Nodes and cluster heads
(CHs) use Fuzzy rationale, which is a less perplexing
legitimate framework, based on Fuzzy factors and if-then
rules[6].The proposed protocol will be contrasted and the
accompanying past protocols: TDTCGE [7] This protocol
utilizes two dimensional techniques (Computes the Center of
Gravity for every Grid and Computes the energy Center) to
choose the ideal node as a Cluster head by which node is the
closest to one of these Centers. The TDTCGE protocol takes
care of the issue related with separation and how much more
distant the cluster head from the Base station. In any case, it
doesn't address the issue of sit without moving tuning in. The
consequences of this protocol endorsed that this protocol
enhanced the existence time and the energy utilization .In
CRCWSN [8] this protocol utilizes two unique techniques for
choosing cluster head (CH) that has been at first utilized by
hereditary calculation and re-clustering strategy. This protocol
thinks about separation and energy parameters. Contrasted
with a few other proposed protocols, this protocol made a tar-
get work that is more enhanced. It has a mix of chromosomes
and timing of age rehash has been finished utilizing another
strategy. The CRCWSN is productive and have more life time
with diminishing age rehashes contrasted with past
comparable techniques. Suitable cluster head (CH) race is one
such issue, which can lessen the energy utilization
dramatically[11]. In this paper we will utilize Fuzzy rationale
clustering techniques in WSNs utilize Fuzzy rationale
measure's for blending diverse clustering parameters to pick
ideal cluster head to choose Cluster Heads[10].constrained
energy is a conspicuous element for wireless sensor networks.
Since the radio handset ordinarily expends a greater number
of energies than some other equipment part on a sensor node,
it is of awesome significance to plan energy advanced steering
calculation to draw out network lifetime[12].The rest of this
article is composed as take after. In Section 2, we present the
Network model of wireless sensor networks. In Section 3, we
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present the star presented protocol in detail. In Section 4, we
present our reenactment show and investigate the relative
assessment after effects of the proposed plot through
reproductions. At long last, a few conclusions are given..

1. LITERATURE REVIEW

The proposed protocol is contrasted and the TDTCGE [5]
protocol.

*Two-Dimensional Technique in light of Center of Gravity
and Energy (TDTCGE) [5]

This protocol utilizes two-dimensional strategies. The
focuses of gravity and energy for every framework are
processed. The ideal node is chosen to be the cluster head
(CH) in light of the fact that this node is the closest to one of
the focuses. The TDTCGE protocol tends to the separation
issue, especially the separation of the CH from the BS. In any
case, the issue of sit out of gear listening is ignored. The
aftereffects of this protocol demonstrate that both the lifetime
and energy utilization are upgraded.

Fuzzy CLUSTERING ALGOROTHMS(FCA)[13] Some
of the clustering calculations utilize Fuzzy rationale to deal
with vulnerabilities in the WSNs. Fundamentally; FCAs
utilize Fuzzy rationale for mixing distinctive clustering
parameters to choose cluster-heads. They appoint
opportunities to speculative cluster-heads as indicated by the
defuzzified yield of Fuzzy if-then guidelines. The provisional
cluster-head turns into a cluster-head in the event that it has
the best shot in its region.

Energy aware distributed dynamic clustering protocol

Using fuzzy logic (ECPF) [9] is another fuzzy approach
based algorithm for WSN. ECPF has two stages: setup and

steady state stage. CH race and cluster development will occur.

In setup stage. TDMA outline age and information gathering
Occur amid the steady state stage. Node degree and node
centrality are the two information variables and fuzzy expense
is the yield variable. Every node in the system will sit tight for
a postpone time which is contrarily relative to its lingering
energy. After lapse of defer time, if a node does not get any
provisional CH message from its adjacent nodes, at that point
it communicates a provisional CH message containing its id,
fuzzy cost, and its status as provisional CH. if a node does not
receive any tentative CH message from its nearby nodes, then
it broadcasts a tentative CH message containing its id, fuzzy
cost, and its status as tentative CH. If there is no other node
within its cluster range with lesser fuzzy cost value, it declares
itself as the CH and broadcast final CH message within its
cluster range.

This protocol enhances LEACH protocol utilizing Fuzzy
Logic (LEACH-FL)[14], which takes battery level, separation
and node density into thought. The proposed technique has
been demonstrated improving a determination by examination
reenactments utilizing Matlab contrasted and LEACH.

Fuzzy Logic Based Energy Efficient Clustering Hierarchy
for No uniform Wireless Sensor Networks (FLECH) [15]This
Protocol contributes a novel clustering calculation: Fuzzy
Logic Based Energy Efficient Clustering Hierarchy (FLECH)
for non-uniform WSN. The clusters in FLECH are made

Vol. 9, No. 9, 2018

utilizing appropriate parameters which builds the lifetime of
the WSN. Fuzzy rationale in FLECH is astutely used to join
essential parameters like residual vitality, node centrality, and
separation to BS for choosing best appropriate nodes as CH
and builds the network lifetime. The reproduction results
unmistakably show the lifetime increment by FLECH over
different calculations and its energy preservation per round of
information gathering in the network.

1. WIRELESS SENSOR NETWORK MODELS

A. Network Model

For this examination, we arbitrarily convey N sensor
nodes in an observed zone and accept that the sensor network
has the accompanying qualities:

1) The situation of the BS in the sensor network is settled.

2) All nodes are heterogeneous and stationary and have
diverse beginning supplies of vitality.

3) All the nodes are arbitrarily conveyed in the objective
zone, and each can build up an association with the sink.

B. Energy Consumption:

Drain [4] incorporates a first-arrange radio model that can
be used for computing equipment energy dissemination. For
relative purposes, this paper utilizes a similar model. In this
model, the energy consumptions of radios for sending and
accepting information are both communicated as Egp; the
free space and the multi-path blurring channel models with
particular intensifying lists € fs and € mp are utilized; the
energy utilization of information combination is indicated by
Epa. The energy spent by a node that transmits a I-bit packet
over separation d is figured utilizing the Heinzelman display.
This model expresses that for every node to transmit L bits of
information a separation d from itself, E; energy is expended:

1) The energy required to get L bits of information
squares with

2) The parameters are characterized as takes after:

dO: hybrid separation

Eelect: energyimportant for actuating electronic circuits

€mp, €fs: affectability and clamor in the collector,
individually.

V. LIMITATION OF THE TDTCGE THAT FLG PROPOSED
PROTOCOL WILL SOLVE

TheFLG-proposed protocol will be compared with the
following protocol: as TDTCGE. This protocol uses two-
dimensional techniques (Computes the Center of Gravity for
each Grid and Computes the energy Center) to select the
optimal node as a Cluster head by which node is the nearest to
one of these Centers. The TDTCGE protocol didn’t solve the
problem of the radius distance for each node but it minimize
the distance only between the cluster head and the Centers
which it’s not enough. However, it is of great importance to
design optimized routing algorithm to minimize the radius
competition and prolong the lifetime of the FND (First node
die).
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V. PROPOSED PROTOCOL

Rule Base |

Input
| Inference

” output
—= Fuzzifier . —>
Engine

— DeFuzzifier

Fig. 1. Fuzzy logic process

The following four steps of fuzzy logic are used in the
fuzzy inference system to compute chance values as shown in
figure 1.

1) In fuzzification, crisp input data are translated into the
fuzzy set value required by the inference engine.

2) In rule evaluation, a set of fuzzy rules is defined to
characterize the dynamic behavior of the system.

3) In aggregation, the inference system draws conclusions
from the fuzzy rules and sends the output to the defuzzification
unit.

4) In defuzzification, fuzzy sets are mapped into a space
of crisp sets.

In our study, we used fuzzy logic to elect CHs, which are
selected from a nine-grid BS. In each round, the BS transmits
its clustering node information to the member nodes in the
nine grids. During CH election, the BS determines three fuzzy
sets, namely, the distance between nodes, the distance
between nodes and the BS, and the residual energy in each
node.

WaN

Ds_BS
MMemdani |
|
Ds_Nodas l
_ Chanees (7)

17 Rules

Rs Energy

Fig. 2. Model of fuzzy system
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Given that fuzzy logic is used, the BS elects CHs
according to fuzzy rules. The BS, in which all clustering
decisions are derived, then broadcasts the results to the entire
network. Using the three criteria, the BS obtains highly
precise CHs because its strength is greater than that of normal
nodes and it has knowledge of the entire network.

Three criteria in fuzzy CH election (distance between
nodes, distance between nodes and the BS, and residual
energy in each node) as shown in figure 2, 3,4 and 5.

In the calculations of the radius between nodes, the FLG-
proposed protocol utilizes residual energy, along with the
parameter that measures the distance between nodes and BSs
and the distance between two nodes. The residual energy of
the CH may be reduced by minimizing the service area. This
reduction in residual energy then prompts a change in
competition radius; otherwise, the

1

| //l
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M g "/
B Y
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Fig. 3. Fuzzy input variable of distance between nodes

1/ \/
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Fig. 4. Fuzzy input variable of distance between nodes and BS
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Fig. 5. Fuzzy input variable Residual energy for each node

They are added to each grid by calculating the formula for
each center. The gravity center represents the average point of
the object weight [7]. In figures 3,4 and 5 illustrates Fuzzy
inputs variables which enter to the interference engine.

Fig. 6. Center of gravity

Figure. 6 shows the two-dimensional gravity and energy
centers. The center of gravity for two points is determined as
follows:

Sum (X_coordinate(node) * node_mass)/node_node)

®)

Sum (Y_coordinate(node) * node_mass)/node_mass)
9)

The proposed protocol comprises the setup and steady-
state phases. In the setup phase, the network is separated into
nine grids/clusters. Each grid/cluster comprises two centers
(center of gravity and energy

Table 1. Decision-making criteria for optimal CH
center), one CH, and several

Xgc = (xIm1 + x2m2)/(m1

+ m2) 4
Ygc = (yIml + y2m2)/(m1l
+m2) 5

Vol. 9, No. 9, 2018

The following formula is used in the case of more than
two object masses:

Xgc = Sum(X_coordinate(node) * node_mass)/
AllMass (6)

Ygc = Sum(Y_coordinate(node) * node_mass)/
AllMass (7)

To find the energy center for each grid, the energy center
for two points or more is calculated as

Sum (X_coordinate(node) * node_mass)/node_node

®)

Sum (Y_coordinate(node) * node_mass)/node_mass
9)

A. Fuzzy Ranking System

The proposed protocol comprises the setup and steady-
state phases. In the setup phase, the network is separated into
nine grids/clusters. Each grid/cluster comprises two centers
(center of gravity and energy center), one CH, and several
nodes with different energy levels. The setup phase comprises
two stages for electing nine CHs: (i) initial fuzzy ranking
system election and (ii) fuzzy logic with two-dimensional
centers.

Using the fuzzy logic system, the BS ranks the nodes,
measures the distances between nodes, and identifies the most
energetic node.

As shown in figure 7, The BS selects the first nine nodes
with the highest amount of remaining energy as CH
candidates after using Tablel DecisionMaking.

Percentage
- Resedual

By 5.

=

40

El ‘ 025 ﬂ..i ﬂ.?l‘.‘n 1
Tnial Energy

Fig. 7. Shows the nodes with the highest ranks based on the residual energy
criteria; for 100 nodes, the ranking system ranges from 25% to 85%.
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Fig. 9. Rank of nodes based on distance to the BS

The BS selects the optimal CH according to the three
criteria: distance between nodes, the distance between nodes
and the BS, and the residual energy in each node (Table 1).

As shown in Figure.8 shows the nodes with the highest
ranks ranging from 50% to 67% based on their distance to the
BS.

In each round, the proposed protocol involves 9 CHs, 100
nodes, and 1 BS. Thus, the distance from a node to the BS =
distance from the node to the (candidate CHs) x distance from
the candidate CH x BS. BS = (100 x 9 x 1) = 900.

Finally ,as in figure 9, for the first stage, the BS selects the
top nine CHs with the highest percentages of 83%, 80%, 80%,
79%, 77%, 76%, 72%, 71%, and 67%. The selection is based
on the ranking of residual energy and the distance between
nodes and the BS.

Vol. 9, No. 9, 2018

B. 3Fuzzy logic with Gravity and Energy Centers for Other
Rounds

In the second stage, the nodes are randomly distributed
within the grids. Then, CHs are elected by the BS on the basis
of the two-dimensional centers. A node is selected as a CH if
it has the shortest distance to the BS and the gravity center,
which is near the BS. If a node is far from the gravity center
but near the energy center, which is near the BS, this node
with the highest energy is selected as the CH. A node is
selected as a CH according to the following three criteria if its
distances to the two centers are the same: (i) distance to the
BS, (ii) distance to other nodes, and (iii) residual energy in the
fuzzy logic system

C. 3Steady-State Phase

In the steady-state phase, the proposed protocol adopts
Time Division Multiple Access TDMA scheduling anddata
transmission for each node. Specifically, the proposed
protocol gathers data only from the nodes to the BS. The BS
identifies the first nine nodes with the highest rank based on
their distance to the BS as CH candidates. The setup phase
and the steady state phase illustrated in the pseudo code (see

figure 10).

TABLE I. MULTIPLE DECISION MAKING CRITERIA FOR FUZzY LOGIC
Distance .
Betw Distance to Chance
etween

Eneroy.C BS of CH

Nodes
Low Far Far V*week
Low Far Medium Week
Low Far Close L*week
Low Medium Far Week
Low Medium Medium L*W
Low Medium Close Medium
Low Close Far L*M
Low Close Med Medium
Low Close Close H*M
Medium Far Far L*Strong
Medium Far Medium L*M
Medium Far Close Medium
Medium Medium Far L*M
Medium Medium Medium Medium
Medium Medium Close H*M
Medium Close Far Medium
Medium Close Medium H*M
Medium Close Close L*strong
High Far Far Medium
High Far Medium H*M
High Far Close L*strong
High Medium Far H*M
High Medium Medium L*strong
High Medium Close Strong
High High Far L*strong
High High Medium strong
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Pseudo code:
Setup Phase:

1

2

3

10

11

12

13

15

17

18
19

20

21

22

23

24

25
26

Divide the network into two separate
grids.

Find the center of gravity for each
grid.

IF (node count = 1)

The node nearest to the BS
participates in grid computation.

Else If (node count > 1)

AllMass = Calculate sum of all
nodes’mass in grid
Sum(X_coordinate(node) x
node_mass)/AllMass
Sum(Y_coordinate(node) x
node_mass)/AllMass

End
Find energy center for each grid.

IF (node count = 1)

computation.
Else IF (node count > 1)

Sum(X_coordinate(node)>node_ma
ss)/node_mass)/node_count
Sum(Y_coordinate(node)>node_ma
ss)/node_mass)/node_count

IF (Distance (center of gravity, BS)
= Distance (center of energy, BS))

Elect node nearest to the center of
gravity as CH

Else IF Distance (center of gravity,
BS) >= Distance (Center of
energy,BS)

Elect most energetic node as CH

IF (Distance (center of gravity, BS) =
Distance (center of energy, BS))
BS selects CH through fuzzy logic
using three criteria
(distance node to BS, distance
between nodes, residual energy)
End

N

Steady-state Phase:
IF (node is normal = 0) (repeat)

node energy = node energy
— consumed energy of sending a
message
Else
node energy = node energy —
aggregation energy — consumed
energy of sending message
End
End

The simulation parameters in matlab simulator is shown

in table2.

Fig. 10. Pseodecode of FLG-proposed

VI. RESULT AND DISCUSSIONS

(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 9, 2018

TABLE II. SIMULATION PARAMETERS
Parameter Value
Network size 100*100 m
Ee 50 nJ/bit
Tevent_all randi(9,1,m)+1)*1*10°m
T1 0
Pactive 6*10° mw
Tdown 1*10°m
Psleep 1*10° mw
L 1000 bit
DO 87m
Grid Number 4
Mp 0.0013 *10°
Fs 10*10°

Number of nodes 100

A. Performance Metrics

The node nearest to the BS participates in grid The performance of the FLG proposed protocol can be

evaluated with a number of metrics.

e [INetwork lifetime: The time interval from the
beginning of operation (of a sensor network) until the
death of the last alive sensor.

o [JFirst Dead Node (FDN): Number of rounds after the
first sensor died. This parameter is directly related to
the stability period parameter. A large FDN implies
long stability period of the network.

e [JLast Dead Node (LDN): Number of rounds after all
sensor nodes are dead.

As shown in figure 11, The FND occurs in round 2,100,
and the LND occurs in round 5,000. This result indicates the
prolonged network lifetime using the proposed protocol.

18}

1.7k

16F

15F

wEg o

14}

13f
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11F

. . . , . .
2000 2500 3000 3500 4000 4500 5000
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Fig. 11. Number of dead nodes in each round
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Fig. 12. Number of dead nodes in each round for the TDTCGE protocol

As shown in Figure 12, FLG-proposed protocol Compared
with the TDTCGE protocol, our proposed protocol improved
the FND by 50% and the LND by 2%.
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Fig. 13. Network lifetime improvement with the proposed protocol

As shown in figure 13, In comparison with the TDTCGE
protocol, the fuzzy proposed protocol improved the network
lifetime by 52%.

Vol. 9, No. 9, 2018
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Fig. 14. Network lifetime improvement with various protocols

The FLG- proposed protocol is implemented using Matlab.
In figurel4 and Table 3. Illustratethe comparison of lifetime
between FLG-Proposed and previous protocols.

The Simulation reveal that the lifetime extended by the
FLG-proposed protocol is longer than that of the following
protocols: TDTCGE,CRCWSN,LEACH, Low-energy
Adaptive Clustering Hierarchy with Sliding Window and
Dynamic Number of Nodes (LEACH-SWDN)[18], Clustered
Routing Protocol (ERP)[19], Stable Election Protocol
(SEP)[16],and Energy-aware Evolutionary Routing Protocol
(EAERP)[17].

As shown in figure 14, an obvious improvement in
network lifetime was achieved with the FLG-proposed
protocol, the performance of which was superior to that of the
TDTCGE, LEACH, CRCWSN, LEACH-SWDN, ERP, SEP,
EAERP protocols.

As shown in figure. 15, the addition of fuzzy logic to the
grids and the two centers yielded nine CHs near the centers,
except for the eighth CH, which is far from the two centers by
calculating the average of nearest distances nodes to the
clusterheads (4+2+0+4+1+1+4+15+2) m / 9 cluster heads =
3.6 m.

TABLE lll.  LIFETIME OF PROTOCOLS o Distmoe betwers Comity, Centerand CH
Protocol FND LND Er /\
10F / v
Proposed FLG 2,100 5,000 estance // %
27 ]
[Tz F e
TDTCGE 1,400 4,800 e
Number of CHs
LEACH 780 1,100 2 Distance between Energy Center and CH
LEACH-SWDN 1,100 1,490 sl g
EAERP 1,076 4,085 Sl XN
ERP 1,057 3673 5t T ¥ L
e NN S RN
1] L ke ! I 1 !
SEP 1 2 ] 5 & 17 8 9
ECPF 1,107 2,238 Number of CHs
CRCWSN 780 1,400 Fig. 15. Distance between centers and CH after adding fuzzy logic
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Fig. 16. Distance between centers and CH without fuzzy logic (TDTCGE
protocol)

As shown in figure. 16, in the case without fuzzy logic,
only CH numbers 1, 2, and 3 are observed near the centers;
CH numbers 4, 5,6,7,8,9 and 8 are observed far from the
two centers the percentage of nearest nodes is 33% . By
adding Fuzzy logic Ranking system the percentage of the
nearest nodes more than TDTCGE by by calculating the
average of nearest distances nodes to the clusterheads
(5+1+1+18+16+7+10+12+6) m / 9 cluster heads = 8.4 m.
these calculations shows that FLGG will minimize distance
radius competition 43%. than TDTCGE

Xy
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—— TDTCGE
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Energy 15

e —

. N . > .
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" N . A
SO0 W 10 M0 26

Rounds

Fig. 17. Amount of energy consumption in each round

Fig. 17. shows that the proposed protocol consumes less
energy than the TDTCGE protocol does, with its energy
savings being 8% more than that of the TDTCGE protocol
during round 5,000.

VII. CONCLUSIONS

The addition of fuzzy logic to the grids obviously
minimized the distance between nodes and the BS, as well as
the distance between the CH to other nodes and the BS. The
radius competition between nodes also decreased. The
remaining node with the most energy is chosen by the BS as a
CH. In this way, the proposed protocol based on fuzzy logic is
able to extend network lifetime by nearly 52%. As revealed in
the simulation, the proposed protocol also guarantees a
balance in network load.
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Abstract—The design of Finite Impulse Response (FIR)
digital filter involves multi-parameter optimization, while the
traditional gradient-based methods are not effective enough for
precise design. The aim of this paper is to present a method of
designing 24th order high pass FIR filter using an evolutionary
heuristic search technique called Weight Improved Particle
Swarm Optimization (WIPSO). A new function of the weight
parameters is constructed for obtaining a better optimal solution
with faster computation. The performance of the proposed
algorithm is compared with two other search optimization
algorithms namely standard Genetic Algorithm (GA) and
conventional Particle Swarm Optimization (PSO). The
simulation results show that the proposed WIPSO algorithm is
better than GA and PSO in terms of the magnitude response
accuracy and the convergence speed for the design of 24th order
high pass FIR filter.

Keywords—Finite impulse response filter; evolutionary
optimization; particle swarm optimization; fitness function; genetic
algorithm; high pass filter; impulse response

I.  INTRODUCTION

Digital filtering is one of the main fundamental aspect of
digital signal processing, so digital filters are used in many
applications such as seismic signal processing systems,
biomedical applications systems, audio and video processing
systems, and communication systems. In general, filters serve
two purposes: the first is signal separation, which is applied
when the desired signal is corrupted with another unwanted
signal such as noise, and the second purpose is signal
restoration, which is applied when the desired signal is
distorted for some reason. A digital filter can be described as a
mathematical algorithm which is implemented in hardware or
software for achieving the objectives of the filtering process

[1].

Digital filters can be utilized to process very low-frequency
signals, such as those happen in seismic and biomedical
applications in an effective manner. Moreover, the digital
filters characteristics can be easily modified or altered through
a control software that handles the content of the registers to
meet the new specifications. Hence, a single programmable
digital filter can be employed to implement multiple filtering
functions without the need to add additional hardware

components [2].

Based on the type of impulse response, the digital filters
can be classified as Finite Impulse Response (FIR) filters and
Infinite Impulse Response (IIR) filters. In case of an FIR

digital filter, the impulse response is decay and settle to zero
within a finite length of time. But, the impulse response for an
IIR digital filter never dies out [3, 4]. FIR filter has a number
of good features that make it an attractive choice for many
researchers in various fields. FIR filters are inherently stable,
and usually guarantee a linear phase response. This is due to
the fact that FIR filter requires no feedback and all the poles
are located within the unit circle [5, 6] Hence, digital FIR
filters are easily designed and simply implemented. FIR filters
are also referred to as feed-forward or non-recursive filters.

The recent approaches used in the design of FIR filters
utilize evolutionary techniques that have been proven to be
efficient in multidimensional nonlinear environment [7] such
as Genetic Algorithm (GA) [8], Differential Evolution (DE)
[8], Simulated Annealing (SA) [9], Particle Swarm
Optimization (PSO) [10, 11] and so on. In this work, the
conventional PSO algorithm has been improved to overcome
the constraints encountered in the filter design problem. This
paper presents a new method for designing the HP FIR digital
filter using Weight Improved Particle Swarm Optimization
(WIPSO) approach.

The rest of the paper is organized as follows. The HP FIR
filter design problem is described in section 2. In section 3,
Different optimization algorithms namely, GA, PSO, and
WIPSO are briefly discussed. Simulation results and
comparative analysis of HP FIR filter design problem using
GA, PSO, and WIPSO are presented in section 4. Finally,
section 5 contains the conclusions drawn from the results
evaluation..

Il. FIR FILTER DESIGN PROBLEM

The design of digital FIR filter of length N with an input-
output relationship can be described by the following
difference equation [12]:

y(m) = Y, _ bex(n—k) (1)
= box(n) + byx(n—1) + ...... +byx(n—N+1)

Where (by) represents the filter coefficients set. The output
y(n) is a function only of the input signal x(n). FIR filter can
also be characterized by its transfer function as follows:.

H(z) = ¥N_ h(n)z™ n=0,1,..,.N Q)

Where the coefficients h(n) represent the impulse response
of finite length and N represents the filter order. Thus, the
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number of coefficients will be (N +1). The type of the filter for
a pass or attenuate e.g. high pass, low pass, band pass, etc. is
determined by the filter coefficients h(n) that are to be
specified in the design steps. When the coefficients of FIR
filter are symmetrical around the center coefficient, the FIR
filter is linear-phase In another word, the coefficients number
that is actually optimized is (N/2+1), which is equal to 13 in
this work. In (2), the coefficient vector {hg,hy,...h\} is
represented by the particles positions in (N+1) dimensional
search space of PSO algorithm. Hence, in each cycle of the
evolutionary algorithm, these particles find new positions to be
the new coefficient vector of the transfer function. The
following equation describes the FIR filter frequency response

[13, 14]:
Hy(e™) = ¥N_oh(n)e V" (3)
Where w = %ﬂk ,K=01,..N—1.

For ideal HP filter, the following equation defines the filter
response:

i 0 0<w=<w

H;(e’®) = = @ = % 4

i) {1 otherwise “)
Where o is the cut-off frequency as shown in figure 1.

Hid{w)

s b

]

0 we pi

Fig. 1. Ideal HP Filter Frequency Response.

By sampling the frequency in the range [0, w] with L
points, we get the following equations:

Hy(w) = [ Hy(w1), Hy(w2), Hy(w3), ---er(wL)]T Q)

H;(w) = [ Hi(w1), H;(w2), Hi(w3), ---:Hi(wL)]T (6)

Where H4q(w) and H;(w) are the frequency response of the
designed and ideal filter respectively. So, the error function

E(w) is defined by the following equation:
E(w) = [Hq(w) — Hy(w) ] (7

Then, the error function above has been utilized for
obtaining the fitness function as follows:

fitness = 34 |(E (w))| (8)
I1l. EVOLUTIONARY ALGORITHMS UTILIZED

A. Genetic Algorithm (GA)

Genetic algorithm is basically a heuristic search method
that can be employed to find an optimum solution for
optimization problems depending on evolution and natural
selection principles. Genetic algorithm manipulates a

Vol. 9, No. 9, 2018

population of individuals at each iteration (cycle) where each
individual, which is known as a chromosome, is a coded string
of a probable solution of the optimization problem.
Chromosomes are usually of a fixed length and constructed
over some particular alphabet. Each chromosome of the
population represents one candidate solution to the evolution
function of the optimization problem according to its fitness
value, which is calculated by a function called fitness function.
A standard GA can be summarized by the following steps [15]:

e Randomly create an initial population of chromosome
strings

o Evaluating fitness values of population strings
o Selection of elite strings

e Copying process of the elite strings is applied to the
non-chosen chromosome strings

e Producing the off-springs by applying crossover and
mutation operators

e Updating of the genetic cycle starting with the second
step

e Stopping the iteration when the termination condition is
met

B. Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is an evolutionary
computation optimization algorithm inspired by social
behavior of a swarm of bird in searching of food. The PSO
technique was originally introduced by Kennedy and Eberhart
in 1995 [16]. The key features of PSO are the ease of
implementation, robustness to control parameters and
effectiveness of computation compared with other existing
probabilistic search algorithms. Additionally, PSO has the
ability to handle problems with vast search space and non-
linear objective function and giving better results within a
reasonable amount of time.

PSO algorithm operates with a random population of
individuals called a swarm, where each individual in the swarm
is called a particle. The fitness value of each particle in the
swarm is calculated iteratively through the search space at
different locations by using a pre-defined fitness function.
Hence, each particle in the search space has the experience to
know its best value so far (pbest) or local best. Moreover, each
particle vector, which is represent the coefficient vector
{ho,hy,...,hn} in FIR filter design problem, knows the best value
so far in the group (gbest) among pbests. As a result, the best
solution is improved by particle’s movement in the search
space through the generations. Each particle tries to adjust their
velocity and position based on the best encountered positions
through the search space by using these two equations[17, 18]:

vt = wx vf + ¢y xrand; * (pbest — x{) + c; * rand, *
(gbest — xF) €))
xik+1 — xik + Ul{c+1 (]0)

Where v¥ and x} are the velocity and position of the ith

particle at the kth iteration respectively; w is the inertia weight;

271|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

rand; and rand, are random numbers in the interval [0,1]; c1
and c2 are constants usually having the same value, known as
cognitive and social acceleration factors respectively. The
factors c1 and c2 help the particles to reach the gbest, while
the inertia weight determines the exploration size through the
search space so that a large inertia weight causes large
exploration and vice versa [19-21].

C. Weight-Improved Particle Swarm Optimization (WIPSO)

The capability of the global search of conventional PSO
has been improved by modifying the weight parameter,
cognitive factor, and social factor. This improved PSO is called
as Weight-Improved Particle Swarm Optimization (WIPSO).
Hence, the velocity equation that is described in (9) has been
rewritten as [22, 23]:

VE* = Wy * VF + ¢ % Tand; = (pbest — x¥) + ¢, *
rand, * (gbest — x}) (11)
Where:
Whew = Wpin + W * rands (12)
_ _ Wmax~Wnin _
W = Wpax T * iter (13)

Initialize particles with random position and
velocity vectors

.

Evaluate the fitness value for each particle
using Eq.(8)

!

Find local best pbest of each particle

,

Find global best (gbest) of each vector

'

Calculate inertia weight (w) by using Eq. (12)

'

Calculate cognitive (c1) and social (¢2)
factors by using Eq,(14,15)

'

Update velocity by using Eq.(11)

.

Update position by usmg Eq.(10)

Sansfy the termmation
condition

Output ghest

Fig. 2. Flow Chart of the WIPSO-based HP FIR Filter Design.
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Fig. 3. Comparison of Weight Parameters Characteristics.

Here, Wyin and Wy, are the initial and final values of inertia
weight respectively, iter represents the current number of
iterations, itery, represents the maximum number of iterations.

The factors c1 and c2 are modified as follows [24-26]:

_ C1 —Cimi .
€1 = Cimax — 7”1‘;"8"%(1:“” * iter (14)
€2 = Comax — —Czrjggr;cjrfn * iter (15)
Where;
Cluax » Clmin represent the initial and final values of

cognitive factors respectively.

C2max » C2min represent the initial and final values of social
factors respectively.

The flow chart of the proposed WIPSO-based HP FIR filter
design is depicted in figure 2.

Figure 3 shows characteristics of three weight parameters,
where, line a represents a constant weight, line b represents the
weight parameter of (13) and line ¢ describes our proposed
weight parameter expressed by (12).

IV. RESULTS AND COMPARISON

For evaluating the performance of the proposed method for
FIR filter design, two optimization algorithms namely GA and
PSO in addition to the proposed WIPSO have been carried out
using MATLAB simulation. The proposed WIPSO algorithm
has been applied to the design of 24th order (25-tap) high pass
FIR filter with cut-off frequency w, = 0.5m. Hence, the
coefficient vector length will be 25. The control parameters
values are chosen for GA, PSO, and WIPSO algorithms are
shown in table I.

The main objective of the proposed modification of the
conventional PSO is to minimize the fitness function in (8). A
wide range of control parameters values of the PSO algorithm
have been chosen to show the effect of changing these
parameters on the optimization process, and to choose the best
parameters values for WIPSO algorithm. Figure 4 shows the
effect of inertia weight (w) changing on the fitness function
value. Figure 5 displays the relation between the fitness
function value and the (cognitive (c1) & social (c2)) learning
parameters. Based on Fig.4 and Fig.5, it can be seen that the
range (from 0.6 to 0.9) is a good choice for w and the range
(from 0.1 to 1.3) is a good choice for c1 and c2 for the linear
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phase HP FIR filter design. With these above ranges of w,cl
and c2, the PSO will have higher chance to find the optimal
filter coefficients within a reasonable time. Depending on Fig.4
and Fig.5, the control parameters values (w,cl,and c2) of the
conventional PSO algorithm have been chosen to be (0.7, 0.4,
and 0.4) respectively and the control parameters values (Wyy;n,
Wiax s Clmins Climaxs C2min, and c2,,4,) of the proposed
WIPSO algorithm have been chosen to be (0.6, 0.9, 0.1, 1.3,

0.1, and 1.3) respectively.

TABLE I. CONTROL PARAMETERS FOR GA, PSO AND WIPSO
Parameters GA PSO WIPSO
Nvar (h(n)) 13 13 13
Population size 1000 1000 1000
Iteration Cycle 300 300 300

. Roulette
Selection Wheel - -
Mutation Gauss_i an - -

Mutation
Mutation rate 0.025 - -
Crossover Two Point - -

Crossover
Crossover rate 0.8 - -
Inertial weight (w) - 0.7 -
Minimum inertia weight (wmin) - - 0.6
Maximum inertia weight (wmax) - - 0.9
cl - 0.4 -
c2 - 0.4 -
Minimum cognitive factor

; - - 0.1

(c1min)
Maximum cognitive factor

- - 1.3
(c1lmax)
Minimum social factor (c2min) - - 0.1
Maximum social factor (c2max) - - 13

L ‘ ‘ L Lrrrrd

Fig. 4. The Fitness for Different Inertia Weights (w).

rtr;r;trrrtILH

Fig. 5. The Fitness for Different Cognitive (c1) and Social (c2)) Learning
Parameters.
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Figures 6, 7, 8 and 9 represent the convergence behavior,
amplitude response, filter coefficients & Impulse Response,
and magnitude & phase response of the Weight Improved
Particle Swarm Optimization (WIPSO) based 25-tap linear
phase HP FIR filter.

T ' : ' =

Fig. 6. Convergence Behavior of WIPSO in the Design of the 25-Tap HP FIR
Filter.

Frequency (rad)

Fig. 7. Amplitude Response for the 25-tap WIPSO-based HP FIR filter.

Fig. 8. Filter Coefficients and Impulse Response for the 25-tap WIPSO-based
HP FIR filter.

i)

Fig. 9. Magnitude and Phase Responses for the 25-tap WIPSO-based HP FIR
filter.
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Magnitude Response (dB)

aquency (xn rad/sample)

Fig. 10. Magnitude Response for the 25-tap HP FIR filter using WIPSO, PSO,

and GA.
TABLE II. OPTIMIZED HP FIR FILTER COEFFICIENTS OF ORDER 24
WIPSO-based . GA-based
h High Pass FIR ESO'Ef;eg.:'t"gh High Pass FIR
Q) Filter anSf' ient fter Filter
coefficients coetticients coefficients
h(1) = h(25) -0.0052 -0.0031 0.0014
h(2) = h(24) | 0.0099 0.0096 0.0110
h(3) = h(23) 0.0057 0.0031 -0.0025
h(4) =h(22) -0.0206 -0.0205 -0.0214
h(5) =h(21) -0.0063 -0.0025 0.0028
h(6) = h(20) 0.0343 0.0341 0.0354
h(7) = h(19) 0.0069 0.0023 -0.0025
h(8) = h(18) -0.0555 -0.0556 -0.0559
h(9) =h(17) -0.0080 -0.0016 0.0029
h(10) = h(16) 0.1013 0.1011 0.1012
h(11) = h(15) 0.0085 0.0016 -7.2773e-04
h(12) = h(14) -0.3167 -0.3170 -0.3160
h(13) 0.4914 0.4991 0.5006

Figure 10 represents the magnitude response comparison
for the conventional PSO, the standard GA and the proposed
WIPSO drawn from the optimized coefficients for the designed
24th order high pass FIR filters. Depending on Fig.10, the
magnitude response is much better achieved by WIPSO in
terms of transition width, pass-band ripple and stop-band
attenuation than by GA and PSO. Table Il shows the best-
optimized HP FIR filter coefficients of order 24 obtained by
GA, PSO, and WIPSO.

V. CONCLUSIONS

In this work, the proposed weight improved particle swarm
optimization (WIPSO) algorithm is applied to solve the design
problem of the high pass FIR filter. The WIPSO performance
is compared with two other algorithms namely standard GA
and conventional PSO. The experiments clarify that the
proposed WIPSO method outperforms the GA and the PSO in
terms of the magnitude response accuracy and the convergence
speed. Additionally, simulations have been performed to
demonstrate the influence of changing the PSO design
parameters to determine the best parameters values for the

Vol. 9, No. 9, 2018

proposed WIPSO method. It is concluded that the proposed
WIPSO method with the inertia weight (w) in the range from
0.6 to 0,9 and the (cognitive (c1) & social (c2)) in the range
from 0.1 to 1.3 will have a better performance in HP FIR filter
design problem.
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Abstract—Massive Open Online Courses (MOOCs) provides
an effective learning platform with various high-quality
educational materials accessible to learners from all over the
world. In this paper, the types of learner characteristics in
MOOQOCs second language learning are discussed. However, there
are still problems and challenges including assessment. A
guantitative research method approach has been utilized in this
study. Results of the study are then used for implementing
suitable adaptive self-assessment activities in MOOCs learning.
Findings of this study are two folds: (1) The dimension of learner
characteristics (learning styles and cognitive style) for improving
student performance in MOOCs learning and (2) suitable self-
assessment activities that consider learners requirement or
adaptive to learner characteristics for improving MOOCs
learning performance. Based on the findings, the data indicate
that visual, active, thinking and intuitive learner is the proposed
dimension used in this study. In this study, our aim is to propose
adaptive self-assessment activities for improving MOOCs
learning in the second language course. In the future study,
students will be investigated about their engagement using
MOOC assessment in the second language.

Keywords—MOOCs; adaptive self-assessment; learning styles;
cognitive styles; second language

. INTRODUCTION

Massively Open Online Courses (MOOCs) have the
potential to reach hundreds of thousands of learners enrolled
for a variety of reasons [1]. Authors highlighted three
controversies for learning in MOOCs in for higher education;
(1) measurement, (2) assessment and (3) accountability. Wong
[2] highlighted that in MOOC assessment is a big challenge
for a large number of students to get detailed and timely
feedback. However, the assessment can increase the student
performance and at the same time, the teacher brings benefits
[3]. Current MOOCs are (1) lacking personalized to learning
guidance and (2) intelligent assessment for learners [4]. In
MOOC assessment, the issue is, there was a reduction of
interest and activity of students during the session of the
course [5]. Three requirements to designing effective online
course are (1) learners characteristics, (2) context and (3)
activities [6]. These authors suggest a reconceptualization of
(1) curriculum activities and (2) student achievement based in
various indicators of performance. The previous researcher
mentioned that assessment is an important part to test and
control the learning process of learners [7]. The author stated

that in adaptive learning, the suitable adaptive assessment
methods are needed to provide the learners with a consistent
learning process.

This study aimed to propose adaptive self-assessment
activities for improving Massive Open Online Courses
(MOOCs) learning performance in the second language and
the research questions (RQ) were constructed as follows:

RQ 1: What are the learning styles of learners that used the
second language in MOQOCs learning?

RQ 2: What are the cognitive styles of learners that used
the second language in MOOC:s learning?

RQ 3: What are the suitable adaptive self-assessment
activities element designs for the student in second language
MOOC:s learning?

This paper is organized as follows: Section |1 is a literature
review. Section Il describes the methodology and method. In
Section 1V, we review the results, discuss the designs and
propose an adaptive self-assessment based on elements of
learner characteristics in MOOC assessment. Finally, Section
V gives a conclusion of the main finding in this paper.

Il.  LITERATURE REVIEW

Learner characteristics are important in all forms of online
learning [8]. Most researchers focused predominantly on user
perception of MOOC features, rather than individual learner
characteristics such as exploring the factors which affect
MOOC completion or learner retention [9]. However, Judy
and Jean [10] listed three types of learner characteristics that
are effective factors for student learning: (1) learning style, (2)
cognitive style and (3) multiple intelligence.

A. Learning Styles

According to Ali [11], learning styles are the ways of
receiving and responding to a learning stimulus with (1)
unique psychological, (2) affective and (3) cognitive
composition. Learning styles refer to the variations in an
individual’s ability to accumulate and assimilate information,
sensory preferences that have the impact on learning and
related to personality [10], [11], [12]. Previous researchers
mentioned that learning styles refer to the way learners receive
and perceive the information [13]. Learning styles are
authentic as they are the appropriate techniques or methods in
which learners learn, comprehend and get information [14].
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TABLE I. ELEMENTS FOR THE DIMENSION OF LEARNING STYLES understand (sequential/global) [13], [19], [15]. Rohaniyah [20]
- Element Author stated the major differences in learning styles are the (1) the
S 14 | 3] | [15] | [16] | [L7] way a people perceive (sensation versus intuition), (2) the way
g they made a decision (logical thinking versus imaginative
-g feelings) and (3) how active or reflective for interacting
(extroversion versus introversion). Table | shows elements for
Learn by trying things X the dimension of learning styles. Researchers highlighted that
Can be impulsive X there is a lack of studies investigating how learning styles
2 Risk-takers X affect to the students’ reactions in the context of assessment
= Do not prefer lectures X L e . . .
3 Interpersonal X _[21]. This finding shows_wsual Iearn_lng styles was the control
Prefer group work X X X X X item and suggested making use of different learning styles as
Participate in learning tasks X X an independent variable.
immediatel .
Think about concep);s before X B. Cognitive Styles
action
° Like writing X TABLE Il.  ELEMENTS FOR THE DIMENSION OF COGNITIVE STYLES
EZ» Not mcnlglziéii;ogo much X < Elements Author
g Learn by thinking X X X @ [10] | [22] | [23]
Intrapersonal & introspective X g
Adopt analytical approach X X =)
Working alone X X X X
ol_Learn from concrete material | X X X e Outer world X X
£ Prefer facts X X g Colla_borate with o_thers X
§ Follow tutors’ approaches in X X g Try things out for himself X
problem-solving |
° Prefer to learn abstract X X X X X
2 material. - Inner world X X
[ Learn and tend to apply their X X o Independent X X
= own innovation 5 Reflect on thoughts and ideas X
[
_| Learn best from what they X
§ see - Real objects and solid facts. X X
S| Prefer pictorial materials X X X X = Physical qualities and affection by other X
S information
Prefer to learn from words X X X <@ Rely on past experiences X
‘é’ Prefer written and listen X X Possibilities and personal meaning X
< g Intuitive types X
= Speculations X
_| Prefer step in a linear way X X X IS
% Logically sequenced steps X
L Focus on details X Analyzing fact X X
8 Learn in continual small X g Structure and function X
steps < Logical and rational decisions X
Prefer to learn in large leaps, X X X =
=| skipping, understand and
] look at detail o Subjective values and views X X
O| Learn holistically in large X X £ | Initial energetic condition and interactions X
jumps § Decisions based on the people and their X
As mentioned by Mohamad [18], each student has his or ;gr']?]zz X
her own learning style to be considered during the learning Organized way X X X
process. Ali [11] listed three important elements for learning g Prefers control X
styles: (1) academic achievements, (2) attitudes towards g Seek closure X
learning and (3) multimedia technology. Sadhasivam and - Think sequentially X
Babu [14] listed a few learning style models to build up their Orderly X
pedagogical hypothesis: (1) Kolb Experiential Learning - Flexible X X X
Theory; (2) VARK Model, (3) Felder & Silverman = Spontaneous way of life X X
Learning/Teaching Style Model and 4) Dunn and Dunn 3 To keep things open ended X
Learning Style Mode. The previous researcher mentioned that &

the most appropriate model for open learning is Felder and
Silverman Learning Style Model [13].

Previous studies have found four different dimensions of
learning styles: (1) processing (active/reflective), (2)
perception (sensory/intuitive), (3) input (visual/verbal) and (4)

Previous research listed five definition for cognitive styles,
namely (1) the way people think, (2) the accuracy of their
perception, (3) how they process and remember information,
(4) how they use the information in problem-solving or (5)
how they organize and process information [18] and [19]. The
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previous study listed three parts of cognitive style: (1) an
individual’s stability, (2) characteristic of the mental
approach, or (3) cognitive preferences [20]. The author has
proposed three elements of the cognitive style dimension: (1)
processing information, (2) solving problems and (3) making
decisions.

Cognitive styles are preferences or strategies used by
individuals that influence functions such as (1) perceiving, (2)
remembering, (3) thinking and (4) problem solving [24].
Previous researcher has used a cognitive style questionnaire
proposed by Ancona [25], and the cognitive style dimensions
are: (1) energy (extroversion/introversion), (2) information
(sensing/ intuitive), (3) decisions (thinking/feeling) and (4)
lifestyle (judging/perceiving) [26]. Researchers conclude that
the student’s cognitive style impacts their performance via e-
activities. Therefore, in this study, we focus this questionnaire
to investigate the type of learner dimension for the student
using MOOCs learning and proposed the suitable self-
assessment activities. Table 1l shows elements for the
dimension of cognitive styles.

C. Assessment

MOOC in education must have three requirements; (1)
assessment (2) instructor and (3) model [27]. The researchers
list two factors caused a lack of assessment to student
achieved learning outcomes in higher education, which are (1)
limitation of experiential learning and (2) many high-impact
practices [28]. Gikandi et. al. [29] stated the term of
assessment refer to the measurement of the learner’s
achievement and progress in a learning process. Two major
types of assessment exist, which are (1) formative and (2)
summative assessments. Formative assessment refers to the
continuing feedback aiming to advance teaching and learning
[30], while summative assessments, on the others hands refers
to measure students’ learning progress at the end of learning
[31]. Previous researchers stated that the quality of both
assessments was moderate [32]. In MOOC assessment, the
issue is, there was a reduction of interest and activity of
students during the session of the course [5].

Chan and King [33] mentioned, one of the most
challenging problems in MOOC:s is that it is infeasible for the
teaching staffs to grade all the assignments on such a large
scale. The design of engaging and challenging assessment
tasks is one of the most important elements of planning a
course [34]. The is a limitation of experiential learning and
many high-impact practices in higher education are lacking
assessment for embedded learning outcomes at the individual
learner level [28]. Based on the previous study, in an attempt
to avoid focusing on a broad assessment issue in of MOOC as
a phenomenon, the researchers limited each case study by time
and course design and activities [1]. Authors listed that
common activities amongst all courses were: (1) Video
lectures, (2) demonstrations, (3) discussion forums, (4)
quizzes, (5) projects, (6) PowerPoint slides, (7) reading the
material and (8) online learning resources. In this study,
researchers focus on five types of activities designed: (1) quiz,
(2) listening assessment, (3) forum, (4) mid-term test and (5)
project.
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Fig. 1. Comparison of the assessment functionality for MOOCs

All of the MOOC platforms can greatly improve the
automatic correction of exercises using artificial intelligence
techniques, the adaptation of assessment activities or the
gamification features, although some platforms have already
done some initial steps in these directions. The challenges
when applying these online assessment methods are (1)
student’s engagement and (2) motivation to complete the e-
activities. The researcher suggested two requirements to
improved assessment in MOOC platform (1) new
developments must make a perfect solution for assessment and
(2) need to improve in the different aspects and features [35].
Fig. 1 shows the comparison of the assessment functionality
for MOOCs between popular MOOC platforms.

Taras [36] also highlighted that self-assessment has been
shown to support student learning. The author mentioned that
the term ‘self-assessment’ is used to cover all judgments by
learners of their work which subsumes terms such as (1) ‘self-
evaluation’ and (2) ‘self-appraisal’. However, models used for
adaptive assessment have been mostly summative: they
measure or rank effectively examinees, but do not provide any
other feedback [37]. Gohokar [38] listed three requirements
for improving learning performance of the course (1) adaptive,
(2) innovative and cognitive tools and (3) techniques. In an
assessment, adaptive can lead to improved personalization, by
organizing learning resources [37]. The authors mentioned
adaptive assessment is more and more useful in the current
age of MOOCs, where motivation plays an important role. In
this study, the aim is to propose adaptive self-assessment
activities in MOOCs learning in the second language course
based on learner characteristics to improving student
performance.

Ill.  MATERIALS AND METHODS

This part described the research methodology and the
research design of this study. This part also addressed aspects
of research design such as theoretical framework and proposed
assessment activities.
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A. Questionnaire

The questionnaire consists of 2 part and 24 survey items
measuring the different types of learner characteristics and 50
students participated as the respondents for the study. The
survey items were adapted from several research projects with
similar research scope [25] and [39]. The questionnaires were
distributed and instructions were given to the respondents.
Participation was voluntary. All participants were given the
survey via by hand.

B. Research Instrument

There are many ways to determine learner styles strengths
dimension. The survey items were adapted from several
research projects with similar research scope [25] and [39] had
been created for this purpose. Questionnaire method was used
as the research instrument in this study. This questionnaire is
used to determine which learning styles and cognitive styles
dimension are the strongest for technical student. Once the
items of the survey instrument were scored, the points for each
of the learning styles and cognitive styles dimension were
totaled for each student using the Ms. Excel.

C. Theoretical Framework

Fig. 2 illustrated the theoretical framework of this paper.
Exclusively, the theoretical framework defined the learner
characteristics as the independent variable and dependent
variable are student performance. The learner characteristics
consist of two construct: (1) learning styles and (2) cognitive
styles. The student performance are measured the mark for

each MOOC assessment such as mid-term test.
Independent Variable Dependent Variable

Leamer Characteristic Student Performance

¢ Leamning Styles

* Cognitive Styles
MOOC Assessment
o Quiz
¢ Listening

Assessment

¢ Forum
s Mid-term Test
s Project

Fig. 2. The theoretical framework

IV. RESULTS AND DISCUSSION

In this part, the results of data analysis are presented from
both methods. The findings are presented, analyzed and
discussed based on the research question.

A. Research Question 1: What are the Learning Styles of
Learners that used Second Language in MOOCs
Learning?

The findings of the questionnaires indicated visual as the
highest percentage of learning styles for students based on the
Felder and Silverman Learning Style Model in Mandarin
MOOC. According to the results of the learning styles
questionnaire, Fig. 3 shows the dimension of learning styles
by percentages in MOOCSs learning. Visual and active learner
dimension has the highest percentage, values of 76.00% and
74%, respectively.
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Fig. 3. Dimensions of learning styles

The previous researcher stated that the stronger the visual
style of learning was, the more time the learners spent on
pictorial content [24]. Most researchers mentioned that visual
learners outperformed verbal learners such as focused on
pictorial learning objects and learn best from what they see
[15] and [24]. Visual learners almost prefer video,
demonstrations, pictures and graphs [19]. The visual persons
like to receive information through pictures and diagrams
[40], [41]. Therefore these learners prefer the use of pictures,
imageries and spatial perception [40]. Zhong [42] stated that
online students are mostly visual learners while the traditional
student are mostly auditory or Kkinesthetic learners. For
example, almost all students from Asian cultures are highly
visual learner [40].

Active learners are defined the as learners who prefer to
process information actively by doing something with the
learned material, for example discussing, explaining or testing
[43]. Active learners acquire knowledge best by trying things
out and working with others in groups [41]. Active learners
prefer studying in groups, immediately doing learning tasks,
working with others, learn by doing something with
information and they prefer to process information by talking
about it and trying it out [13], [14], [17]. The previous
researcher found that active learners possessed significantly
higher intention towards an interactive learning technology
(wiki) than the reflective group [17]. However, active learners
did not like to be passive participants in educational activities.
The researcher listed two requirements needed to support
student engagement and guide the student to become an active
learner, namely: (1) course tools and (2) media [44].

Based on the literature review, two elements in the visual
learner dimension were identified: (1) learn best from what
they see, and (2) learners priorities pictorial materials. While
seven elements in the active learner dimension were
identified: (1) learn by trying things, (2) can be impulsive, (3)
risk-takers, (4) do not prefer lectures, (5) interpersonal, (6)
prefer group work and (7) participate in learning tasks
immediately. Based on findings from RQ1, the researchers
proposed an existing element learning styles (visual and
active) in adaptive self-assessment activities for improving
student performance using MOOCs learning for the second
language course.
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B. Research Question 2: What are the Cognitive Styles of
Learners that used Second Language in MOOCs
Learning?

Based on the results of the learner characteristics
questionnaire, the dimension of cognitive style by percentages
in MOOCs learning is shown in Fig. 4 below. Thinking and
intuitive learner dimension have the highest percentage, values
of 70.00% and 64%, respectively. Ghaedi and Bashir [45],
mentioned thinking learner tends to complete their work in an
organized and efficient manner. Intuitive learners often prefer
discovering possibilities and relationships [46].

Extrovert
70.00
. 60.00
Perceiving, 5000 .Introvert
Judging — Sensing
Feeling* /Intuitive

Thinking

Fig. 4. Dimensions of cognitive styles

Based on the literature review, three elements in the
thinking style were identified: (1) analyzing fact, (2) structure
and function and (3) logical and rational decisions. While
three elements in the active learner dimension were also
identified: (1) possibilities and personal meaning, (2) intuitive
types and (3) speculations. Based on findings from RQ2, the
researchers proposed an existing element cognitive style
(thinking and intuitive) in adaptive self-assessment activities
for improving student performance using MOOCs learning for
the second language course.

C. Research Question 3: What are the Suitable Adaptive self-
Assessment Activities Element Designs for the Student in
Second Language MOQOCs Learning?

To answer RQ3, the researchers focused on designing
MOOC self-assessment activities for two selected dimensions
of learning styles and two selected dimensions of cognitive
styles. Based on the findings, the data indicate that visual,
active, thinking and intuitive learner is the highest dimension
for both learner characteristics. Once the dimensions have
been determined, the MOOC topic learning outcomes were
used as guidance in selecting which types of MOOC self-
assessment activities can be incorporated with which learning
styles and cognitive styles dimensions. Table Il shows the
dimensions of both styles that can be adapted into potential
MOOC self-assessment activities to improve student
performance in MOOCs learning. In this table, the design of a
question for this self-assessment activity (e.g. Quiz) will use
the dimension of learning styles (e.g. Visual).

Vol. 9, No. 9, 2018

TABLE Ill.  DIMENSIONS OF BOTH STYLES
Learner - Dimension MOOC Self-Assessment Activities
Characteristics
Quiz: Multiple Choice (MC),
Visual True/False (T/F), Drag & Drop,

Learning Styles Match

Quiz: Multiple Choice (MC),

Active
— True/False (T/F), Drag & Drop,
Thinking Match
Cognitive Listening Assessment
Styles Forum
Intuitive Mid-Term Exam

Project: Writing, Presentation

Results of further analysis on each question/item in self-
assessment activities for each element in learning styles and
cognitive styles dimensions are presented in Table IV. In this
table, a shaded box means that the design of a question for this
self-assessment activity (e.g. T/F) will incorporate the element
of its associated learning styles (e.g. Trying things).

TABLE IV. SELF-ASSESSMENT ACTIVITIES VERSUS ELEMENT OF

DIMENSION IN MOOC PLATFORM

N
o
=
=)
5]
3]
=3

Element Qui

Dimension
T/F
Drag & Drop
Match

Listening
Accpeement
Forum
Mid-Term
Writing
Presentation

See

Pictorial materials

\isua

Trying things

Impulsive

Risk-takers

e

1

Do not prefer lectures

Interpersonal

Group work

Tasks immediately

Analysing fact

Structure and function

Logical and rational
decisions

Thinking

Possibilities and personal
meaning

Existence intuitive types

Intuitjve

Speculations

Activities Color Activities
code

Color Activities

Multiple Match Mid-Term

Choice (MC)

True/False Listening Writing
am Assessment

Drag & Drop Forum Presentation

Visual learner dimensions divided by four of the adaptive
self-assessment activities for MOOCs: (1) Multiple Choice
(MC), (2) True/False (T/F), (3) Drag & Drop and (4) Match.
Meanwhile, active , thinking and intuitive learner dimensions
divided by nine of the adaptive self-assessment activities for
MOOCs: (1) Multiple Choice (MC), (2) True/False (T/F), (3)
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Drag & Drop, (4) Match (5) Listening Assessment, (6) Forum,
(7) Mid-Term, (8) Writing and (9) Presentation. Further
analysis, the researchers focused on designing MOOC self-
assessment activities using selected MOOC functional features
that are suitable for a particular learner characteristic
dimension such as hints and interactive. The design of a
question for this self-assessment activity (e.g. MC) will
incorporate the feature of its associated learner characteristic
(e.g. ‘Hints’ in ‘Graphics’ form).

V. CONCLUSION

This initial study identified the learner characteristics of
learners using MOOC assessment. The findings of the
questionnaire indicated visual and active as the learner
dimension for learning styles. While the learner dimension for
cognitive styles is thinking and intuitive. The results from the
percentage analysis revealed that out of the eight dimensions
of learning styles, the preferred dimensions were visual and
active learner (76% and 74%). As for cognitive styles, the
preferred dimensions were thinking and intuitive learner (70%
and 64%). The suitable adaptive self-assessment activities
design was also proposed for improving student performance
in MOOCs learning for the second language course. In the
future study, students will be investigated about their
engagement using MOOC assessment in the second language
course.
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Abstract—The consequences of the customer engagement in
the Social Networking Sites (SNS) community have direct impact
on the brand. This present research was conducted to examine
the cohesive mechanisms for item verification on the most
influential consequences of participating the brand community
and joining the electronic Word-of-Mouth (eWOM) as the
manifestation of the behavior of such communities. Using Fuzzy
Delphi techniques, a total of 12 heterogeneous experts are
involved in the verification process through a 7-point linguistic
scale of the questionnaire survey. The results show good evidence
of expert consensus by reaching 75% for each consequence of the
engaged customers. On the SNS platform, further aspects of the
inspected effects can be expanded to be studied on relevant
domains. Practitioners will be more strategic in maintaining and
fostering customer relationships, and consistently influencing
new customers when interacting actively through SNS brand
pages.

Keywords—Customer
consequences; brand page

engagement; fuzzy delphi; SNS;

. INTRODUCTION

The explosive growth of Social Networking Sites (SNS) is
the basis for firms to open space for customer engagement in
the proliferation of brand-related ideas, information, and
thought surrounding their network venture. In the circle of
electronic Word-of-Mouth (eWOM) activities, customers and
prospects use SNS not just to acquire information but to
engage with brand and products [1]-[2]. Customers are
equipped with the brand pages that are created by firms for
marketing and communication activities related to brand and
products. These pages are able to tie existing customers and
catch the prospect's attention due to the firms’ series of
repeated and effective strategies, for an instance, posting the
good copywriting to advertise a newly-launched product.

Notwithstanding the evidence, engaging customers and
ensuring their commitment to the online community is a
critical task for the brand to succeed. The online marketing
initiatives has put a big challenge on most brands in the
aspects of broadcast advertisements, messages, and campaigns

Ramlan Mustapha®

Institute of Teacher Education, Tengku Ampuan Afzan
Campus, Kuala Lipis, Pahang,
Malaysia

by firm marketers that are usually influenced by community
partners and ultimately alter the customer's decision beyond
the transaction [3]-[5]. The postal content generated by
marketers via the brand pages are greatly affected by various
types of data manipulated through User-Generated Content
(UGQ) in the form of audio, video, images, animation and text
[6]. Such activities are the reaction of customers that occur
when they are stimulated by the factors around their
communities.

The core of the relationship between the customer, the
firm, and the brand is through the virtual customer
engagement [7]-[8]. In particular, there is a demand to provide
a broader view of the online community in the social media
landscape [9]-[11]. The concept of customer engagement is
the need for a brand to handle online affairs more effectively
and overcome the firm’s challenge to understand the exact
mechanism to measure online customer preferences and
reactions.

Customer engagement is an evolving concept of
relationship marketing theory that stands as a key role
motivated by various drivers, thereby delivering impact on
other consequences (see [12]-[16]). In consumer behaviour
research, this principle theory is anchored with service-
dominant logic and social exchange theories in which are
mutually complementing in terms of the body knowledge
contribution. The lens of service-dominant logic has
centralized the notion of customer engagement on the value
co-creation of firm-customer exchange in the network of
interactive service system [17]-[18]. According to [19]’s
social exchange theory, customers are predicted to respond
positively to their thoughts, feelings, and behaviors towards
the brand as they are motivated by certain future returns from
established obligations [20]. Communities interacting with
SNS have acknowledged the tendency of customers to be
grateful and reciprocate by repaying the benefits they acquired
in the process of exchanging with the brand.

Dominantly, online customer engagement can be assessed
through three main dimensions - cognitive, affective and
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behavioural — as treated by various researchers in different
field areas [10], [21]. This study, however, argues about the
importance of customer behavior within the SNS community.
The behavioral aspect profoundly seen as priority since it
serves as a strong indicator of customer engagement in social
media and supported by many claims in previous studies [8],
[22]-[24]. Manifesting behavior from such customers includes
all kinds of behaviours that they translate beyond purchase
arrangements; such as suggestions for service improvements,
product purchasing insights, search of brand and product
information, and sharing of usage experience with other
customers. Each of their behaviours in the app interface panel
greatly determines the involvement of other community
members to the brand.

It is clear that the study referred to customer engagement
within social media community is increasingly important [2],
[25]-[26]. These scholars focus on examining the intangible
indicators that pose impacts to the engagement domain, for
examples reputation, advocacy, and others. In spite of this,
literature recognizes the lack of agreement on research of the
consequences of customer engagement [21]. While the impact
of customer engagement in the communities studied is more
important as it determines the restructuring of a more effective
strategy by the brand for achieving better business objectives,
scientific research investigating the behavior of customer
engagement in the SNS is rarely implemented [27]. In the
similar consonant, authors call for more research to gain
insights on social media use as an effective integrated
marketing tools [28]-[30]. The development and verification
of indicators to assess the involvement of the community in
SN activities can meet the claims of those researchers.

Therefore, to encourage future research on the
consequences of customer engagement in behavioural
dimension within the SNS community, it is essential to have a
systematic approach to validate the indicators. The study seeks
to obtain a consensus of experts relating to the development
and validity of the proposed consequences of customer
engagement due to the scarcity of works conducted to this
date. The effective tool that will be used in this case is the
Delphi Fuzzy technique in which is expected to work very
well as the validity measurement of the variables studied.
Thus, the objective of this study is:

What is the level of agreement among experts towards the
indicators for evaluating the behavioral manifestation from
the engaged customer (consequences) via the SNS platform?

The rest of the article presents the conceptualization of
customer engagement in SNS held by this study, followed by
the methodology section to elucidate the implementation of
Fuzzy Delphi approach to achieve the above objective.

Il.  CONCEPTUAL FRAMEWORK

Firms must accommodate opportunities to encourage
customers in the participation of product review, exchange
information, development, and innovations [31]-[32]. These
activities can be reached when members of the online
community continue to communicate in the direction of
bilateral in their post-engagement in SNS through the eWOM
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network. Brand proactive activities will increase the
participation of more customers in the community, in turn will
add the concept of sharing and dissemination of brand
information. Subsequently, customers involved in the SNS
platform are believed to have shown certain reactions of
behavior as a result of intent to show their involvement.

This study put a debate on the increases of eWOM and the
active participation in brand community as the prominent
consequences that symbolizes the behavioral of engaged
customers in SNS. Furthermore, knowing the consequences
are even more important for firms to get valuable insights of
what outcomes after customers are considered as engaged
person, hence giving input to their online marketing strategies
to be reviewed and optimized as to making them parallel with
the business goals. The conceptualization of customer
engagement and it’s consequences in the SNS brand page is
illustrated in Fig. 1 below.

Increases in
/ eWoOM
Online
Customer
Engagement
\ Participates
SNS in Bran_d_
Community Communities

Fig. 1. Conceptual Framework of Customer Engagement in SNS

A. Increases in Electronic Word-of-Mouth (eWOM)

Positively engaged customers are likely communicating in
positive eWOM about firms, brands and products. In
adjustment with the context of this study, eWOM was labelled
as “SNS environment which create new forms of group
conversations in communities, with large numbers of
participants participate in different roles and stages, allowing
potential and existing customers to positively express
statement and exchange information about a brand, product or
a firm” [33]-[35].

In the literature of marketing and communication, two
important dimensions that conceptualize social influences of
customers’ attitudes and behaviors in the eWOM process are
opinion leadership and opinion seeking [35]-[36]. The
exceptional growth of SNS offers opinion leaders with the
ability to strengthen their interpersonal characteristics by
motivating other community fellows, hence will encourage the
eWOM development [37]. Relatively posses lower product
knowledge, opinion seekers actively search information and
advice in a given category [35]. Another important dimension
in eWOM is online pass-along behavior [38] in an attention to
provide the community SNS members with a useful tool to
exchange meaningful information and past worth experiences
about brand and product [37].
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B. Participates in Brand Community
The first concept of brand community introduced to the

marketing literature is proposed by [39], defined as “a
specialized, non-geographically bound community, based on a
structured set of social relationships among admirers of a
brand”. The engaged customers are experienced customers
with the focal brand, hence, they highly possible to deliver
some valuable knowledge-sharing information to advise and
to influence community peers essentially by helping each
other and fixing each other’s problems with the brand [40].
The engaged customers’ activities will attract and influence
enormous potential customers who interest about the brand to
participate and constructing larger groups, and performing
many important tasks on behalf of the brand [18], [25].

As a quest to universally connecting all benefits of brand
communities announced by prior studies, [26] had identified a
diverse set of dimensions which is empirically tested to gain
insight of brand communities’ motivational drivers — brand
influence, connecting, helping, like-minded discussion,
seeking assistance, self-expression and up-to-date information.
Adapted from these empirically tested measures, this study
aims to test the relationship between customers engaged with
brands with the SNS community in which they are located.

TABLE I. CONSEQUENCES OF CUSTOMER ENGAGEMENT IN SNS,
CONCEPTUAL FRAMEWORK OF CUSTOMER ENGAGEMENT IN SNS
Consequences of customer engagement
2 = © g
5 |15o.l8| |E |2
D m =4 2|5
% =g |8 3 S| &z § S | £ Context,
i3 sS |23 8le|s|lsES research type
5 LE 2D |B|S| 5. 2
< SE|ss|2|lo 3| xEg 8
SO |E5 8|l | 2ESD
= 0O 8 o = % = o st
3 s=| @ & £° |g
D‘ S
X * . a)
[12] J \/ Offline, conceptual
Online social
[41] v v platform, conceptual
[7] V| SNSS, empirical
[42] v SRR Offline, conceptual
[1] N Online community,
conceptual
[14] N Social media,
empirical
[27] v SNS, empirical
Social media,
(8] v empirical
[16] N Mobile devices,
empirical
[43] N Offline, conceptual

In this study, the manifestations of customers involved in
SNS is confined within a one-dimensional outcome - which is
behaviour. Following the exploration of previous works (refer
Table | where the constructs of behaviour dimension are
marked with *), it is strongly believed that these two
consequences could result in significant relationships with the

Vol. 9, No. 9, 2018

domain of customer engagement using the Delphi Fuzzy
method. To achieve results, the manuscript on hand has
adjusted 9 items to Increases in eWOM from [37] and [44], as
well as 24 items were drawn and coordinated from [26] to
Participates in Brand Communities to measure the scale of
customer engagement behavior as conceptualized in Fig. 1.

I1l.  METHODOLOGY

Fuzzy Delphi technique has been utilized by this study to
validate the conceptual framework of customer engagement in
SNS as well as adapted measurement scales. Inspiration of the
use of Fuzzy Delphi is derived from the effectiveness of the
results in various types of IT/IS research variations presented
by [45]. This tool is a very helpful method when the level of
research requires approval from a group of experts. In
addition, the Fuzzy Delphi technigue is an interesting method
of collective decision-making about the blurred ideas of the
alignment of experts' opinions [46]. Their responses can be
implemented in a short time because of the use of survey
methods in parallel with the lower cost and experts can fully
express their true response without misinterpretation to ensure
perfection and consistency of opinion [47].

The whole methodology is done by dividing the processes
into four major stages. The first stage is prior to the Delphi
Fuzzy technique is performed where the items to be certified
by experts are developed. The second stage refers to the
selection of 12 appropriate experts from the background of the
academic and business fields. The third stage is related to data
collection activities from designated experts within a certain
period of time. The final stage is definitely an analysis process
in terms of generating significant relationships between the
latent variable for review, customer engagement and the two
identified consequences. Table I1(A) and II(B) illustrates the
four levels mentioned.

A. Instrument Development

The formation of a questionnaire instrument was
conducted after the identification of two of the leading
consequences of SNS's customer engagement (as presented in
Table I). In order to meet the criteria of measurement items
that are expected to yield significant results, these items are
withdrawn from the relevant prior research. The statement of
these questions has been modified to conform to the context
and environment of the SNS medium to be studied. These 42
guestions were reviewed in terms of content and format at the
beginning by 3 academicians in the relevant field of social
media and business. In conjunction with this, two language
specialists, an English language lecturer and another Malay
language lecturer were also invited to evaluate the suitability
of the item presented. Some improvements have been made to
the content of the question with the aim of enhancing the
clarity and ease of formatting. Adaptive questions from
previous studies with different mediums and samples can
affect the reliability and validity of items to be tested in real
surveys. Therefore, this present study has taken into account
the views of practitioners (in this case the Small Medium
Enterprises (SME)) through small-scale structured interview
sessions to validate items captured from literature [45]. The
examined set of items is then properly formatted into the
questionnaire as outlined in Table I1(A).
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B. Sampling and Selection of Respondents

The expert group required for this study is from those who
meet the following criteria: knowledge and experience with
issues being examined, ability and willingness to participate,
qualification, individual character, comparative ability,
communication skills as well as consistent and credible within

TABLE Il

Vol. 9, No. 9, 2018

their respective fields [46], [48]. Hence, this study has chosen
the purposive sampling through the identification of 12 skilled
experts in one or more of the following areas: IT, social
media, online governance, marketing, and consumer
behaviour.

(A).Fuzzy DELPHY — STAGES OF INSTRUMENT DEVELOPMENT, SELECTION OF EXPERTS AND DATA COLLECTION, CONCEPTUAL FRAMEWORK OF

CUSTOMER ENGAGEMENT IN SNS

Instrument development
Content Approach Measurement items
A questionnaire form with 42 | Adapted scales  from
items and was divided into four | relevant literature (refer Latent variable Adapted Scales Number of item
sections: Table 1) scales
1) Cover page Online Customer [14], [54], [55] 9 items
2)  Demographic of
engagement
respondents _
3) Item questions in 7-Lickert Consequences Adapted Scales Number of item
scale scales
4)  Spaces for comment Participates in Brand [26] 24 items
Communities
Increases in WOM [37], [44] 9 items
Total 42 items
Selection of experts and data collection
Technique Approach Classification of experts
Purposive sampling by | Form delivery
identifying,  contacting and | A scheduled and face-to- E N Institution/Sect Number of
confirming the experts to be | face meeting based on Xperts nstitution/sector participants
participants experts’ availability UTeM (IT domain) 2
. UTeM (Business domain) 1
E(t)eiumrr?g(;le?:r?:s either by Academici UITM (IT domain) =
cademicians - -
face-to-face or submission uIT™m (Busmes's domain) 1
via email UPM (IT domain) 1
Polytechnic (IT domain) 1
Practitioners Manufacturing 2
(SMEs) Services 3
Total 12

A total of 12 experts were taken from the suggestion of
[49] which states that heterogeneous sampling requires
between 10 and 35 experts. The experts who come from
different profiles and backgrounds are made up of 7
academics and 5 practitioners (refer Table 1I(A) for the
classification). By using email and follow-up via phone calls,
they have been invited to take part in the survey and
agreement have been dealt with as soon as they give consent.

By scheduling different meetings, a face-to-face approach
with these 12 designated experts are carried out to provide an
explanation of the items reviewed if any issues arise. The
guestionnaires are then distributed and the item verification
process from each expert is conducted based on the
procedures outlined. This level ends with the collection of
forms at different times where the items being evaluated are
ready to be analyzed using the Fuzzy Delphi method in
Microsoft Excel.
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TABLE II. (B). Fuzzy DELPHY — STAGES OF DATA ANALYSIS
Data analysis
Linguistic variables Fuzzy scales
Strongly Disagree 0.0 0.0 0.1
Disagree 0.0 0.1 0.3
Step 1 somewhat Disa_gree 0.1 0.3 0.5
The determination of triangular fuzzy Neither agree or disagree 0.3 0.5 0.7
numbers Somewhat agree 0.5 0.7 0.9
Agree 0.7 0.9 1.0
Strongly agree 0.9 1.0 1.0
All linguistic variables used in the questionnaire are transformed to triangular fuzzy numbers [50].
Next, the  average value of each  expert's response  will be  calculated
Step 2 with the following equation (1):
The determination of average Y m;
— 17
responses m= =— (1)
The threshold value (“d”) between two Fuzzy numbers (m= mj, M, mg) dan (n= ny, Ny, hg) is then
computed using the equation (2):
Step 3 1
The determlnatl?‘pdg];threshold value dim,n) = \/5 [(m; —ny)? + (my — ny)2 + (M3 — n3)?] @
This “d” value must be <= 0.2 to reach an agreement of all experts, based on [50]-[51].
The overall value of the items in each construct is assessed to exceed 75% in order to reach the group
Step 4 agreement [50], by using the formula (3) as the following:
The determination of group ng"
CONsensus Total of "d"<0.2 X 100 3
Total of experts
To calculate the defuzzification, either of these formulas (i or ii or iii) can be used:
i my+ my,+ my
Amax = f
i my; + 2m, + my
Step 5 Amax = ——F
The identification of defuzzification
and ranking of items iii m; + 4m, + my
Amax = T
The resulting score numbers (defuzzification) must be in the range 0 to 1 [56] and the value of alpha-cut
must be exceeding 0.5 [52]-[53] to indicate the expert consensus.

C. Data Analysis using Fuzzy Delphi

The analysis was conducted with the aim to prove that the
individual item and the overall examined constructs -
Customer Engagement and the two consequences namely
Increases in eWOM and Participates in Brand Communities -
are the valid model and will be eligible as the measurement
items for the actual survey in the following research phase.
Overall, the Fuzzy Delphi systematic analysis needs to be
through 5 steps to obtain the final decision.

As summarized in Table I1(B), data collected in the form
of linguistic scales should first be altered to fuzzy triangular

numbers [50]. This is done for each expert before following
the next procedure, determining average responses. Therefore,
in the third step, the calculation of the threshold value (“d”)
for each item and construct is calculated to ensure that the
decision does not exceed 0.2 to reach an expert agreement
[50]-[51]. The overall value of items in each construct is then
assessed to obtain a minimum of 75% in order to reach the
group's consent [50]. This analysis ends by calculating the
defuzzification value for each item in prioritizing its position
according to the construct [52]-[53]. Each of the above steps
has been presented distinctly in Table 11(B).
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VALUE “D” OF ITEM, VALUE “D” OF CONSTRUCT, % OF EXPERTS CONSENSUS, DEFUZZIFICATION AND ITEM RANKING FOR ONLINE CUSTOMER

ENGAGEMENT (Q1-Q09)

ONLINE CUSTOMER ENGAGEMENT

Expert

Ql Q2 Q3 Q4 Qs Q6 Q7 Qs Q9

1 0.22 0.03 0.06 0.06 0.04 0.09 0.05 0.03 0.11

2 0.05 0.03 0.06 0.06 0.04 1.26 0.05 0.03 1.24

3 0.17 0.03 0.10 0.06 0.14 0.19 0.11 0.03 0.11

4 0.05 0.03 0.06 0.06 0.04 0.09 0.28 0.27 0.19

5 0.17 0.14 0.10 0.09 0.14 0.19 0.11 0.13 0.21

6 0.17 0.14 0.10 0.09 0.14 0.19 0.11 0.13 0.21

7 0.22 0.26 0.30 0.06 0.26 0.21 0.28 0.27 0.19

8 0.17 0.14 0.10 0.09 0.14 0.19 0.11 0.13 0.21

9 0.05 0.03 0.06 0.06 0.55 0.09 0.05 0.03 0.11

10 0.52 0.26 0.10 0.09 0.14 0.19 0.11 0.13 0.21

11 0.17 0.14 0.10 0.09 0.14 0.19 0.11 0.13 0.21

12 0.05 0.03 0.06 0.06 0.04 0.09 0.05 0.03 0.21

Value “d” of each item 0.17 0.10 0.10 0.07 0.15 0.25 0.12 0.11 0.27

Value “d” construct 0.15

Percentage (%) of expert
consensus for each item
Percentage (%) of expert
consensus for construct

75% 83% 92%

100% 83% 83% 83% 83% 42%

81%

Defuzzification 08 08 090 091 08 08 08 08 97°
Item ranking in each construct 7 5 2 1 6 8 3 4 9
= =
o b - ] 3
[} ©\ o
S 3 5 S 3 a S
= o o o — —_ (]
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9} © — bl c c ©
o0 < » © c c © © o
£ 3 an S o © © < o —
@ —_ = o — o = =2 o) °
3 — = = s o =2 o = c
© < L = 0 o — c c ©
9 c o = = 9 S c o 5 o
Item content £ ST Qs T e ° <) 2 a =)
b 2 2 s & ] o 4 = N [}
° o O @ — £ < S 1) ] © =
o = o = a © £ 17,]
° S o € © a I a 2
o > = o o 4 1S Q o
© = e e 9 € =
= £ Q € o )
el 3 o -4 Ee] [ [ w
e 2 2 S g g S
2 > = o = = £
%) o« = 7}

IV. RESULT

Fuzzy Delphi analysis that has been implemented on 42
items has met the objective with compelling results. Available
in Table Il are the results obtained for Online Client
Engagement in the dimensions of the behaviour as a latent
construct under investigation. Boxes marked with colour
display values of “d” above 0.2, indicating that some experts
disagree with the items reviewed.

However, unmarked boxes have a much larger number,
concluding that most items are relevant in their view. It has

reached a member consensus percentage of more than 75%,
and defuzzification score of individual items is greater than
0.5. With the defuzzification scores, the item ranking can be
calculated to know the priorities. Counting scores displaying
two items that tend to be an expert choice are the similarity of
questions that put forward suggestions and positive feedback
about the brand initiated by a customer to other prospects or
customers within the community they are interacting with
(refer Q3 and Q4).
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TABLE IV.  VALUE “D” OF ITEM, VALUE “D” OF CONSTRUCT, % OF EXPERTS CONSENSUS, DEFUZZIFICATION AND ITEM RANKING FOR INCREASE IN
ELECTRONIC WORD-OF-MOUTH (Ewom) (Q10 — Q14)
E INCREASES IN EWOM
xpert
Q10 Q11 Q12 Q13 Q14
1 0.07 0.05 0.05 0.07 0.16
2 0.07 0.05 0.05 0.07 0.05
3 0.19 0.17 0.05 0.19 0.16
4 0.49 0.52 0.21 0.20 0.23
5 0.19 0.17 0.18 0.19 0.16
6 0.19 0.17 0.18 0.19 0.16
7 0.07 0.05 0.05 0.07 0.05
8 0.19 0.17 0.18 0.19 0.16
9 0.49 0.22 0.21 0.79 0.23
10 0.20 0.22 0.50 0.20 0.53
11 0.19 0.17 0.18 0.19 0.16
12 0.07 0.05 0.05 0.07 0.05
Value “d” of each item 0.20 0.17 0.16 0.20 0.17
Value “d” construct 0.18
0,
Percentage (%) of expert 83% 750 75% 92% 750
consensus for each item
0,
Percentage (%) of expert 80%
consensus for construct
Defuzzification 0.82 0.84 0.83 0.82 0.85
Item ranking in each construct 5 4 2 3 1
o 4 ., 8 2« &
0 58 28 59 B £
= £3 = o B & o
25 ge 88 =3 £e2
£S5 43 25 S8 50
% E5 | @8 5:7  EE£
Item content 5 8 s g = = g =8=
£ 3 T csE ©&25 <S58
58 £5 a8 g5 @ =58
o o 8 s g2 g2 SE§
B3 £ = =l = < & o
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On the other hand, an assessment of the 9 items in the
eWOM construct returned the unpredictable results initially.
This is because nearly half of the threshold item value (“d”)
has exceeded 0.2 indicating the disagreement of experts on
some adapted items from the previous context and research
setting. To achieve a good overall agreement, this study has
released 4 individual items with the lowest percentage of “d”
value (not reaching 75%). Consequently, the scale supporting
the Increase in eWOM measurements is comprised of only 5
items left as these have the percentage of expert consensus for
more than 75%, contributing the total consensus of 80%.
Refer Table IV.

According to the same table, score numbers
(defuzzification) lie between 0 and 1 [56]. The value of alpha-
cut is calculated to be greater than 0.5 [52]-[53] to support the
consensus of experts on 5 items for the eWOM consequence.
Attitudes to conveying brand-related information to their
contact network at SNS are the most accepted items by experts
who evaluate the question. Online subscribers are also
interested in soliciting opinions or suggestions of members of
the branded site community about their new favorite product
release.
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TABLE V. (A). VALUE “D” OF ITEM, VALUE “D” OF CONSTRUCT, % OF EXPERTS CONSENSUS, DEFUZZIFICATION AND ITEM RANKING FOR PARTICIPATES IN
BRAND COMMUNITIES (Q15 — Q24)
PARTICIPATES IN BRAND COMMUNITIES
Expert
4 Q15 Q16 Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24
1 0.03 0.03 0.11 0.09 0.06 0.08 0.06 0.03 0.10 0.10
2 0.03 0.03 0.05 0.06 0.06 0.08 0.09 0.03 0.06 0.06
3 0.03 0.03 0.05 0.06 0.09 0.08 0.06 0.03 0.06 0.06
4 0.26 0.28 0.29 0.06 0.06 0.08 0.09 0.03 0.06 0.06
5 0.14 0.12 0.11 0.09 0.09 0.08 0.06 0.12 0.10 0.10
6 0.14 0.12 0.11 0.09 0.09 0.08 0.06 0.12 0.10 0.10
7 0.03 0.03 0.05 0.06 0.06 0.08 0.09 0.28 0.30 0.30
8 0.14 0.12 0.11 0.09 0.09 0.08 0.06 0.12 0.10 0.10
9 0.03 0.03 0.05 0.06 0.06 0.08 0.09 0.03 0.06 0.06
10 0.26 0.03 0.05 0.06 0.06 0.08 0.06 0.03 0.10 0.10
11 0.14 0.12 0.11 0.09 0.09 0.08 0.06 0.12 0.10 0.10
12 0.03 0.03 0.05 0.06 0.06 0.08 0.09 0.03 0.06 0.06
Value “d” of each item 0.10 0.08 0.09 0.07 0.07 0.08 0.07 0.08 0.10 0.10
Value “d” construct 0.11
0,
Percentage (%) of expert 83%  92%  92%  100%  100%  100%  100%  92%  92%  92%
consensus for each item
Percentage (%) of expert 86%
consensus for construct ?
Defuzzification 0.86 0.88 0.89 0.91 0.91 0.92 0.93 0.88 0.90 0.90
Item ranking in each construct 15 12 9 4 3 2 1 11 5 6
%) k=) 4= ° 5 o =
= = o R ) = v £3
3 8 T 8 2 55 2 s3 =& :8
S k7 [ S 2 o 3 g c o ] S o
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The second consequence of Online Customer Engagement,
namely Participates in Brand Communities was captured as
significance by the findings (refer Table V(A) and Table
V(B)). Examined items were calculated with the value of “d”
< 0.2, proven that all questions are relevant for reaching an
agreement 86%. When the selected group of experts evaluates
these items, they have confirmed that they are suitable as
measuring scales to the studied constructs.

According to the results of defuzzification in both tables,
the scores obtained for all items are within the range of 0 to 1

and the alpha-cut values have exceeded 0.5 [52]-[53], [56].
The achievement of these values demonstrates the success of
obtaining the experts' consent on each item submitted after the
analysis. As mentioned earlier, Participates in Brand
Communities has adopted the most number of items from
literature. Following that, 9 out of 24 questions (leaving 15
items) have been excluded from this construct based on the
ranking to minimize and facilitate respondents in answering
the questionnaire in the actual survey soon.
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VALUE “D” OF ITEM, VALUE “D” OF CONSTRUCT, % OF EXPERTS CONSENSUS, DEFUZZIFICATION AND ITEM RANKING FOR PARTICIPATES IN

BRAND COMMUNITIES (Q25 — Q29)

Expert PARTICIPATES IN BRAND COMMUNITIES
Q25 Q26 Q27 Q28 Q29
1 0.03 0.11 0.10 0.11 0.04
2 0.03 0.05 0.06 0.05 0.04
3 0.13 0.05 0.10 0.05 0.13
4 0.03 0.05 0.06 0.05 0.26
5 0.13 0.11 0.10 0.11 0.13
6 0.13 0.11 0.10 0.11 0.13
7 0.27 0.29 0.30 0.29 0.26
8 0.13 0.11 0.10 0.11 0.13
9 0.03 0.05 0.06 0.05 0.04
10 0.27 0.05 0.06 0.05 0.26
11 0.13 0.11 0.10 0.11 0.13
12 0.03 0.05 0.06 0.05 0.13
Value “d” of each item 0.11 0.09 0.10 0.09 0.14
Value “d” construct 0.11
0,
Percentage (%) of e>_<pert 83% 92% 92% 92% 750
consensus for each item
Percentage (%) of expert 86%
consensus for construct °
Defuzzification 0.87 0.89 0.90 0.89 0.86
Item ranking in each construct 13 8 7 10 14
£ 3 2 g 2
=585 @ T2 o g
o= a g'c = <
[SI] S a €3 22 2
g2 g3 e E = =
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After the analysis and modification process, the number of
items retained is 29 against 42 original items reviewed in the
provided questionnaire by the expert group. Table VI presents
the summary of the items investigated after the Fuzzy Delphi
analysis by the experts. The findings demonstrate that items
obtained and modified from literature has been validated to be
tested with the actual sample of brand communities in SNS
environment.

TABLE VI.  THE MODIFIED NUMBER OF ITEMS AFTER FUZZY DELPHI
ANALYSIS
Construct Number of Number of Labelled of
initial items items guestions
(after analysis)
Online Customer . .
Engagement 9 items 9 items Q1-Q9
eWwOM 9 items 5 items Q10-Q14
Participate in Brand . .
Communities 24 items 15 items Q15 -0Q29
Total 42 items 29 items

V. DISCUSSION AND CONCLUSION

Taking the example of the analysis has been discussed,
Fuzzy Delphi method proved very effective to confirm the
modified set of items of literature into a different dimension of
the study in terms of platform, object and subject of customer
engagement. Indeed, it shows that Increases in eWOM and
Participates in Brand Communities is a relevant result of
customers engaged in behavioural aspects of the SNS
community network. It coincides with the success of previous
researcher studies that use Fuzzy Delphi for verification thus
determining the priorities of factors or elements on a subject
being examined [46]-[47], [56]-[57].

The analyzed items were well-calculated, as evidenced by
the average threshold “d” < 0.2 [50]-[51] and the average
achievement of specialist consensus for proximal customer
engagement variables and both consequences, which exceeded
75% [50]. The defuzzification scores obtained for all items is
in the range of 0 to 1 and alpha-cut values have exceeded 0.5
as mentioned by [52] and [53] that confirms items analyzed
are acceptable and contribute to the body of knowledge. The
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full analysis results conclude that it has met the objective of
this study to validate the measurement items for customer
engagement and its consequences from the manifestation of
their behaviour on the SNS avenue.

The outcome of this study offers two implications via the
side of practical and social. First, by knowing the scales of the
customer’s engagement in the SNS interface such as indicators
like, share and comment, digital marketers can establish
effective strategies to drive customer or prospect towards
promotional activities, campaigns, and brand-run contests.
The items agreed by experts to evaluate the increase of
customers through eWOM and the active participation in
brand communities should be noted by the firms so that their
brand can be recognized by the prospect and maintained by
existing customers. For example, customers who continuously
react to specific product or brand; by liking or sharing tips and
uses of a brand are loyal customers that must be preserved by
firms because they are valuable assets for brand life
sustainability. This situation dictates the concept of
relationship marketing that emphasizes those customers who
have interacted with and are familiar with the brand become
the source of informers to members within the brand's
community site. Other theoretical support for customer
engagement in brand community activities is derived from
social exchange theory, where customers who are satisfied
with the quality of their ties from the brand will resonate the
sentiment, for example, through sharing of ideas to advance
future brand products.

In terms of social implications, SNS software providers
can offer a non-charge indicator within a wider radius to
firms, capable of capturing the number of active loyal
customers who often contribute brand-related information to
other customers. This view aligns with the tendency of firms
that often use built-in dashboards as they are cheaper and
easier to learn on their own [58]-[59]. Programmers and social
media administrators are also encouraged to provide similar
approaches to these firms. With that, virtual marketers who
are mostly small-scale businesses can leverage it to measure
the effectiveness of their brand marketing efforts in the
community.
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