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Abstract— Method for learning efficiency improvement based on 

gaze notifications on e-learning content screen display is 

proposed. Experimental results with e-learning two types of 

contents (Relatively small motion of e-learning content and e-

learning content with moving picture and annotation marks) 

show that 0.8038 to 0.9615 of R square value are observed 

between duration time period of proper gaze location and 

achievement test score.  
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I.  INTRODUCTION  

Computer key-in system by human eyes only (just by 
sight) is proposed [1],[2]. The system allows key-in when 
student looks at the desired key (for a while or with blink) in 
the screen keyboard displayed onto computer screen. Also 
blink detection accuracy had to be improved [3],[4]. 
Meanwhile, influence due to students' head pose, different 
cornea curvature for each student, illumination conditions, 
background conditions, reflected image (environmental image) 
on students' eyes, eyelashes affecting to pupil center detection, 
un-intentional blink, etc. are eliminated for gaze detection 
accuracy improvement [5],[6]. On the other hands, the system 
is applied for communication aid, having meal aid, electric 
wheel chair control, content access aid (e-learning, e-comic, e-
book), phoning aid, Internet access aid (including Web search), 
TV watching aid, radio listening aid, and so on [7]-[17].  

The method for key-in accuracy improvement with moving 
screen keyboard is also proposed [18]. Only thing student has 
to do is looking at one of the following five directions, center, 
top, bottom, left and right so that key-in accuracy is 
remarkably improved (100% perfect) and student can use the 
system in a relax situation. 

One of the applications of gaze estimation is attempted in 
this study. Using gaze estimation method, lecturers can 
monitor the screen location where students are looking at 
during they are learning. Sometime students are not looking at 
the same location where content creator would like students 
look at. Such students may fail or have a bad score in 
achievement tests. When students learn with e-learning 
contents, lecturers can monitor their gaze location so that 
lecturers may give a caution when students are looking at 
somewhere else from the location where lecturers would like 
students look at. Thus learning efficiency may improve 

somewhat. 

The second section describes the proposed system 
followed by some experimental results. In the experiments, 
learning with typical e-learning content with gaze estimation is 
conducted first followed by learning with e-learning contents 
of moving picture with annotations (lecturer indicates the 
location where lecturer would like students look at with some 
marks). Thus effectiveness of the e-learning with gaze 
estimation is enhanced. Finally, concluding remarks are 
followed by with some discussions. 

II. PROPOSED SYSTEM 

A. Gaze Location Estimation Method and System 

Students wear a two Near Infrared: NIR cameras 
(NetCowBoy, DC-NCR130

1
) mounted glass. One camera 

acquires student eye while the other camera acquires computer 
screen which displays e-learning content. Outlook of the glass 
is shown in Figure 1 while the specification of NIR camera is 
shown in Table 1, respectively. 

 

Figure 1. Proposed glass with two NIR cameras 

TABLE I. SPECIFICATION OF NIR CAMERA 

Resolution 1,300,000pixels 

Minimum distance 20cm 

Frame rate 30fps 

Minimum illumination 30lx 

Size 52mm(W)x70mm(H)x65mm(D) 

Weight 105g 

In order to monitor students' psychological situation, 
Electroencephalography: eeg

2
 sensor (NueroSky

3
) is also 

attached to students' forehead as shown in Figure 2. 

                                                           
1
 http://www.digitalcowboy.jp/support/drivers/dc-ncr130/index.html 

2
 http://en.wikipedia.org/wiki/Electroencephalography 

3
 http://www.neurosky.com/ 
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Figure 2. NeuroSky of EEG sensor 

System block diagram is shown in Figure 3. Peak Alpha 
Frequency: PAF of eeg signals

4
 represent how relax do 

students during learning processes with e-learning contents 
[19]. 

 

Figure 3. system configuration of the proposed system. 

B. Examples of the Acquired Images 

An example of the acquired eye image with the NIR 
camera is shown in Figure 4 together with the binarized 
detected cornea and the extracted pupil image. In the NIR eye 
image shows a clearly different cornea from the sclera. In this 
case, although influence due to eyelash and eyelid is situated 
at the end of eye, not so significant influence is situated in the 
eye center. Also pupil is clearly extracted from the cornea 
center. NIR camera which shown in Table 1 has the six NIR 
Light Emission Diode: LEDs

5
 which are situated along with 

the circle shape. The lights from the six LEDs are also 
detected in the extracted cornea. 

 

Figure 4. An example of the acquired eye image with the NIR camera 

together with the binarized detected cornea and the extracted pupil image 

Firstly, student has to conduct calibration for adjust the 
distance between the student and the computer display. In the 
calibration, student has to look at the four corners of the 
checkerboard which is displayed on the computer screen as 
shown in Figure 5. 

                                                           
4
 http://www.springerlink.com/content/pj62w726373h45x6/ 

http://www.carelinks.net/books/ch/memory.htm 
5
 http://www.digitalcowboy.jp/ 

 

Figure 5. An example of computer screen image which is showing 

commands for the computer program, student’s eyes image together with 

checkerboard for calibration which allows estimation of distance between 

student and the computer screen. 

Red rectangles in Figure 6 indicate the programming 
commands, the detected binarized cornea, and three corners of 
the checkerboard images. 

 

Figure 6. The programming commands, the detected binarized cornea, and 

three corners of the checkerboard images. 

Two images which are acquired with the camera 1 for 
student’s eye and the camera 2 for the image of which student 
is now looking at. At the bottom right in Figure 7 shows the 
image which is acquired with the camera 2. With the camera 1 
acquired image, the system can estimate the gaze location. At 
the same time, the system can acquire the image of which the 
student is looking at. 

III. EXPERIEMNTS 

A. Typical E-learning Contents 

An example of typical e-learning contents is shown in 
Figure 8. The image can be divided into four parts, (1) 
lecturers’ face of moving picture, (2) description of the content, 
(3) presentation materials, and (4) content (presentation 
procedure, or order of presentation) of the e-learning content. 
In addition to these, typical e-learning contents include chat 
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and Bulletin Board System: BBS
6
 for Question and Answer 

(Q/A). Usually, content creators would like student to look at 
the description and the presentation material back and forth. 
Students, however, used to look at the different location other 
than the description and the presentation material. Such those 
students cannot learn effectively.  

 

Figure 7. An example of the image which is acquired with the camera 2 at 

the bottom right. 

The proposed system allows identifications of the location 
of which student is looking at. Also students can hear lecturers 
voice of instructions.  

Therefore, students can concentrate the presentation 
materials and the descriptions much more by referring to the 
difference between the location of which students are looking 
at and supposed location of which content creator would like 
students look at. 

10 of students have to have achievement test with 12 
questions. In this case of the typical e-learning content, (2) of 
the portion, description of the content is the most appropriate 
portion of which students would better to look at. Table 2 
shows the achievement test score and the time duration for 
which students are looking at one of the four different portions.  

For instance, student No.1 looks at the portion no.2 
(descriptions of the content) for 10 unit time followed by the 
portion no.1 (lecturers’ face) for 4 unit time, the portion no.3 
(presentation materials) for 3 unit time, and the portion no.4 
(The other portion) for 2 unit time.  

Figure 9 shows relation between the achievement test 
results and duration time. There is a good correlation between 
the score and the duration time for which the students are 
looking at the portion no.2 (R square value

7
 of 0.9615). There 

are no such high correlations between the score and the 
duration time for which the students are looking at the portions 
other than the portion no.2.   

 

                                                           
6
 

http://ja.wikipedia.org/wiki/%E9%9B%BB%E5%AD%90%E6%8E%B2%E7

%A4%BA%E6%9D%BF 
7
 http://en.wikipedia.org/wiki/Coefficient_of_determination 

 

Figure 8. An example of typical e-learning contents (The image can be 
divided into four parts, (1) lecturers’ face of moving picture, (2) description of 

the content, (3) presentation materials, and (4) content (presentation procedure, 
or order of presentation) of the e-learning content. 

TABLE II. SHOWS THE ACHIEVEMENT TEST SCORE AND THE TIME 

DURATION FOR WHICH STUDENTS ARE LOOKING AT ONE OF THE FOUR 

PORTIONS. 

Student  No. Score 1 2 3 4 

1 11 4 10 3 2 

2 10 4 9 5 1 

3 10 5 9 3 2 

4 8 5 8 4 2 

5 8 6 7 3 3 

6 8 5 7 6 1 

7 7 6 6 5 2 

8 6 6 5 4 4 

9 6 4 6 5 4 

10 4 6 3 4 6 
 

 

Figure 9. shows relation between the achievement test results and duration 

time. 

B. E-learning Contents withMoving Picture and the 

Annotations 

There are a plenty of e-learning contents featuring moving 
pictures with annotations. Lecture is provided in accordance 
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with presentation materials with annotation of marks (hand 
written, sometime) and lecturers’ face. Figure 10 shows such 
example of e-learning contents. In this example, lecturer 
makes handwritten marks at the appropriate time and locations. 
There are two major portions, the portion #1 (presentation 
materials) and the portions #2 (Lecturer’s face). The portion 
#1 is divided into the portion no.1 and the portion no.2. The 
portion no.1 denotes the appropriate location where the 
locations are marked while the portion no.2 denotes the other 
locations in the portion #1. The portion no.3 denotes lecturer’s 
face while the portion no.4 denotes the other locations out of 
the portion #1 and #2. 

 

Figure 10. An example of e-learning contents (lecturer makes handwritten 

marks at the appropriate time and locations). 

Relation between the score of the achievement test and the 
portions where the students are looking at is shown in Table 3. 
It is quite obvious that there is strong correlation between the 
score and the duration time for the portion no.1. Therefore, it 
may say that the score is excellent if the students look at the 
appropriate portions, in particular, marked portions in the 
presentation materials. The time period of learning with this e-
learning content is 22 unit time. The highest score is made by 
the student who looks at the appropriate portions for 16 unit 
time out of 22 unit time. 

TABLE III. RELATION BETWEEN THE SCORE OF THE ACHIEVEMENT TEST 

AND THE PORTIONS WHERE THE STUDENTS ARE LOOKING AT 

Student Score 1 2 3 4 

1 10 16 3 2 1 

2 10 15 4 2 1 

3 10 14 3 1 4 

4 9 14 2 5 1 

5 8 13 4 3 2 

6 8 13 4 2 3 

7 8 12 3 3 4 

8 7 13 2 5 2 

9 6 11 5 4 2 

10 6 9 4 4 5 
Correlation between the score and the portion no.1 where 

the students is looking at is around 0.8038 of R square value as 
shown in Figure 11.  

 

Figure 11. Correlation between the score and the portion no.1 where the 

students is looking at is around 0.8038 of R square value 

C. Reading Types of E-learning Content 

One of the examples of reading types of e-learning 
contents is shown in Figure 12. In this example, the location of 
which e-learning content creator would like students to look at 
is marked with black circle while the location of which the 
student looks at is marked with green circle.  

The distance between both locations can be calculated. If 
the accumulated distance exceeds a prior determined threshold, 
then some caution is made by the proposed system. Thus the 
student may follow the desirable locations.  

 
Figure 12 One of the examples of reading types of e-learning contents 

D. Monitoring Students’ Psycological Status 

In order to check students’ psychological statue during 
learning with reading type of e-learning contents, Peak Alpha 
Frequency: PAF of eeg signal is evaluated.  

An example of eeg signal frequency components is 
illustrated in Figure 13. Also the PAF as function of time is 
shown in the top of Figure 14 together with the blink 
occurrence (at the middle) and the distance between the 
location of which e-learning content creator would like 
students to look at and the location of which the student looks 
at (at the bottom). 
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Figure 13 An example of eeg signal frequency components 

The red colored lines are correlations among the PAF, 
blinking and the distance. Namely, when the students look at 
far from the location of which content creator would like 
students look at, the students feel a stress and make a blink 
mostly. Thus the proposed system makes a caution when PAF 
is getting large (the distance is getting large as well). 

 
Figure 14 PAF as function of time (at the top) together with the blink 

occurrence (at the middle) and the distance between the location of which e-
learning content creator would like students to look at and the location of which 

the student looks at (at the bottom). 

IV. CONCLUSIONS 

Method for learning efficiency improvement based on gaze 
notifications on e-learning content screen display is proposed.  

Experimental results with e-learning two types of contents 
(Relatively small motion of e-learning content and e-learning 
content with moving picture and annotation marks) show that 
0.8038 to 0.9615 of R square value are observed between 
duration time period of proper gaze location and achievement 
test score. 

ACKNOWLEDGMENT  

The author would like to thank to Dr.Ronny Mardiyanto 
and Mr.yukinobu Yoshimura for their effort to the 
experimental works.  

REFERENCES 

[1] Arai K. and H. Uwataki, Computer key-in based on gaze estimation with 
cornea center determination which allows students' movement, Journal 
of Electrical Engineering Society of Japan (C), 127、7、1107-1114、
2007 

[2] Arai K. and H. Uwataki, Computer input system based on viewing 
vector estimation with iris center detection from face image acquired 
with web camera allowing students’ movement, Electronics and 
Communication in Japan, 92, 5, 31-40, John Wiley and Sons Inc.,2009. 

[3] Arai K., and M. Yamaura, Blink detection accuracy improvements for 
computer key-in by human eyes only based on molforgic filter, Journal 
of Image Electronics Engineering Society of Japan, 37、5、601-609、
2008. 

[4] Arai K. and R. Mardiyanto, Real time blinking detection based on Gabor 
filter, International Journal of Human Computer Interaction, 1, 3, 33-45, 
2010. 

[5] Arai K. and R. Mardiyanto, Camera mouse and keyboard for handicap 
person with trouble shooting capability, recovery and complete mouse 
events, International Journal of Human Computer Interaction, 1, 3, 46-
56, 2010. 

[6] Arai K. and M. Yamaura, Computer input with human eyes only use two 
Purkinje images which work in a real time basis without calibration, 
International Journal of Human Computer Interaction, 1, 3, 71-82, 2010. 

[7] Arai K., and K. Yajima, Communication aid based on computer key-in 
with human eyes only, Journal of Electric Engineering Society of Japan, 
(C), 128 -C, 11, 1679-1686, 2008. 

[8] Djoko P., R. Mardiyanto and K. Arai, Electric wheel chair control with 
gaze detection and eye blinking, Artificial Life and Robotics, AROB 
Journal, 14, 694,397-400, 2009. 

[9] Arai K. and K. Yajima, Communication Aid and Computer Input System 
with Human Eyes Only, Electronics and Communications in Japan, 93, 
12, 1-9, John Wiley and Sons, Inc., 2010. 

[10] Arai K., R. Mardiyanto, A prototype of electric wheel chair control by 
eye only for paralyzed student, Journal of Robotics and Mechatronics, 
23, 1, 66-75, 2010. 

[11] Arai K. and K. Yajima, Robot arm utilized having meal support system 
based on computer input by human eyes only, International Journal of 
Human Computer Interaction, 2, 1, 120-128, 2011. 

[12] Arai K. and T. Herman, Automatic e-comic content adaptation, 
International Journal of Ubiquitous Computing, 1,1,1-11,2010  

[13] Arai K., T. Herman, “Method for Real Time Text Extraction from 
Digital Manga Comic”, International Journal of Image Processing, 4, 6, 
669-676, 2011. 

[14] Arai K., T. Herman, Module based content adaptation of composite e-
learning content for delivering to mobile devices, International Journal 
of Computer Theory and Engineering, 3, 3, 381-386, 2011. 

[15] Arai K., T. Herman, Method for extracting product information from TV 
commercial, International Journal of Advanced Computer Science and 
Applications, 2, 8, 125-131, 2011 

[16] Arai K., T. Herman “Module Based Content Adaptation of Composite E-
Learning Content for Delivering to Mobile Learners”, International 
Journal of Computer Theory and Engineering (IJCTE), Vol 3, No. 3, pp. 
381-386, June 2011 

[17] Arai K., T. Herman, Efficiency improvements of e-learning document 
search engine for mobile browser, International Journal of Research and 
Reviews on Computer Science, 2, 6, 1287-1291, 2011.  

[18] Arai K., R. Mardiyanto, Evaluation of Students’ Impact for Using the 
Proposed Eye Based HCI with Moving and Fixed Keyboard by Using 
EEG Signals, International Journal of Review and Research on 
Computer Science(IJRRCS), 2, 6, 1228-1234, 2011 

  



(IJARAI) International Journal of Advanced Research in Artificial Intelligence,  

Vol. 1, No. 3, 2012 

6 | P a g e  

www.ijarai.thesai.org 

[19] Siew Cheok Ng and P. Raveendran, EEG Peak Alpha Frequency as an 
Indicator for Physical Fatigue, Proceedings of the 11th Mediterranean 
Conference on Medical and Biomedical Engineering and Computing 
2007 IFMBE Proceedings, 2007, Volume 16, Part 14, 517-520, DOI: 
10.1007/978-3-540-73044-6_132  

AUTHORS PROFILE 

Kohei Arai, He received BS, MS and PhD degrees in 1972, 1974 and 1982, 
respectively. He was with The Institute for Industrial Science and Technology 

of the University of Tokyo from April 1974 to December 1978 also was with 

National Space Development Agency of Japan from January, 1979 to March, 

1990. During from 1985 to 1987, he was with Canada Centre for Remote 
Sensing as a Post-Doctoral Fellow of National Science and Engineering 

Research Council of Canada. He moved to Saga University as a Professor in 

Department of Information Science on April 1990. He was a councilor for the 
Aeronautics and Space related to the Technology Committee of the Ministry 

of Science and Technology during from 1998 to 2000. He was a councilor of 

Saga University for 2002 and 2003. He also was an executive councilor for the 
Remote Sensing Society of Japan for 2003 to 2005. He is an Adjunct 

Professor of University of Arizona, USA since 1998. He also is Vice 

Chairman of the Commission “A” of ICSU/COSPAR since 2008.  He wrote 
30 books and published 322 journal papers. 
 

 

http://www.springerlink.com/content/?Author=Siew+Cheok+Ng
http://www.springerlink.com/content/?Author=P.+Raveendran
http://www.springerlink.com/content/978-3-540-73043-9/
http://www.springerlink.com/content/978-3-540-73043-9/
http://www.springerlink.com/content/978-3-540-73043-9/
http://www.springerlink.com/content/1680-0737/

