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Abstract— This paper focuses on Discrete Wavelet Transform 

(DWT) associated with the K means clustering for efficient plant 

leaf image segmentation.  Segmentation is a basic pre-processing 

task in many image processing applications and essential to 

separate plant leafs from the background. Locating and 

segmenting plants from the background in an automated way is a 

common challenge in the analysis of plant images. Image 

segmentation is typically used to locate objects and boundaries 

(lines, curves, etc.) in images. Image segmentation is a 

fundamental task in agriculture computer graphics vision. 

Although many methods are proposed, it is still difficult to 

accurately segment an arbitrary image by one particular method. 

In recent years, more and more attention has been paid to 

combine segmentation algorithms and information from multiple 

feature spaces (e.g. color, texture, and pattern) in order to 

improve segmentation results .The performance of the 

segmentation is analyzed by Jaccard, dice, variation of index and 

global consistency error method. The proposed approach is 

verified with real time plant leaf data base. The results of 

proposed approach gives better convergence when compare to 

existing segmentation method.  

Keywords- Image segmentation; Wavelet Transform; Haar 

Wavelet; K means clustering algorithm. 

I. INTRODUCTION  

Image segmentation is an essential step in many advanced 
techniques that covers multi-dimensional image processing 
and its applications. Digital Plant leaf analysis occupies an 
important place in many tasks such as in medical and 
agricultural field. Image segmentation techniques [6] are 
mostly used in plant leaf image processing field for detecting 
structures such as viens nodes, curvature and color of leaf 
detection. There are many approaches to image segmentation 
such as classifications, edges, or regions (Beaulieu and Touzi, 
2004). Several techniques have been proposed for image 
segmentation using region growing (see Deng and Manjunath, 
2001), graph cuts (see Boykov and Funka-Leam, 2006; Rother 
et al.2004), normalized cuts (see Shi and Malik, 2000), 
relaxation-based techniques (see Rosen-field et al., 1976), 
neural network based approaches (see Shan et al., 2005), 
methods based on fuzzy theory (see Hall, 1992), level sets (see 
Vese and Chan, 2002), and Markov random fields (see 
Schwartz and Pedrini, 2007). Comprehensive reviews of 
image segmentation techniques are described by Pal and Pal 
(1993) and Cremers (2007). 

This paper describes the technique of wavelet transform 
use for features extraction associated with individual image 
pixels and combining this method with application of the k 
means clustering technique. For the image decomposition and 
feature extraction Haar transform has been applied as a basic 
tool used in the wavelet transform. A specific part of the paper 
is explained about the decomposition and reconstruction 
matrices. The method described is used for description of the 
whole system enabling perfect image reconstruction. The 
proposed algorithm of the Haar wavelet image decomposition 
includes image feature based segmentation with k means 
clustering algorithm. Individual methods have been verified 
for standard images and then applied for processing of 
selected real time plant leaf images.  

 In this paper, a proposed approach that makes use of 
wavelets and K means clustering is applied for leaf images. 
Through wavelets high pass image is extracted and to enhance 
edge details further decomposition is applied, which provides 
fine enhanced edge details with wavelet features like energy 
and entropy. The wavelet features and the k means are 
combined in our method to give better accuracy results. 

The paper is organized as follows a brief literature survey 
is discussed in Section 2. The details of proposed approach  is 
presented in Section 3 while Section 4 demonstrates the results 
of the proposed method. The conclusion is given in Section 5. 

II. THE REVIEW OF WAVELET TRANSFORM 

The wavelet transform (WT), a linear integral transform 
that maps L2 (R)→L2 (R

2
 ) , has emerged over the last two 

decades as a powerful new theoretical framework for the 
analysis and decomposition of signals and images at multi-
resolutions [3].  

Moreover, due to its locations in both time/space and in 
frequency, this transform is to completely differ from Fourier 
transform [4,5]. The region-based systems which use wavelet 
transform are classified into the following three categories 
according to the space units in which feature values for 
segmentation are calculated; 

• A hierarchical block  

• A moving window  

• A pixel 
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In [6], an image is segmented into hierarchical blocks by 
generating a quad tree. Then, for each block, statistics of 
wavelet coefficients (mean absolute value and variance) are 
computed in each subband, and used as features. The quad tree 
segmentation matches the multi level resolution analysis, and 
the features for each block can be obtained by applying 
wavelet transform only once to a whole image. Therefore, the 
computational cost is low. However, the method has low 
flexibility in the shapes of segmented regions. In [7], the 
method of nona-tree is proposed, instead of quad tree. Quad 
tree representation enables more flexible image segmentations. 
However, the computational cost is high, since the method 
requires wavelet transform for each block [21][22][23]. 

A. Haar Wavelets in Image Decomposition 

Wavelets are functions generated from a single function by 
its dilations and translations. The Haar transform forms the 
simplest compression process of this kind. In 1-dimension, the 
corresponding algorithm [4] transforms a 2-element vector 
[x(1), x(2)]T into [y(1), y(2)]T by relation: 

(1) 

is an orthonormal matrix as its rows are orthogonal to each 
other (their dot products are zero). Therefore T−1 = TT and it 
is possible [4] to recover x from y by relation 

                           (2) 
 
In 2-dimensions x and y become 2 × 2 matrices. at first 

transform the columns of x, by pre-multiplying by T, and then 
the rows of the result by post-multiplying [4] by TT to find 

 
y = TxTT and in the next step x = TT yT                     (3) 
 
To show more clearly what is happening in a specific 

matrix is x of the form is applied 
 

(4) 

These operations correspond to the following filtering 
processes: 

Top left: 2-D lowpass filter (Lo-Lo). 

Top right: horizontal highpass and vertical lowpass filter  

(Hi-L0)                           

Lower left: horizontal lowpass and vertical highpass filter  

(L0-Hi) 

Lower right: 2-D highpass filter (Hi-Hi). 

To apply this transform to a complete image, the pixels are 
grouped into 2 × 2 blocks and apply Eq. (3) to each block. To 

view the result, all the top left components in of the 2 × 2 
blocks in y were grouped together to form the top left 
subimage and the same for the components in the other three 
positions. It is clear from Fig. 1(b) that the most of the energy 
is contained in the top left (Lo-Lo) subimage and the least 
energy is in the lower right (Hi-Hi) subimage. The top right 
(Hi-Lo) and the lower left (Lo-Hi) subimage contains [4] the 
edges. 

Following subsections describe algorithms of image 
segmentation using wavelet transform with resulting images 
presented in Fig. 1. 

B. Image Features Extraction 

Texture is characterized by the spatial distribution of gray 
levels in a neighborhood. An image region has a constant 
texture if a set of its local properties in that region is constant, 
slowly changing or approximately periodic. Texture analysis is 
one of the most important techniques used in analysis.  

There are three primary issues in texture analysis: 
classification, segmentation and shape recovery from texture. 
Analysis of texture [1] requires the identification of proper 
attributes or features that differentiate the textures of the 
image. In this paper, texture segmentation is carried out by 
comparing co-occurrence matrix features. Contrast and Energy 
of size N × N is derived from discrete wavelet transform 
overlapping but adjacent subimages Cij of size 4 × 4 lays 
horizontally and vertically. The algorithm of image features 
extraction involves 

1) Decomposition, using one level DWT with the Haar 

transform, of each subimage Ci,j of size 4 × 4 taken from the 

top left corner  

2) Computation of the co-occurrence matrix features 

energy and contrast given in Eqs (3) and (4) from the detail 

coefficients, obtained from each subimage Ci,j  

3) Forming new feature matrices 

C. Circular Averaging Filtering 

In the image with the segmented band obtained after 
differences could appear with artifacts or spurious spots. 
Within the same region where the high differences of features 
values appear, the spots and noise were formed. These 
spurious elements were removed by applying a circular 
averaging filter. First the filter with suitable radius was created 
and then applied for a segmented image to minimize and 
denoise the image. 

D. Thresholding and Skeletonizing 

The processed image is then thresholded using global 
image threshold with Otsu’s method [6] when a black and 
white image is obtained. The appearance of thick boundaries 
has to be thinned on the line for one pixel thickness. To 
process these specific morphology operations were used.  

At first operation ’clean’ removes isolated pixels - 
individual 1’s that are surrounded by 0’s.  

The second operation ’skel’ removes pixels on the 
boundaries of objects but does not allow objects to break 
apart. The remaining pixels make up the image skeleton. 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence,  

Vol. 1, No. 3, 2012 

39 | P a g e  

www.ijarai.thesai.org 

 

Figure 1 Proposed Methodology for Plant Leaf Image Segmentation

III. K MEANS CLUSTERING 

Clustering is a process of organizing the objects into 
groups based on its attributes. A cluster is therefore a 
collection of objects which are “similar” between them and are 
“dissimilar” to the objects belonging to other clusters. An 
image can be grouped based on keyword (metadata) or its 
content (description).  

In keyword based clustering, a keyword is a form of font 
which describes about the image keyword of an image refers 
to its different features. The similar featured images are 
grouped to form a cluster by assigning value to each feature.  

In content based clustering [10], [11], [20] , [24],[25] a 
content refers to shapes, textures or any other information that 
can be inherited from the image itself. The tools, techniques 
and algorithms that are used originate from fields such as 
statistics, pattern recognition, signal processing etc. Clustering 
based on the optimization of an overall measure is a 
fundamental approach explored since the early days of pattern 
recognition.  

The most popular method used efficiently for pattern 
recognition is K-means clustering.  

In K-means clustering a centroid vector is computed for 
every cluster. The centroid must be chosen such that it should 
minimize the total distance within the clusters.  

Both supervised and unsupervised clustering techniques 
are used in image segmentation. In supervised clustering 
method, grouping is done according to user feedback. In 

unsupervised clustering, the images with high features may be 
very different in terms of semantics [16]. 

In K-means algorithm data vectors are grouped into 
predefined number of clusters [12][13]. At the beginning the 
centroids of the predefined clusters are initialized randomly. 
The dimensions of the centroids are same as the dimension of 
the data vectors. Each pixel is assigned to the cluster based on 
the closeness of the pixel [14], which is determined by the 
Euclidian distance measure. After all the pixels are clustered, 
the mean of each cluster is recalculated. This process is 
repeated until no significant changes result for each cluster 
mean or for some fixed number of iterations. 

A. Global K-Means Algorithm 

According to Likas [8] the global k-means clustering 
algorithm does not depend upon the initial parameter values 
and utilize the k-means algorithm as a local search procedure 
that constitutes a deterministic global optimization method. 
This technique proceed in an incremental way of attempting to 
optimally include one new cluster center at each stage instead  
of randomly selecting starting value for all clusters [17][18]. 
More particularly, to solve a clustering problem with k clusters 
the method proceeds as follows.  

Step 1: The algorithm begins with one cluster (k=1) and 
cluster center corresponds to the centroid of the data set X. 

Step 2: Perform N executions of the k-means to find two 
cluster (k=2) after the initial positions of the cluster centers: 
For k=1, the first cluster center is constantly placed at the 
optimal position. The second center at execution n is placed at 

 

Input Image 

Level 3 

Decomposition 
   IDWT 

 

3 Level 

Detailed 

Image 

Denoising and 

Thresholding 

Segmentation by K 

Means Clustering 

Segmented 

Enhanced Image 

3 level decomposition 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence,  

Vol. 1, No. 3, 2012 

40 | P a g e  

www.ijarai.thesai.org 

the position of the data point xn (n-1,…..,N). The best solution 
is obtained after N executions of the k-means algorithm. 

Step 3: For k-1 clustering problem, the final solution is 
denoted by (c1,c2,….,ck-1).  

The algorithm performs N execution of the k-means 
algorithm with initial positions (c1, c2…... ck-1, xn), where n 
varies from 1 to N to find solution for k-clustering problem. 
The best solution obtained in this process is considered as the 
final solution. 

IV. PROPOSED METHODOLOGY  

Our proposed methodology is a five-step process, 
graphically illustrated in Fig. 1. All these steps are briefly 
depicted below: 

1. Wavelet transform is applied to an input Plant Leaf 
image to obtain wavelet decomposed image resulting in twelve 
subbands. All these subbands represent approximation, 
horizontal, vertical and diagonal components in the form of 
coefficients, respectively. LL subband contains low level and 
the other three (LH, HL, HH) contain high level details. 

2. Denoise the decomposed leaf image using average 
filter and Global thresholding .Otsu’s model is applied for 
separating the background and the shape of leaf is extracted. 

3. Set approximation coefficients in LL equal to zero 
and apply inverse wavelet transform to obtain a high pass 
image from the remaining (horizontal, vertical and diagonal) 
subbands. We call the resultant image level-3 (L3) detail 
image. 

4.  Add L3 to the original image to get a sharpened 
image. 

5.  Apply the K means clustering algorithm, as given in 
step [3], to segment the images that partition the data set into 
an optimal number of clusters. Same data points belong to one 
cluster and different data points belong to different clusters.  

This algorithm accounts for variability in cluster shapes, 
cluster densities and the number of data points in each of the 
subsets. This K means has a drawback that it cannot work well 
in case of noisy plant leaf images. Therefore, the combination 
of wavelet and K means provides better results as wavelets are 
robust to noise and this combination also helped to remove in 
homogeneity and artifacts produced in plant leaf imaging  

6. The edge information is rectified using sobel edge 
detector and finally the enhanced image is obtained. 

Discrete Wavelet Transform (DWT) is applied to plant leaf 
images because wavelets provide frequency information as 
well as time-space localization. In addition, their multi-
resolution character enables to visualize image at various 
scales and orientations. The multi-resolution property provides 
information about various high frequency components at 
different levels of decomposition.  

Over-decomposition should however be avoided, because 
as the decomposition levels increase, there is a great risk that 
lower frequencies become a part of detail components. This 
may restrict us to use only fewer level of decomposition 
because lower frequencies will become part of high pass 

image and reduce effective detail in an image. 

V. EXPERIMEBNTAL RESULTS AND ANALYSIS 

The proposed approach to a large set of Plant Leaf images 
forms a standard database. The step-by-step process, after 
applying the proposed method, is shown in Fig. 3. The 
performance of the proposed segmented algorithm is checked 
with FCM segmentation algorithm using clustering 
performance parameter jaccard, dice, variation of index and 
global consistency error method.  

 The input image is decomposed by DWT at level-3 and it 
gives a detail image (Fig.b) by setting subband to zero, 
applying the average filter for denoising noisy pixel image and 
to extract the object global thresholding and thereafter 
applying inverse DWT. The resultant detail image is then 
added to the original input image to result in a sharpened 
image shown in (Fig. e). 

 For Level 3 decomposed image K means algorithm is 
applied as shown in (Fig. d). It can be seen that contours are 
not properly highlighted and edge information is missing in 
some places. 

 To preserve edge information, sobel edge detection mask 
is applied to fill edges in cluster segmented image and the 
result is shown in (Fig. f). 

A. Jaccard 

The Jaccard index, also known as the Jaccard similarity 
coefficient is a statistic used for comparing the similarity and 
diversity of sample sets. The Jaccard coefficient measures 
similarity between sample sets, and is defined as the size of 
the intersection divided by the size of the union of the sample 
sets: 

 

B. Dice  

Dice coefficient, is a similarity measured over sets: 

 
It is identical to the Sørensen similarity index, and is 
occasionally referred to as the Sørensen-Dice coefficient.  

C. Variation of Information (VOI) 

The Variation of Information (VOI) metric defines the 
distance between two segmentations as the average 
conditional entropy of one segmentation given to the other, 
measures the amount of randomness in one segmentation 
which cannot be explained by the other [21]. Suppose there 
are two clustering (a division of a set into several subsets) X 
and Y where X = {X1, X2... Xk}, pi = | Xi | / n, n = Σk | Xi |. 
Then the variation of information between two clustering is: 

VI(X; Y) = H(X) + H(Y) − 2I(X, Y) 

Where, H(X) is entropy of X and I(X, Y) is mutual 
information between X and Y. The mutual information of two 
clustering is the loss of uncertainty of one clustering if the 

http://en.wikipedia.org/wiki/Statistic
http://en.wikipedia.org/wiki/Similarity
http://en.wikipedia.org/wiki/Sample_(statistics)
http://en.wikipedia.org/wiki/Intersection_(set_theory)
http://en.wikipedia.org/wiki/Union_(set_theory)
http://en.wikipedia.org/wiki/S%C3%B8rensen_similarity_index
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other is given. Thus, mutual information is positive and 
bounded by {H(X),H(Y)}_log2(n). 

D. Global Consistency Error (GCE) 

The Global Consistency Error (GCE) measures the extent 
to which one segmentation can be viewed as a refinement of 
the other [21]. Segmentations which are related are considered 
to be consistent, could represent the same image segmented at 
different scales. Segmentation is simply a division of the 
pixels of an image into sets. The segments are sets of pixels. If 
one segment is a proper subset of the other, then the pixel lies 
in an area of refinement, and the error should be zero. If there 
is no subset relationship, then the two regions overlap in an 
consistent manner. The formula for GCE is as follows:  

GCE = 1/n.min E(s1,s2, pi), E(s2, s1, pi) 

Where, segmentation error measure takes two 
segmentations S1 and S2 as input, and produces a real valued 
output in the range [0::1] where zero signifies no error. For a 
given pixel pi consider the segments in S1 and S2 that contain 
that pixel. 

The figure 3 shows the image results for different stages in 
proposed methodology. The proposed methodology consists of 
five stages. The input image, wavelet level 3 decomposed 
image, denoising and thresholding and finally enhanced 
segmentation image is shown in figure 2.  In table 1, the 
proposed methodology gives the suitable results on the basis 
of comparing the jaccard, dice, variation of index and global 
consistency error. 

  
TABLE 1 PARAMETRIC EVALUATION FOR DIFFERENT SEGMENTATION ALGORITHM 

Algorithm Jaccard Dice VOI GCE 

FCM 0.9455 0.0167 0.872 0.563 

Wavelet 0.9440 0.0113 0.631 0.452 

K means 0.953 0.0142 0.825 0.713 

Proposed method 0.9688 0.0091 0.544 0.412 

 

 

Figure- 2 Graphical  results for Different Segmentation Algorithm 

FCM

Wavelet

K means

Proposed method
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Fig-a- Original Image                                                  Fig-b- 3 Level Decomposed Image 

 

                           

Fig-c- Noisy Pixel Image                                         Fig-d-Denoised by Average Filter 

 

                            

Fig-e- Global Thresholding          Fig-f- K means and Sobel Enhanced Image 

Figure- 3 Image results for Different Stage in Proposed Methodology 
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VI. CONCLUSION 

This paper discussed on Discrete Wavelet Transform 
(DWT) associated with the K means clustering for efficient 
plant leaf image segmentation. The performance of the 
segmentation is analyzed by Jaccard, dice, variation of index 
and global consistency error method.  

The proposed approach is verified with real time plant leaf 
data base. The results of the proposed approach give better 
convergence when compared to conventional segmentation 
method. 
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