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Abstract—this research is considered to be a research to 

attract attention to the 3D iris compression to store the database 

of the iris. Actually, the 3D iris database cannot be found and in 

trying to solve this problem 2D iris database images are 

converted to 3D images just to implement the compression 

techniques used in 3D domain to test it and give an 

approximation results or to focus on this new direction in 

research. In this research a fully automated 3D iris compression 

and recognition system is presented. We use spherical based 

wavelet coefficients for efficient representation of the 3D iris. The 

spherical wavelet transformation is used to decompose the iris 

image into multi-resolution sub images. The representation of 

features based on spherical wavelet parameterization of the iris 

image was proposed for the 3D iris compression system. To 

evaluate the performance of the proposed approach, experiments 

were performed on the CASIA Iris database. Experimental 

results show that the spherical wavelet coefficients yield excellent 

compression capabilities with minimal set of features. Haar 

wavelet coefficients extracted from the iris   image was found to 

generate good recognition results. 

Keywords—3D Iris Recognition; Iris Compression; Geometry 

coding; Spherical Wavelets 

I. INTRODUCTION 

Biometric identification is the process of associating an 
identity to the input biometric data by comparing it against the 
enrolled identities in a database [1]. To design and implement 
robust systems capable of mass deployment, one needs to 
address key issues, such as human factors, environmental 
conditions, system interoperability, and image standard [2].The 
iris, the colored portion of the eye surrounding the pupil, 
contains unique patterns which are prominent under near-
infrared illumination. These patterns remain stable from a very 
young age, barring trauma or disease, allowing accurate 
identification with a very high level of confidence. Commercial 
iris systems are used as access to secure facilities or other 
resources, even Criminal/terrorist identification. The 
enrollment of an individual into a commercial iris system 
requires capturing one or more images from a video stream [3]. 

The question arises how to store and handle the acquired 
sensor data. Typically, the database for such system does not 
contain actual iris images, but rather it stores a binary file that 
represents each enrolled iris (the template). Most commercial 
iris systems today use the Daugman algorithm [4-6]. The 
recognition system used the template as the input to its process 
and the iris image is discarded to speed up the recognition 
process and decrease the storage requirements of the system. 
From the other point of view, if the data have to be transferred 
via a network link to the respective location, a minimization of 

the amount of data must be taken into account. The problem 
here is that a template alone cannot allow the recreation of the 
iris image from that it is derived, while the original iris imagery 
is still valuable for research. 

A lot of researches concern on the recognition system 
which depends on the template of the iris image extracted from 
the original image. In this paper, the attention is transferred to 
the iris compression. 

This research is considered to be a research to attract 
attention to the 3D iris compression to store the database of the 
iris. Actually, the 3D iris database cannot be found and in 
trying to solve this problem 2D iris database images are 
converted to 3D images just to implement the compression 
techniques used in 3D domain to test it and give an 
approximation results or to focus on this new direction in 
research. These results may encourage researchers to establish 
a new 3D iris database image to benefit from all techniques in 
3D domain. 

Geometry image is an image used to remesh an arbitrary 
surface onto a completely regular structure [7]. One important 
use for such a representation is shape compression, the concise 
encoding of surface geometry [8]. Geometry images can be 
encoded using traditional image compression and 
decompression algorithms, such as wavelet-based coders. The 
mesh-based spherical scheme more natural for coding 
geometry, and provide good reconstruction of shape detail at 
very low bit budgets [9]. 

In this paper, we detail how the geometry image is used to 
compress the 3D iris images. The 3D iris image is mapped to 
the spherical parameterization domain then the geometry image 
is obtained as a color image and a surface. Finally, the 
spherical based wavelet coefficient are computed for efficient 
representation and compression of the 3D iris image. 

The rest of this paper is organized as follows: overview of 
related work in 3D image compression will be in section II. 
Section III contains the overview of image preprocessing stage 
including segmentation and normalization. Spherical geometry 
image is discussed in section IV. Section V reports the 
experimental results. Finally, section VI contains the 
conclusion of this paper. 

II. RELATED WORK 

A major advance in the field of iris recognition results from 
the expiration of two patents [10]. The first one is the pioneer 
patent dealing with the general idea of the iris recognition 
process. It was developed by the ophthalmologists Flom and 
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Safir (1987) and it expired in 2005. The second one, developed 
by the professor John Daugman (1994), was used to protect the 
iris-code approach and expired in 2011. 

Flom and Safir first proposed the concept of automated iris 
recognition in 1987 [11]. Since then, some researchers worked 
on iris representation and matching and have achieved great 
progress [12], [13], [14], [15]. 

The iris recognition process starts with the segmentation of 
the iris ring. Further, data is transformed into a double 
dimensionless polar coordinate system, through the Daugman’s 
Rubber Sheet process. Regarding the feature extraction stage, 
existing approaches can be roughly divided into three variants: 
phase-based [16], zero-crossing [17] and textureanalysis 
methods [18]. Dauman [16] used multi-scale quadrature 
wavelets to extract texture phase-based information and obtain 
an iris signature with 2048 binary components. Boles and 
Boashash [19] calculated a zero-crossing representation of one-
dimensional (1-D) wavelet transform at various resolution 
levels of a concentric circle on an iris image to characterize the 
texture of the iris.. Wildes et al. [20] represented the iris texture 
with a Laplacian pyramid constructed with four different 
resolution levels and used the normalized correlation to 
determine whether the input image and the model image are 
from the same class. Tisse et al. [21] analyzed the iris 
characteristics using the analytic image constructed by the 
original image and its Hilbert transform. Emergent frequency 
functions for feature extraction were in essence samples of the 
phase gradient fields of the analytic image’s dominant 
components [22], [23]. Similar to the matching scheme of 
Daugman, they sampled binary emergent frequency functions 
to form a feature vector and used Hamming distance for 
matching. Park et al. [24] used a directional filter bank to 
decompose an iris image into eight directional subband outputs 
and extracted the normalized directional energy as features. Iris 
matching was performed by computing Euclidean distance 
between the input and the template feature vectors. 

Kumar et al. [25] utilized correlation filters to measure the 
consistency of iris images from the same eye. The correlation 
filter of each class was designed using the two-dimensional. In 
[26], Hong and Smith proposed the octave band directional 
filter banks which are capable of both directional 
decomposition and an octave band radial decomposition. 
Finally, in the feature comparison stage, a numeric 
dissimilarity value is produced, which determines the subject’s 
identity. Here, it is usual to apply different distance metrics 
(Hamming [16], Euclidian [27] or weighted Euclidian [28]), or 
methods based on signal correlation [20]. Many image 
compression and representation methods depend on Gabor 
analysis or phase information, which are two important 
components in IrisCode. Daugman demonstrated that Gabor 
filters are effective for image compression [26]. Behar et al. 
showed that images can be reconstructed from localized phase 
[29]. 

This research is considered to be a research to attract 
attention to the 3D iris compression to store the database of the 
iris. Actually, the 3D iris database cannot be found and in 
trying to solve this problem 2D iris database images are 
converted to 3D images just to implement the compression 

techniques used in 3D domain to test it and give an 
approximation results or to focus on this new direction in 
research. These results may encourage researchers to establish 
a new 3D iris database image to benefit from all techniques in 
3D domain. Geometry images and Spherical representations 
are used in the compression algorithm. 

The construction of a geometry image involves 
parametrizing a given surface onto a planar domain, and 
resampling the surface geometry on a regular domain grid. The 
original work [30] heuristically cuts an arbitrary surface into a 
disk using a network of cut paths, with 2g loops for a genus g 
surface. The resulting cut surface is mapped onto a square 
using a stretch-minimizing parametrization to reduce under 
sampling. 

For shapes with high genus or long extremities, forcing the 
whole surface to map into a square can introduce high 
distortion. To mitigate this, we can instead cut the surface into 
several pieces to produce a multi-chart geometry image [31]. 
The challenge is to join these piecewise regular charts into a 
watertight surface. 

For genus-zero models, a geometry image may be 
constructed via spherical parametrization [32], which does not 
require any a priori surface cuts. The spherical domain is 
unfolded into a square using a simple cut with elegant 
boundary symmetries. These boundary symmetries permit the 
construction of a smooth (C1) polynomial surface, and the 
regular control grid structure lets the surface be evaluated 
entirely within the GPU rasterization pipeline [33]. In addition, 
a spherical geometry image can be compressed using 
traditional image wavelet Geometry images for static objects 
can be generalized to geometry videos for animated shapes 
[34].  Excellent survey of the various 3D mesh compression 
algorithms has been given by Alliez and C. Gotsman in [34, 
30]. The recent development in the wavelet transforms theory 
has spurred new interest in multi-resolution methods, and has 
provided a more rigorous mathematical framework. Wavelets 
give the possibility of computing compact representations of 
functions or data. Additionally, wavelets are computationally 
attractive and allow variable degrees of resolution to be 
achieved. All these features make them appear as an interesting 
tool to be used for efficient representation of 3D objects. 

3D Face recognition is one of the imperative applications 
calling for compact storage and rapid processing of 3D meshes. 
Face recognition based on 3D information is not a new topic. It 
has been extensively addressed in the related literature since 
the end of the last century [35-40]. Further surveys of the state-
of-the-art in 3D face recognition can be found in [36, 37].  
Spherical representations permit to efficiently represent facia 
surfaces and overcome the limitations of other methods 
towards occlusions and partial views. In our previous work 
[41], an innovative fully automated 3D face compression and 
recognition system is presented.  We use spherical based 
wavelet coefficients for efficient representation of the 3D face. 
The spherical wavelet transformation is used to decompose the 
face image into multi-resolution sub images. To the best of our 
knowledge, the representation of 3D iris point clouds as 
spherical signals for iris recognition has however not been 
investigated yet. We therefore propose to take benefit of the 
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spherical representations in order to build an effective and 
automatic 3D iris recognition system. 

III. IRIS IMAGE PREPROCESSING 

Image processing techniques can be employed to extract 
the unique iris pattern from a digitised image of the eye, and 
encode it into a biometric template, which can be stored in a 
database. This biometric template contains an objective 
mathematical representation of the unique information stored 
in the iris, and allows comparisons to be made between 
templates. When a subject wishes to be identified by an iris 
recognition system, their eye is first photographed, and then a 
template created for their iris region. This template is then 
compared with the other templates stored in a database until 
either a matching template is found and the subject is 
identified, or no match is found and the subject remains 
unidentified [42].  There are four main stages of an iris 
recognition and compression system. They are, image 
preprocessing, feature extraction and template matching [43], 
and compression algorithm. 

A. Image preprocessing 

The iris image is to be preprocessed to obtain useful iris 
region. Image preprocessing contains, iris localization that 
detects the inner and outer boundaries of iris [44], [45] and iris 
normalization, in this step, iris image is converted from 
Cartesian coordinates to Polar coordinates. In this paper,  We 
are not focusing on the segmentation instead we are interested 
in iris compression  hence we have used the existing 
algorithms [42]for image preprocessing normalization feature 
extraction and segmentation but focusing only on iris 
compression  and matching algorithm. Figure 1 shows the 
output of the segmentation process using Masek algorithm. 

Fig. 1. Example the output of the segmentation process using  Masek 
algorithm. (a) Automatic segmentation of an iris image from the CASIA 

database. Black regions denote detected eyelid and eyelash regions. (b) 
Illustration of the normalization process (polar array – noise array) 

B. Feature Extraction 

Feature extraction is the process of getting the iris features, 
Wavelet transform is used for this purpose. 

C. Template Matching 

Template matching compares the user template with 
templates from the database using a matching algorithm. The 
matching metric will give a measure of similarity between two 

iris templates. Finally, a decision with high confidence level is 
made through matching methods to identify whether the user is 
an authentic or imposter. 

D. Compression Algorithm 

Geometry image and spherical wavelet transform will be 
used for the compression algorithm as shown in the next 
section. Figure. 2 shows the stages of iris compression 
algorithm. 

Fig. 2. Stages of iris  compression algorithm 

IV. SPHERICAL GEOMETRY IMAGE 

Surfaces in computer graphics are commonly represented 
using irregular meshes. While such meshes can approximate a 
given shape using few vertices, their irregularity comes at a 
price, since most mesh operations require random memory 
accesses through vertex indices and texture coordinates. Also, 
filter kernels must handle arbitrary mesh neighborhoods, and 
techniques like morphing, level-of-detail (LOD) control, and 
compression are complicated. As an alternative, we have 
introduced the geometry image representation, which captures 
shape using a completely regular sampling, i.e. a 2D grid of 
(x,y,z) values [46]. The benefits of uniform grids are often 
taken for granted. Grids allow efficient traversal, random 
access, convolution, composition, down-sampling, and 
compression. 

A. Spherical Parameterization 

Geometric models are often described by closed, genus-
zero surfaces, i.e. deformed spheres. For such models, the 
sphere is the most natural parameterization domain, since it 
does not require cutting the surface into disk(s). Hence the 
parameterization process becomes unconstrained [47]. Even 
though we may subsequently resample the surface signal onto a 
piecewise continuous domain, these domain boundaries can be 
determined more conveniently and a posteriori on the sphere. 
Spherical parameterization proves to be challenging in practice, 
for two reasons. First, for the algorithm to be robust it must 
prevent parametric “foldovers” and thus guarantee a 1-to-1 
spherical map. Second, while all genus-zero surfaces are in 
essence sphere-shaped, some can be highly deformed, and 
creating a parameterization that adequately samples all surface 
regions is difficult. Once a spherical parameterization is 
obtained, a number of applications can operate directly on the 
sphere domain, including shape analysis using spherical 
harmonics, compression using spherical wavelets [46, 48 ], and 
mesh morphing [49]. 

Given a triangle mesh M, the problem of spherical 

parameterization is to form a continuous invertible map φ: S→
M from the unit sphere to the mesh. The map is specified by 
assigning each mesh vertex v a parameterization φ-1(v) ϵ S. 
Each mesh edge is mapped to a great circle arc, and each mesh 
triangle is mapped to a spherical triangle bounded by these 
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arcs. To form a continuous parameterization φ, we must define 
the map within each triangle interior. Let the points {A, B, C} 
on the sphere be the parameterization of the vertices of a mesh 
triangle {A'= φ (A), B'= φ (B), C'= φ (C)}. Given a point P'= 
αA'+βB'+γC' with barycentric coordinates α+β+γ=1 within the 
mesh triangle, we must define its parameterization P =φ-1(P'). 
Any such mapping must have distortion since the spherical 
triangle is not developable. 

B. Geometry Image 

A simple way to store a mesh is using a compact 2D 
geometry images. Geometry images was first introduced by Gu 
et al. [46, 50] where the geometry of a shape is resampled onto 
a completely regular structure that captures the geometry as a 
2D grid of [x, y, z] values. The process involves heuristically 
cutting open the mesh along an appropriate set of cut paths. 
The vertices and edges along the cut paths are represented 
redundantly along the boundary of this disk. This allows the 
unfolding of the mesh onto a disk-like surface and then the cut 
surface is parameterized onto the square. Other surface 
attributes, such as normals and colors, are stored as additional 
2D grids, sharing the same domain as the geometry, with grid 
samples in implicit correspondence, eliminating the need to 
store a parameterization. Also, the boundary parameterization 
makes both geometry and textures seamless. The simple 2D 
grid structure of geometry images is ideally suited for many 
processing operations. For instance, they can be rendered by 
traversing the grids sequentially, without expensive memory-
gather operations (such as vertex index dereferencing or 
random-access texture filtering). Geometry images also 
facilitate compression and level-of-detail control. Figure 3 
presents geometric representation of the iris image. 

 

 

Fig. 3. Geometric representation of the iris image 

C. Wavelet Transform 

 Haar Transform: 

Geometry images are regularly sampled 2D images that 
have three channels, encoding geometric information (x, y and 
z) components of a vertex in R3 [50]. Each channel of the 
geometry image is treated as a separate image for the wavelet 
analysis. The Haar wavelet transform has been proven effective 
for image analysis and feature extraction. It represents a signal 
by localizing it in both time and frequency domains. The Haar 
wavelet transform is applied separately on each channel 
creating four sub bands LL, LH, HL, and HH where each sub 

band has a size equal to 1/4 of the original image. The LL sub 
band captures the low frequency components in both vertical 
and horizontal directions of the original image and represents 
the local averages of the image. Whereas the LH, HL and HH 
sub bands capture horizontal, vertical and diagonal edges, 
respectively. In wavelet decomposition, only the LL sub band 
is used to recursively produce the next level of decomposition. 
The biometric signature is computed as the concatenation of 
the Haar wavelet coefficients that were extracted from the three 
channels of the geometry image. 

 Spherical Wavelets: 

To be able to construct spherical wavelets on an arbitrary 
mesh, this surface mesh should be represented as a multi-
resolution mesh, which is obtained by regular 1:4 subdivision 
of a base mesh [51, 52, 53]. A multi-resolution mesh is created 
by recursive subdivision of an initial polyhedral mesh so that 
each triangle is split into four “child” triangles at each new 
subdivision 

Denoting the set of all vertices on the mesh before the jth 
subdivision as K(j) a set of new vertices M(j) can be obtained 
by adding vertices at the midpoint of edges and connecting 
them with geodesics. Therefore, the complete set of vertices at 

the j+1th level is given by K(j+1) =K(j) ∪  M (j). 

Consequently, the number of vertices at level j is given by: 
10*4j+2. This process is presented in Figure 4 (a)-(d) where 
the iris image is shown at 4 different subdivision levels. 

In this research, we use the discrete bi-orthogonal spherical 
wavelets functions defined on a 3-D mesh constructed with the 
lifting scheme proposed by Schröder and Sweldens [51, 52, 53, 
54]. Spherical wavelets belong to second generation wavelets 
adapted to manifolds with non-regular grids. The main 
difference with the classical wavelet is that the filter 
coefficients of second generation wavelets are not the same 
throughout, but can change locally to reflect the changing 
nature of the surface and its measure. 

They maintain the notion that a basis function can be 
written as a linear combination of basis functions at a finer, 
more subdivided level. Spherical wavelet basis is composed of 
functions defined on the sphere that are localized in space and 
characteristic scales and therefore match a wide range of signal 
characteristics, from high frequency edges to slowly varying 
harmonics [52, 55]. 

The basis is constructed of scaling functions defined at the 
coarsest scale and wavelet functions defined at subsequent 
finer scales. If there exist N vertices on the mesh, a total of N 
basis functions are created, composed of scaling functions and 
where N0 is the initial number of vertices before the base mesh 
is subdivided. An interpolating subdivision scheme is used to 
construct the scaling functions on the standard unit sphere S 
denoted by φ j,k. The function is defined at level j and node k  
ϵ k(j) such that the scaling function at level j is a linear 
combination of the scaling function at level j and j+1. Index j 
specifies the scale of the function and k is a spatial index that 
specifies where on the surface the function is centered. Using 
these scaling functions, the wavelet ψ_(j,m)at level j and node 
m ϵ M(j) can be constructed by the lifting scheme. 
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Fig. 4. Visualization of recursive partitioning of the iris mesh at different 

subdivision levels. (a) Initial icosahedron (scale 0). (b) Single partitioning of 

icosahedron (scale 1). (c) Two recursive partitioning of icosahedron (scale 2). 

(d) Three recursive partitioning of icosahedron (scale 3) 

A usual shape for the scaling function is a hat function 
defined to be one at its center and to decay linearly to zero. As 
the j scale increases, the support of the scaling function 

decreases. A wavelet function is denoted by ψ_(j,k)  : S → R. 

The support of the functions becomes smaller as the scale 
increases. Together, the coarsest level scaling function and all 
wavelet scaling functions construct a basis for the function 
space L2: 

    {     |     +   *     |             }                 (1) 

A given function f: S →R can be expressed in the basis as a 

linear combination of the basis functions and coefficients 

 ( )   ∑          ( )   ∑ ∑                  ( )          (2) 

Scaling coefficients λ_(0,k) represent the low pass content 
of the signal f, localized where the associated scaling function 
has support; whereas, wavelet coefficients γ_(j,m ) represent 
localized band pass content of the signal, where the band pass 
frequency depends on the scale of the associated wavelet 
function and the localization depends on the support of the 
function. Figure 5 (a)-(g) presents the spherical wavelets of the 
iris image. 

 
Fig. 5. Spherical wavelet transform of iris image. (a) using 5% of wavelet 

coefficients (b) using 10% of wavelet coefficients (c) using 20% of wavelet 

coefficients (d) using 40% of wavelet coefficients (e) using 60% of wavelet 
coefficients (f) using 80% of wavelet coefficients (g) Using all coefficients 

V. EXPERIMENTAL RESULTS 

The CASIA-IrisV4 data base was used to evaluate the 
performance of the proposed system. CASIA- IrisV4 is said to 
be an extension of CASIA-IrisV3 and contains six subsets. It 

contains a total of 54,601 iris image from more than 1,800 
genuine subject and 1,000 virtual subjects. All iris images are 8 
bit gray-level JPEG files. In our experiment CASIA-Iris-
Interval and CASIA-Iris-Lamp will be used. 

A. Iris  Recognition 

In this experiment,   CASIA-Iris-Interval contains 249 
subjects. Only 99 subjects will be included in this experiment. 
For each one only 7 images for each eye is taken. The total 
number of classes is 198 which have 1386 images. 2-
dimentional Haar wavelet transform is applied to the templates 
of the iris images which have dimension of (20 * 480) for each 
image. Each application of the Haar wavelet decomposition 
reduces the size of the image to ¼ of its original size so the 
input to the K-fold cross validation method is a pattern of (10 * 
240) features. 

K-fold cross-validation is a statistical method used to 
evaluate the performance of a learning algorithm [9]. In K-fold 
cross validation, the input data is divided into k nearly equal 
subsets. K iterations are performed. In each iteration, one of the 
k subsets is considered the test set while the other k-1 subsets 
are put together to form a training set. The output is the 
average error across all k trials. 

The average recognition rate is 94% is achieved in this 
experiment. This result confirms that iris recognition is a 
reliable and accurate biometric technology. But as mentioned 
before, the iris recognition is not the objective of this research. 
We want to focus on 3D iris compression image which will be 
discussed in the next experiments. 

B. Iris compression 

In this experiment, the algorithm is applied to two sets from 
CASIA Iris-V4, CASIA-Iris-Interval and CASIA-Iris-Lamp. 
The input image is converted to 3D image then generate the 
geometry image. After this, a semi-regular mesh from a gim 
file is computed. Finally, the spherical wavelet transform on 
the mesh is computed. The total number of the features after 
computing wavelet transform is 774 features by keeping only 
the biggest coefficients.  Different percentages of these 
coefficients were tested and each time the inverse wavelet 
transform was used to reconstruct the iris image. Figure 6 (a)-
(g) shows the reconstructed images for the iris using different 
percentages of wavelet coefficient. These figure shows us that 
there is no visually difference between the original image and 
the corresponding reconstructed images. 

 
Fig. 6. Wavelet approximation of iris  image. (a) using 2% of wavelet 

coefficients (b) using 5% of wavelet coefficients(c) using 10% of wavelet 

coefficients (d) using 20% of wavelet coefficients (e) Using all coefficient 
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To evaluate the quality of the reconstructed iris image, the 
Normalized Error (NE) and Normalized Correlation (NC) were 
used to. NE is given as follows: 

    
       

     
   (3) 

Where X is the original image and Y is the reconstructed 
image. i.e. NE is the norm of the difference between the 
original and reconstructed signals, divided by the norm of the 
original signal. The NC is given: 

    
∑ ∑  (   ) (   ) 

   
 
   

∑ ∑  (   ) (   ) 
   

 
   

  (4) 

Where MxN is the size of the image. The NE and the NC 
values of the reconstructed images are presented in Table () for 
the different wavelet subsets. 

TABLE I.  NE AND NC FOR VARIOUS WAVELET SUBSETS FOR IRIS IMAGE 

FROM CASIA-IRIS-INTERVAL SUBSET 

TABLE II.  NE AND NC FOR VARIOUS WAVELET SUBSETS FOR IRIS 

IMAGE FROM CASIA-IRIS-LAMP SUBSET 

The NE and NC values indicate that the reconstructed 
images are the very similar to the original image. In the case of 
using only 20 % of the wavelets coefficients, the relative error 
of reconstruction is 9%. The reconstructed signal retains 
approximately 96.14% of the energy of the original signal 
while the number of coefficient is only 155. 

VI. CONCLUSION 

In this paper an innovative approach for 3D iris  
compression and recognition based on spherical wavelet 
parameterization was proposed. First. The iris image is to be 
preprocessed to obtain useful iris region. Image preprocessing 
contains, iris localization that detects the inner and outer 
boundaries of iris and iris normalization, in this step, iris image 
is converted from Cartesian coordinates to Polar coordinates. 
We are not focusing on the segmentation instead we are 
interested in iris compression  hence we have used the existing 
algorithms for  Masek.  Next, the spherical wavelet features 
were extracted which provide a compact descriptive biometric 
signature. Spherical representation of iris permits effective 
dimensionality reduction through simultaneous 
approximations. The dimensionality reduction step preserves 
the geometry information, which leads to high performance 
matching in the reduced space. Multiple representation features 
based on spherical wavelet parameterization of the iris image 

were proposed for the 3D iris compression and recognition. 
The database CASIA was utilized to test the proposed system. 
Experimental results show that the spherical wavelet 
coefficients yield excellent compression capabilities with 
minimal set of features. Furthermore, it was found that Haar 
wavelet coefficients extracted from the templet of the iris yield 
good recognition results. 
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