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Editorial Preface 

From the Desk  of  Managing Editor… 

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to 

Geek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations 

in the technological world, AI is undergoing a renaissance that is giving way to new channels of creativity. 

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand 

masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life 

applications than could be expected. While it may seem like it is out of a science fiction novel, work in the 

field of AI can be used to perfect face recognition software or be used to design a fully functioning neural 

network. 

At the International Journal of Advanced Research in Artificial Intelligence, we strive to disseminate 

proposals for new ways of looking at problems related to AI. This includes being able to provide 

demonstrations of effectiveness in this field. We also look for papers that have real-life applications 

complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized. 

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread 

of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available 

view at any time. 

IJARAI strives to include articles of both research and innovative applications of AI from all over the world. It 

is our goal to bring together researchers, professors, and students to share ideas, problems, and solution 

relating to artificial intelligence and application with its convergence strategies. We would like to express 

our gratitude to all authors, whose research results have been published in our journal, as well as our 

referees for their in-depth evaluations.  

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank 

you for sharing your wisdom.  
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Abstract—The recognition of teacher status is very high and 

this is followed by a requirement of  a high competence level that  

a teacher has to have that  the existence of teachers has to gain a 

serious attention, including also the beginning of prospective 

teachers preparation. Ganesha University of Education 

(Undiksha) as one of public universities in Indonesia is given 

authority by the government to train prospective teachers.  To 

produce quality prospective teachers that meet the requirement 

Undiksha requires all education students who will become 

prospective teachers to take Practice Teaching Program (PPL 

Real). However, in its implementation it can be said that it has 

not been effective yet.  Thus there is a need to evaluate the 

implementation of Practice Teaching Program for prospective 

teachers at Undiksha.  One of the techniques used is the CIPP 

model that is combined with Forward Chaining Method that is 

one of inferring strategies of Expert System. From the 

components of context, input, process, and product, the 

implementation of Practice Teaching Program (PPL-Real) of the 

education students of Undiksha in 2015 falls into an effective 

classification. 

Keywords—Evaluation; Practice Teaching Program; CIPP; 

Forward Chaining; Expert System 

I. INTRODUCTION 

The existence of teachers in Indonesia is strictly regulated 
in [1] that states that a teacher has a status as professional 
profession, and a teacher also has four major competences, 
namely pedagogical, personal, social and professional 
competencies. In [2] it is stated that the four competencies that 
can be used as the most important characteristics of teachers 
as profession. 

Pedagogical competence is the ability of the teacher in 
managing instruction for the students that consists of the 
understanding of the students, the development of 
potentialities of the students, the planning and implementation 
of instruction, and the evaluation of learning achievement.  
Personal competence is the personal ability of the teacher that 
is reflected in a healthy, stable, matured, wise, charismatic, 
creative, polite, disciplined, honest, neat and becomes the 

model for the students. Professional competence is the ability 
to master the instructional materials well and has an expertise 
in the field of education that consists of: mastery of the 
instructional materials, understanding of curriculum and its 
development, classroom management, use of strategies, 
media, and learning resources, has an insight into educational 
innovations, gives help and guidance to the students, etc.  
Social competence is the teacher’s ability to communicate and 
interact well with the students, students’ parents and the 
community, all of his or her fellow teachers/colleagues and 
can work together with the education council/school 
committee, is able to participate actively in preservation and 
development of the community’s culture, and participates 
actively in social activities. 

The so high recognition of the teacher’s status and the high 
requirement for the competences that the teacher has to meet, 
makes the existence of the teacher something that has to gain a 
serious attention, including the beginning of the prospective 
teachers’ preparation. 

Ganesha University of Education (Undiksha) as one of 
public universities in Indonesia is given authority by the 
government to train prospective teachers. The graduates are 
expected to be of good quality that have skill, knowledge and 
disposition to be effective educators and ready to teach and 
able to have impact on the students’ learning at the local 
schools [3]. 

To be able to produce good quality prospective teachers, as 
to meet the above requirement Undiksha requires all education 
students who will become prospective teachers to take 
Practice Teaching Program (PPL Real). In [4] it is stated that 
PPL is a program that forms a forum of training to apply 
various knowledges, skills, and attitudes in the framework of 
developing teacher professionalism in keeping with the 
demand of developments in science and technology, and art as 
stipulated in the National Education Art. As a program, 
success of PPL Real that is run by Undiksha needs to be seen 
carefully to be of use as a consideration about its usefulness, 
process and results. 
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II. LITERATURE REVIEW 

A. Practice Teaching Program for Prospective Teachers at 

Ganesha University 

In [5], [6] it is stated that practice teaching has a key 
position in the teachers education program. PPL Real will give 
an opportunity to the student teachers to connect theories and 
concepts that they studied with experience in the real 
classroom [7]. Considering the essential nature of practice 
teaching program for the teacher’s education program, PPL 
Real, which is the practice of real teaching at school, is 
established as a compulsory program that has to be taken by 
all education students at Undiksha. 

In [4] some conditions have been decided that the 
education students at Undiksha have to meet to be eligible to 
take PPL Real, namely having been registered formally as 
participants, having taken PPL Awal, having passed major 
instructional program development (micro-teaching), having 
passed at least 120 semester credit units, and taken the whole 
of the preparation activity. The preparation activity is held 
before the students do practice teaching at school. 

The implementation of PPL Real calls for the application 
and integration of all of the students’ previous learning 
experiences into the training program, in the form of 
performances in all that are related to the teaching position, 
both the teaching activity and other teaching tasks. The 
activities are done gradually and in integrated way in the form 
of field orientation, limited practice, guided practice and 
independent practice that are systematically scheduled that are 
facilitated by a supervising lecturer and guiding teacher in 
collaboration. 

The supervising lecturer and the guiding teacher assigned 
to guide the student during the teaching practice at school 
have to meet the conditions that are regulated in [4]. The 
conditions for the guiding teacher are : (a) having a status as a 
full time teacher and preferably with at least S1 educational 
background and D2 educational background for Early Child 
Education Teacher Program and Primary School Education 
Program, (b) having worked at least 5 years or having at least 
“guru dewasa” position, (c) experienced in teaching the 
subject that he or she guides at least 3 years, and,  (4)having 
taken the practice teaching pattern training. While for the 
supervising lecturer, the conditions are : (a) for the lecturers 
who are the S1 certificate holders, having worked at least 5 
years or possessing at least “lektor” position,  (b) for those 
who are the S2 or S3 holders, having worked at least 3 years, 
and (c) having taken the practice teaching pattern training. 

In [4] it is mentioned that the responsibility of the 
supervising lecturer and guiding teacher is to guide  the 
student teachers in doing practice teaching, to discuss various 
problems faced at the school, and  to direct the students 
towards the pursuit of various experiences obtained that can 
be used as the preparation as professional prospective 
teachers. In everyday activities the guiding process is largely 
done by the guiding teacher. While the supervising lecturer 
due to his or her tight schedule on campus, is required to 
supervise/ be present at the partner school at least  4 times, 
that is, at the first meeting, in the middle, prior to the student 

takes the practice teaching examination and at the practice 
teaching examination. 

In doing PPL Real the student is also required to observe 
an experienced teacher. In [8] it is stated that observing an 
experienced teacher is the important part of the many kinds of 
practice teaching programs in the world. 

Success in or passing PPL Real is determined based on the 
score obtained by the student from the guiding teacher and the 
supervising lecturer, the score in the preparation program and 
the score in the monitoring  with the minimum score 70 ( in 
the 100 scale).   

The score given by the guiding teacher and the supervising 
lecturer refers to four components using Instrument for 
Evaluating Prospective Teacher (APKCG) that is Lesson Plan 
(N1), Instructional Procedures (N2), Non-instructional Task 
(N3), Practice Teaching Final Report (N4). 

B. Evaluation 

In [9], evaluation is an activity for collecting information 
about the effectiveness of something; the information is then 
used to determine an appropriate alternative in making a 
decision. 

In [10], evaluation is a systematic collection of facts to 
determine whether in fact there is a change in students and 
establish the extent of change in the individual student. 

In [11], the evaluation is an activity for data collecting, 
data analysing and data presenting into information about a 
particular object under study so that the results can be used to 
take a decision. 

In [12], evaluation is  a process starting from  describing, 
obtaining and explaining  various pieces of information that 
can be used for determining a decision. 

From various points of view above, it can be concluded 
that evaluation is an activity that consists of  the process of 
gathering, describing, and explaining various pieces of 
information about the effectiveness of something that can be 
used later as the consideration for making a decision and a 
recommendation. 

C. CIPP (Context, Input, Process, Product) 

In [13], CIPP model is a model that essentially has four 
stages of evaluation are: evaluation of the component context, 
component input, component process and component product. 

In [14], the CIPP evaluation there are four components that 
must be passed is the evaluation of the component context, the 
evaluation of input component, the evaluation of process 
components, and the evaluation of product components. 

In [15], one of the major strengths of CIPP model is it 
provides a useful and simple instrument to help the evaluator 
to generate important questions to be raised in the evaluation 
process. 

From various points of view above it can be concluded that 
CIPP model is a model that consists of four major 
components, that is, context, input, process, and product that 
are often used by an evaluator to evaluate an object. 
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D. Forward Chaining 

In [16], The  inference  engine  contains  the  methodology  
used  to perform  reasoning  on  the information  in the 
knowledge base and used to formulate conclusions. Inference 
engine is the part that  contains  the mechanism  and  function 
of  thought  patterns of  reasoning  systems  that  are  used  by  
an  expert.  The mechanism will analyse a specific problem 
and will seek answers, conclusions or decisions are best.  
Because  the inference  engine  is  the  most  important  part  
of  an  expert system  that plays a role  in determining  the 
effectiveness  and efficiency  of  the system. There  are  
several  ways  that  can  be done  in  performing  inference,  
including  the  Forward Chaining. 

In [17], If there are many competing hypotheses, and there 
is no reason to start with one rather than another, it may be 
better to chain forward. In particular, forward chaining is more 
natural in monitoring tasks where the data are acquired 
continuously and the system has to detect whether an 
anomalous situation has risen, a change in the input data can 
be propagated in the forward chaining fashion to see whether 
this change indicates some  fault  in  the  monitored  process  
or  a change  in  the performance  level.  If there are a few data 
nodes and many goal nodes then forward chaining looks more 
appropriate. 

In [18], forward chaining is a top down method which 
takes facts from satisfied conditions in rules which lead to 
actions being executed. 

From various points of view above, it can be concluded 
that forward chaining is a strategy of making an inference  that 
is used in Expert System to obtain a conclusion / decision that 
starts by tracing facts and premises. 

III. METHODOLOGY 

A. Object dan Research Site 

1) Research Object is Practice Teaching  Program  (PPL 

Real). 

2) Research Site is at Ganesha University of Education, 

Bulleng, Bali. 

B. Subjects of Research 

The subjects were 250 Undiksha education students that 
took PPL Real in the Odd Semester in 2015 drawn at random 
out of 1640 students dispersed in 145 schools where the 
practice teaching program was implemented (kindergartens, 
primary schools, junior high schools, senior high schools, 
vocational high schools) in Buleleng and Denpasar. 

C. Data Type 

In this research, the authors use primary and secondary 
data, qualitative and also quantitative data. 

D. Data Collection Techniques 

In this research, the authors use data collection techniques 
such as observation, interviews, questionnaire, and 
documentations. 

E. Evaluation Model 

Evaluation model used in this research is CIPP model. 

F. Aspect of Evaluation 

The aspects evaluated in practice teaching program for 
prospective teachers at Ganesha University of Education can 
be seen in the table of evaluation criteria below. 

TABLE I.  EVALUATION CRITERIA FOR PRACTICE TEACHING PROGRAM 

FOR PROSPECTIVE TEACHERS AT GANESHA UNIVERSITY OF EDUCATION 

BULELENG 

No Component Aspects 

1. Context 

A1 
Position of PPL Real in higher education   
curriculum  

A2 Vision and   Missions of PPL Real 

A3 PPL Real Implementation Regulation 

2. Input 

A4 Syllabus, lesson plans  

A5 Human resources  

A6 Infrastructure and facilities   

3. Process 

A7 PPL Real implementation plan 

A8 PPL Real implementation 

A9 PPL Real evaluation 

4. Product 

A10 Impacts of  PPL Real implementation 

A11 
Results expected from PPL Real 

implementation  

IV. RESULT AND DISCUSSION 

A. Result 

1) Result of Model CIPP Analysis 

The result of analysis using CIPP model obtained from the 

evaluation of  the practice teaching program implementation 

of the prospective teachers at Ganesha University of 

Education in Buleleng can be described as follows. 

a) In the Context component,  the effectiveness level of 

78. 52% is obtained with T-Score = 52. 235. Thus it can be 

concluded that in the context variable, the implementation of  

the practice teaching program (PPL-Real) of the education 

students of Undiksha in 2015 falls into effective classification. 

b) In the Input component,  the effectiveness level of 72. 

47% is obtained with t-score = 51. 084. Thus it can be 

concluded that the implementation of the practice teaching 

program (PPL-Real) of the education students of Undiksha in 

2015 falls into effective classification. 

c) In the Process component, the effectiveness level of 

70. 26% with t-score = 50. 003. Thus it can be concluded that 

in the Process component, the implementation of the practice 

teaching program (PPL-Real) of the education students of 

Undiksha in 2015 falls into effective classification. 

d) In the Product component, the effectiveness level of  

71. 94% is obtained with t-score = 50. 072. Thus it can be 

concluded that in the Product component, the implementation 

of the practice teaching program (PPL-Real) of the education 

students of Undiksha in 2015 falls into effective classification. 

2) The result using Forward Chaining method 
Before we look at the result of the analysis using forward 

method to evaluate the practice teaching program of the 
prospective teachers at Ganesha University of Education, first 
let us make it clear that the effectiveness level in all of the 
components of CIPP using Glickman’s pattern is as 
follows[19]. 
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TABLE II.  EFFECTIVENESS LEVEL IN ALL OF THE COMPONENTS IN CIPP 

USING GLICKMAN’S PATTERN 

Component 

Effectiveness Level 

Very Less 

Effective  

Less 

Effective  
Effective  

Very 

Effective  

Context, 

Input, 

Process,  

Product 

- - - - 

- - - - 

- - - - 

- - - - 

+  - - - 

- + - -  

- - + -  

- - - + 

+ + - - 

+ - - + 

+ - + - 

- + - + 

- + + - 

- - + + 

+ + + - 

+ + - + 

+ - + + 

- + + + 

+ + + + 

+ + + + 

+ + + + 

+ + + + 

Notes: 

T-Score > 50    + (Positive) 

T-Score < 50     - (Negative) 
The result of analysis using Forward Chaining obtained 

from the evaluation of the practice teaching program of the 
prospective teachers at Ganesha University of Education in 
Buleleng is as follows. 

TABLE III.  RESULT OF ANALYSIS USING FORWARD CHAINING METHOD 

OBTAINED FROM THE EVALUATION OF THE PRACTICE TEACHING PROGRAM 

OF THE PROSPECTIVE TEACHERS AT GANESHA UNIVERSITY OF EDUCATION 

No Component 

Effectiveness Level 

% T-Score 
+  

(Positive) 

- 

(Negative) 

1. Context 78.52 52.235  X 

2. Input 72.47 51.084  X 

3. Process 70.26 50.003  X 

4. Product 71.94 50.072  X 

Result Very Effective 

From the above table a detailed description was made 
through a tracing chart with Forward Chaining Method as 
shown below. 

 
Fig. 1. Tracing with Forward Chaining to Evaluate the Practice Teaching 
Program Implementation for the Prospective Teachers at Undiksha 

From figure 1 above we can see green circles marked with 
red check marks indicating that the Context component 
obtains an effective level of + a (positive) value, the Input 
component + a +(positive) value, the Process component a + 
(positive) value, and the Product component a + (positive) 
value. Thus if this is matched with the table of effectiveness 
level in all CIPP components pada semua komponen CIPP 
using Glickman’s pattern, then the result of the evaluation of 
the practice teaching program implementation for the 
prospective teachers at Ganesha University of Education is 
very effective. 

B. Discussion 

In the Input component, of the 276 teachers involved as 
guiding teachers for the students taking the practice teaching 
(Real PPL) at schools, 118 teachers (42. 754%) had a status as 
full time teachers of foundations or “contract teachers”. 
Especially for “contract teachers” they did not meet the 
requirement for becoming guiding teachers who have to be 
full time teachers.tentu tidak sesuai dengan persyaratan. 
However, considering the assignment of them by the school 
principals, the limitation in human resources and the teachers’ 
competences, they were also included as guiding teachers. 
This policy turns out not to be wrong, as proven by the score 
of the Input component that remains high. The students guided 
by the “contract teachers” stated that the guiding teachers are 
those who match their fields, can guide and evaluate well. 
From this fact, it can be said that the requirement concerning 
the status of guiding teachers does not hinder the 
implementation of the practice teaching. Thus, a revision 
needs to be made to the requirement concerning the status of 
guiding teachers. 

Although in the Context and the Process components of 
the implementation of the practice teaching program (PPL-
Real) of the education students of Undiksha in 2015 falls into 
very effective classification, based on the result of monitoring 
there were still some students who left the schools to take 
courses. Although they did not ignore the main duties of 
practice teaching, this should be avoided since the essence of 
PPL-Real is not only having the teaching practice only. Thus  
a better regulation concerning the implementation of PPL Real 
needs to be made. 

V. CONCLUSIONS 

Based on the analysis that has been made and the results of 
the discussion in the previous section, then some conclusions 
can be drawn as follows: 

a) From the components of contex, input, process, and 

product of the implementation of Practice Teaching (PPL-

Real) of the education students in 2015 is effective. 

b) Although in the components of contex, input, process, 

and product of the implementation of Practice Teaching (PPL-

Real) of the education students of Undiksha in 2015 is 

effective, but there are some problems that need to be 

improved, including  the requirement that has to be met by the  

guiding teachers concerning  their status, and improvent of the 

regulation for the implementation of the practice teaching 

(PPL Real). 

Effectiveness Level : + + + + 

Result : Very Effective 
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Abstract—This paper presents a method to solve electrical 

network reconfiguration problem in the presence of distributed 

generation (DG) with an objective of minimizing real power loss 

and energy not supplied function in distribution system. A 

method based on NSGA II multi-objective algorithm is used to 

simultaneously minimize two objective functions and to identify 

the optimal distribution network topology. The constraints of 

voltage and branch current carrying capacity are included in the 

evaluation of the objective function. The method has been tested 

on radial electrical distribution network with 213 nodes, 248 lines 

and 72 switches. Numerical results are presented to demonstrate 

the performance and effectiveness of the proposed methodology. 

Keywords—radial distribution network; distributed generation; 

genetic algorithms; NSGA II; loss reduction 

I. INTRODUCTION 

Newly formed market conditions articulate the need for 
adjusted approach in managing distribution network in order 
to meet not only the requirements imposed by technical 
conditions of the system but also the requirements imposed by 
consumers and network regulators. Significant changes in 
distribution system have been caused by installing distribution 
generation units which have considerable impact on system 
voltage profile and power losses, both being important 
quantities in the process of planning and reconfiguration of 
electrical network. 

DGs are grid-connected or stand-alone electric generation 
units located within the electric distribution system at or near 
the end user. The integration of DGs in distribution system 
would lead to improving the voltage profile, reliability 
improvement such as service restoration and uninterruptible 
power supply and increase in energy efficiency. The 
distribution feeder reconfiguration (DFR) is one of the most 
significant control schemes in the distribution networks which 
can be affected by the interconnection of DGs [1]. 

Generally, the DFR is defined as altering the topological 
structure of distribution feeders by changing the open/closed 
status of automatic and tie switches or protective devices 
located in strategic places in distribution system. By changing 
the statuses of the sectionalizing and tie switches, the 
configuration of distribution system is varied, and loads are 
transferred among the feeders while the radial configuration 
format of electrical supply is still maintained. 

Network reconfiguration is a very effective and efficient 
way to ensure more even load distribution of network’s 
elements, improve system reliability and voltage profile, and 
to reduce power losses. All modes are subject to 
reconfiguration: normal, critical and failure. Provided that all 
variables are within acceptable limits, network reconfiguration 
will achieve optimal working conditions in normal mode. 

Taking into consideration a large number of switches in 
distribution network, whose on/off switching affects the 
network topology, reconfiguration problem can be defined as 
a complex combinatorial, non-differentiable, and constrained 
multi-objective optimization problem. Radial network 
conditions, explicit voltage constraints in all node, line 
capacities, etc. are viewed as some of the constraints that have 
to be taken into consideration. 

In recent years, different methods and approaches have 
been used to solve the problem of distribution system 
reconfiguration with distribution generators installed. The 
literature related to this problem mainly refers to application 
of heuristic algorithms and artificial intelligence-based 
algorithms such as Genetic algorithms, Fuzzy logic, Particle 
swarm optimization, Tabu search, etc. [2-7]. Most cases 
address reducing power losses and load balancing, taking into 
account the effect of generators distributed in the network, 
while very little attention is paid to system reliability. 
However, special attention should been paid to the issue of 
reliability of power supply, in order to increase economic 
efficiency of distribution companies [14]. Network 
reconfiguration process can be used as one possibility to 
improve network reliability indicators. Furthermore, reliability 
improvement by DGs is possible when intended islanding 
operation is allowed [8]. 

In paper [15] NSGA II (Non-Dominated Genetic 
Algorithm II) is applied to the planning of distribution 
electrical network problem. This paper is focused on the 
application of NSGA II on resolving the problem of 
reconfiguration of distribution network with distributed 
generation.  The effect of distributed generation on voltage in 
the network, taking into account two objective functions: 
power losses and reliability function is presented. Depending 
on characteristics of the power distribution networks (network 
parameters, characteristics of power lines, failure rates, types 
of consumers, etc) simultaneous optimization of these  
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functions can be disagreeing, that is the optimum topology for 
one objective can be very different by the optimum obtained 
with the other function. Since the proposed method optimizes 
two objective functions simultaneously, the problem is defined 
as multi-objective problem taking into account the defined 
system constraints. The effectiveness of the methodology is 
demonstrated on real distribution network consisting of 213-
buses showing its potential of applicability to the large 
distribution systems. 

The problem formulation is discussed in detail in section 
II. The network reconfiguration algorithm using a multi-
objective NSGA II is described in section III. The simulation 
results in terms of power loss and energy not supplied are 
discussed in Section IV and finally the last section presents the 
conclusion of the study. 

II. PROBLEM FORMULATION 

The objective of the proposed solution model for 
reconfiguration of distribution network problem is to 
minimize two functions as follows: power losses function and 
reliability function presented by Energy not supplied index 
(ENS). The optimal results of the defined functions do not 
lead to the same optimal network topology what creates trade-
off between reliability and power losses function. 

Electrical power losses are one of the most important 
factors which point to business cost-effectiveness and quality 
of distribution. Energy losses in electrical distribution network 
in the amount of 1% cause the increase in company’s business 
costs of up to 2% to supply energy to cover the losses [9]. 
Therefore, the reduction of power losses is one of the most 
important issues in distribution system operation. 

In addition to the power losses function, reliability 
function is also defined in the paper, with the objective to 
increase reliability in consumers supply by minimizing 
expected energy not supplied due to power interruptions. The 
essential attributes of interruptions in the power supply of the 
customers are the frequency and duration. While duration is 
predominantly influenced by the distribution system structure 
(radial, meshed, weak meshed) and the existing automations, 
the frequency is mainly influenced by the adopted operational 
configuration; it can be minimized by the suitable choice of 
the effective configuration [7]. Since there is no 100% reliable 
system, it is in the best interest of both suppliers and 
consumers to minimize power supply interruptions. This 
function will be presented through Energy not Supplied 
function (ENS). 

These two objectives can be met by identifying optimal 
network topology.  Efficient solution of the described problem 
requires the choice of optimal topology of radial network 
within the set of possible solutions. 

A. MathematicalFormulation of Problem 

The purpose of distribution network reconfiguration is to 
find optimal radial operating structure that minimizes two 
functions: the system power losses and ENS function within 
the operating constraints. Accorindg to the literature [2], [14] 
thus the problem can be formulated as follows: 






n

i

iDIiiloss RIDIP

1

2)(min                        (1) 

where Di = 1 if line i , otherwise is equal to 0. 





VN

i

iiiens rPf

1

min                            (2) 

where Ploss is total real power losses function, fens is the 
ENS function, Ii current in the branch i;  Ri resistance in the 
branch i; α is set of branches connected to the distribution 
generators node m, Pi real power flow through branch i; λi 

failure rate of branch i (number of failure per year and per 
kilometer of branch i); ri failure duration of branch i; Nv 
number of branches. The DG produces active current IDI, and 
for a radial network it changes only the active component of 
current of branch set α. 

Subject to the system constraints: 

- 
i

IIi max - the current in each branch cannot exceed the 

branch capacity, 

- maxmin VVV j  - voltage constraint. 

The voltage in each load buses in the system has to be 
within the defined limits. The minimum voltage is 0.95 and 
maximum voltage is 1.05 (±5%). 

- 




n

i

lossi

n

i

igS PPPP

11

, - power balance constraint 

-   1ni - topological constraint. 

Electrical distribution systems are operated in radial 
configuration. 

Generator operation constraints: 

DG units are only allowed to operate within the acceptable 

limit where 
min

iP  and 
max

iP  are the lower and upper bound of 

DG output and maxmin
igi PPP  . 

The search space for this problem is the set of all possible 
network configurations. 

In order to check the defined constraints, voltage 
magnitude and angle at each bus in the system have to be 
known at any time. When the voltage magnitude at any bus in 
the system is not within the defined limits, network 
configuration cannot be considered as a possible solution. 

Since this information is included in the state variable x, it 
can be presented as follows: 

 x = [q2, q3,…,qn, ׀V2׀ , ׀V3׀ ,..., ׀Vn׀]
T
                    (3) 

and state space as is IR
6(n-1)

, where 

 Tc
i

b
i

a
ii VVVV ,, and  Tc

i
b
i

a
ii  ,,   are  

voltage magnitude and angels respectively for load buses i, 
and the bus 1 is substation. 
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For three-phase distribution network with n buses, bus 1 
presents substation and buses 2, 3, ...n, are load buses. 
Equation (3) can be solved by power flow calculation solving 
the system of (6n-6) non-linear algebraic equations. 

To calculate the second objective function, ENS index due 
to interruption in supply, it is necessary to consider two 
elements: failure rate and the length of interruption in power 
supply for each load point. The latter is consisted of two 
components: time necessary to locate failure and the time 
necessary to repair it. Automatic sectionalizers and switches 
separate the part of the network where the failure occurred, 
reducing the risk for other consumers in the network. The time 
needed to repair the failure is usually the time needed to 
isolate the failure, to connect the affected consumers to 
reserve power supply (if possible) and to repair the fault itself 
[10]. In order to calculate this function, load flow studies 
should be performed to calculate not-distributed energy in all 
consumer nodes without supply, which are located ―under‖ the 
fault in the network. 

III. OPTIMIZATION  METHOD FOR MULTI-OBJECTIVE 

RECONFIGURATION NETWORK 

The development of heuristic algorithms and computer 
performances have contributed towards solving the problem of 
multi-objective optimization. While solving multi-objective 
optimization problems, it is necessary to pay attention to 
convergence to optimal set of solutions (Pareto set) and 
maintain diversity of solutions within the set of current 
solutions [11]. Suggested methodology for solving the defined 
multi-objective optimization problem is based on multi-
objective Non-Dominated Sorting Genetic Algorithm II. 
(NSGA II). 

Genetic algorithms use population of solutions in every 
optimization path within optimization process. The objective 
is to come as close as possible to the true Pareto-front and 
simultaneously gain as many solutions as possible. This 
ensures that the decision-maker will have a wider choice of 
quality solutions with a better overview of all possible optimal 
topologies of a distribution network [11]. 

A. NSGA II Algorithm 

Multi-objective evolutionary algorithms are suitable for 
multi-objective optimization due to their ability to handle 
complex problems, involving features such as discontinuities, 
multimodality, disjoint feasible spaces and noise functions 
evaluation [12]. NSGA II is a multi-objective genetic 
algorithm developed by Deb, 2003 [13]. Basic advantage of 
NSGA II over other multi-objective genetic algorithms is 
reflected in possibilities for diversity preservation of 
population, which further enables uniform distribution of 
solutions within Pareto front. The crowding distance approach 
is introduced into NSGA II as the fitness measure to make 
comparison of solutions in the same Front. This approach 
estimates the density of solutions surrounding a particular 
solution by calculating the average distance of two points on 
either side of the observed solution for all objective functions 
defined for particular problem. The fast non-dominated sort 
strategy is used to evaluate solution dominance and classify 
the solution into Pareto fronts that corresponds to the cluster 

with the same solution dominance. Furthermore, NSGA II 
uses elite strategy that significantly helps in speeding up the 
performance of the genetic algorithm [13]. 

B. Proposed Methodology 

Algorithm starts with randomly selected radial functional 
solution that is typical for electrical distribution network, as a 
basis for a first generation of trade-offs in the part of a genetic 
algorithm code. By applying NSGA II algorithm new potential 
solutions of the network are generated. The binary alphabet 
has been used to implement the optimization model, in which 
every bite of chromosome represents the status of switches 
(open/closed). Every bite can have value of 0 or 1, which 
identifies the status of every electric line, 0-open, 1-closed. In 
the reconfiguration network problems, only a certain number 
of lines have a changeable bit in chromosome, and therefore 
only those lines are subject to genetic operators, crossover and 
mutation, while other lines have a fixed value in chromosome 
(always have the value of 1 in operation). 

If newly created solutions meet topological constraints 
(radial conditions), evaluation of the objective functions is 
carried out, i.e. power flow and calculation of objective 
functions are performed. Power flow calculation is done in 
MATLAB. For that purpose, a part of the code for power flow 
calculation based on Newton-Raphson method is modified for 
the need of objective functions evaluation, transfer of 
variables, storage of diverging solutions and visualization. 
Based on the power flow results, convergence of specific 
network configuration is verified, as well as other constraints 
which refer to the capacities of lines, power stations and 
distributed generations. Solutions which do not satisfy defined 
constraints are eliminated or penalized, depending on 
convergence of power flow calculation. For other solutions, 
which meet defined limits, evaluation of objective function is 
done. 

The procedure is repeated until stopping criteria are met. 
The criteria for stopping calculation can be based on a 
maximum number of generations, minimum of evaluated 
solutions, time limits to simulation, average change in solution 
distribution, etc. 

Suggested model uses the concept of Pareto domination in 
the evaluation of the objective functions. Input data to 
describe multi-objective optimization problem are system 
parameters and constraints, lines, the loads, reliability 
parameters, failure rates, and the repair times. 

MATLAB functions for genetic algorithms which are used 
for calculation are modified for specific discrete function for 
calculating power flow, power losses and testing system’s 
constraints for network solutions. 

CPU time spent for calculating and identifying the set of 
possible solutions depends on the time necessary for the 
objective functions evaluation, time for verification of defined 
constraints by power flow calculation and active losses. To 
speed up the calculation, parallel processing of genetic 
algorithm, in the part of evaluation of the objective function 
and constraints, is done. 
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Fig. 1. Part of a distribution network with distributed generation 

Taking into consideration that evaluation of one individual 
(solution) is completely independent of some other individual, 
independent of some other individual, evaluation of the entire 
population is distributed to 8 available processors, which 
significantly speeds up the calculation process. 

The results of the described algorithm is a Pareto front of 
possible optimal topological solutions for the electrical 
distribution network 

IV. CASE STUDY AND NUMERICAL RESULTS 

The test system for the case study is 10 KV radial 
distribution network with distributed generation (Fig. 1.) with 
213 buses, 248 lines and 72 switches. Distributed generation is 
connected to the node 213 and generates the active power of 5 
MW. It is assumed that DG does not generate reactive power 
to the network. 

All simulations are done on  Intel Xeon E5-2699V3 with 
32 GB RAM, that enables parallel data processing on 18 
processor units. In initial network topology, presented in Fig. 
1., switches 2–3, 5–6, 9, 13, 15, 22, 25, 28–29, 32–33, 36, 38–
46, 49–51, 53–55, 57–59, 61, 66–67 and 72 are closed, while 
1, 4, 7-8, 10–12, 14, 16–21, 23–24, 26–27, 30–31, 34–35, 37, 
47–48, 52, 56, 60, 62–65 i 68–71 switches are open. For initial 
solutions, total power losses are 51.630 KW and ENS due to 
interruption in supply is 24.1387 KWh. 

NSGA II parameters 

In the consideration of optimal parameters 60 simulations 
were run with different values. Only the best performing 
parameters are presented in this paper and they are: initial 
population size is 150, crossover probability pc is 0.8, 
maximum number of generation is 200 and Pareto fraction is 
0.45. Tournament selection is used, as well as two-point 
crossover. The stopping criterion of the algorithm is an 
imposed maximum number of generations or limit of the 
average change in distribution of solutions within the Pareto 
set (less than 10). Certain number of simulations is done by 
using adaptive mutation which search the larger solution space 
in the smaller number of generation (in this case the number 
of generation was 114), but evaluation time is longer. After 
the multiple independent runs of algorithm, it was concluded 
that the best results are achieved with fixed mutation 
probability of 0.01. 

Furthermore, it was observed that fitness values 
significantly improve in early generations, when the solutions 
are farther from optimal values. The best fitness values slowly 
improve in later generations, whose population is closer to the 
optimal solutions. Number of generations for achieved 
solutions was in the range from 110-140 generations, for all 
tests with fixed crossover and mutation factor. 
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A. Result Analysis 

Application of the described methodology to identify 
optimal network configuration based on NSGA II algorithm 
resulted in a set of possible solutions, out of which 9 Pareto 
optimal solutions are presented in Fig. 2. Pareto set of optimal 
solutions is achieved for 138 generations, while total number 
of achieved possible solutions is 49. 

Total algorithm execution time on 18 processor units was 
15 minutes and 36 seconds. 

Table 1. shows values of objective functions for solutions 
from Pareto optimal set, as well as the on/off change of 
switches. 

 
Fig. 2. Pareto optimal solutions for network reconfiguration with distributed 

generation 

TABLE I.  VALUES OF OBJECTIVE FUNCTION FOR PARETO OPTIMAL 

SOLUTIONS FROM FIG. 2 

No. Switch on Switch off 
    Losses 
      KW 

ENS 
KWh 

1. 62 3 20.6344 24.4875 

2. 7 72 23.7643 24.2683 

3. 63 6 25.8799 24.2139 

4. 68 67 37.1474 23.5844 

5. 60 59 38.7454 23.2314 

6. 31 5 40.1339 23.1442 

7. 62 5 44.4429 21.8045 

8. 71 61 46.8351 21.6585 

9. 63 8 52.2096 21.2066 

Considering the results shown in Table 1, the best solution 
for losses function is solution 1. However, this is the worst 
solution for ENS function. It is evident that changes in the 
value for ENS function are smaller than for losses function. 
Therefore, based on practical network topology 
implementation, functional and economical benefit the best 
compromise solution can be solution 3, given the evident 
small changes in ENS function between solutions 3, 4 and 5, 
while the difference in losses function is somewhat bigger. 
Solution 3 has power losses of 25.8799 KW, while ENS is 
24.2139 KWh. 

The achieved near-optimal solutions show traits of each 
solution from the Pareto front (the fact that not a single 
individual solution from Pareto front can be improved for one 
function without affecting the other in the opposite manner). 
This trait does not apply for all permissible searched solutions. 
The character of the achieved searched and near-optimal 

solutions depends on all set values, where different intensities 
and length of fault on lines are of special importance. 

If intensity and fault length at all lines are equal, the 
variability of solution would be considerably lower, with a 
unique optimum for both functions. It is obvious that many 
searched solutions can be simultaneously improved from the 
aspect of both functions which are optimized; subsequently, 
the considered objectives are not necessarily in conflict with 
each other. This does not provide values which are 
approximately optimal for either of the objective functions. 

Objective function assessing reliability, interruptions in 
supply, is incidental. Therefore, when descending sort order 
strategy is applied, the probability for local minimum is higher 
for reliability criterion that for power losses function. 

Optimal minimization of losses will be achieved when the 
voltage in lines is closer to the maximum allowed value Umax. 
Since calculations were done with assumed constant load 
values (values of peak loads), maintaining voltage at lines as 
closer as possible to Umax ensures considerably less values for 
losses in the network. If voltage limitation is Umax = 1.20, 
losses values for solution 3 would be 11.256 KW. 

Power losses for line 211-212 for initial solution are 0.73 
KW, and for the identified optimal solution it is 0.49 KW 
(solution 3). Values for losses at the same line without 
distributed generation connected is 0.58 KW with the same 
switch state. 

Since distributed generation is of small capacity in relation 
to the strength of distributive network into which it is 
connected, there is a reduction in the losses in the line onto 
which it is connected. 

Impact on voltage 
On Fig. 3. is shown voltage profile of bus system for 

solution 3 from Table 1. It is clear that the voltage is within 
the allowed limits. On Fig. 4. is shown the change in voltage 
in network nodes when distributed generation is not connected 
into the network (voltage shown in blue) and when the 
distributed generation is connected (voltage shown in red). 
The shapes of voltage profiles are almost the same in both 
cases, except for minor changes in the voltage strength at end 
lines, which is a consequence of connected distributed 
generation. Lines with distributive generation connected have 
an increase in voltage from 0.9723 p.u. to 0.9813 p.u. after 
installing the distributed generation into the network. 

 
Fig. 3. Voltage profile for solution 3 
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Fig. 4. Voltage profile with distributed generation connected and 

disconnected 

V. CONCLUSION 

Reconfiguration represents one of the most important 
measures which can improve performance in the operation of 
a distribution system. The paper shows application of multi-
objective genetic algorithm NSGA II on resolving the problem 
of reconfiguration of distributive network with distributed 
generation, in order to identify optimal topological solution 
taking into account the set limitations. Algorithm is tested on a 
part of a network with 213 nodes, 248 lines and 72 switches. 
Multi-objective problem is formulated in order to decrease 
overall network losses and improve system reliability through 
minimizing ENS. The achieved results show the efficiency of 
the proposed methodology. Identification of near-optimal 
network configuration is presented. It is evident in decreasing 
overall network losses and ENS index compared to network 
initial state. The paper also shows the effect of distributed 
generation on voltage profile in distributive network. The 
results show that network reconfiguration in the presence of 
DG improve the voltage profile in the network. 

It is obvious that application of the proposed methodology 
enables a more complex approach to improving the 
operational conditions in distributive networks, compared to 
traditional methods. The methodology proposed is also a 
useful tool for quick identification of optimal network 
configuration in case of faults, and it can also be beneficial for 
planning and upgrading existing network. 

So, both the NSGA II efficiency in finding solutions and 
the increased efficiency of the the distribution network after 
using NSGA II are presented in the paper. 

The achieved results for both objective functions can be 
represented in financial terms as well, and these are economic 
indicators to improve efficiency in managing a distributive 
network. 

REFERENCES 

[1] W. M. Dahalan, H. Mokhlis,  “Network Reconfiguration for Loss 
Reduction with Distributed Generations Using PSO‖, IEEE International 
Conference on Power and Energy (PECon), Malaysia, pp. 823-828G, 
December 2012. 

[2] N. Rugthaicharoencheep, S. Sirisumranukul, Optimal Feeder 
Reconfiguration with Distributed Generation in Three-Phase 
Distribution System by Fuzzy Multiobjective and Tabu Search,  Energy 
Technology and Management, 1st ed, Tauseef Aized, ISBN 978-953-
307-742-0, October , 2011 under CC BY-NC-SA 3.0 license 

[3] M. N. M. Nasir, N. M. Shahrin, M. F. Sulaima, M. H. Jali, M. F. 
Baharoma, ―Optimum Network Reconfiguration and DGs Sizing With 
Allocation Simultaneously by Using Particle Swarm Optimization 
(PSO)‖, International Journal of Engineering and Technology (IJET), 
Vol 6, No 2, pp. 773-780, Apr-May 2014. 

[4] T.P. Sai Sree, N.P. Chandra Rao, ―Optimal Network Reconfiguration 
and Loss Minimization Using Harmony Search Algorithm In The 
Presence Of Distributed Generation‖, International Journal of Electrical 
and Electronics Research, Vol. 2, Issue 3, pp. 251-265,July - September 
2014. 

[5] Y. Shu-jun, Y.Zhi, W.Yan, Y. Yu-xin, S.Xiao-yan, ―Distribution 
network reconfiguration with distributed power based on genetic 
algorithm‖, 4th International Conference on Electric Utility 
Deregulation and Restructuring and Power Technologies (DRPT), ,pp. 
811-815,  6-9 July 2011. 

[6] A.Hajizadeh, E. Hajizadeh, ―PSO-Based Planning of Distribution 
Systems with Distributed Generators‖, World Academy of Science, 
Engineering and Technology 45, pp.598-603, 2008. 

[7] B. Tomoiagă , M. Chindriş, A. Sumper, A. Sudria-Andreu, R. 
Villafafila-Robles, ―Pareto Optimal Reconfiguration of Power 
Distribution Systems Using a Genetic Algorithm Based on NSGA-II‖, 
Energies 2013, 6, pp.1439-1455, 2013., 
www.mdpi.com/journal/energies 

[8] S.M. Cho, H.S. Shin, J.H. Park, J.C. Kim, ―Distribution System 
Reconfiguration Considering Customer and DG Reliability Cost‖, 
Journal of Electrical Engineering & Technology Vol. 7, No. 4, pp. 
486~492, 2012. 

[9] K.Šimleša, Z.Vrančić, A.Matković, F.Lulić, G.Juretić, ―Gubitak 
električne energije u distribucijskoj elektroenergetskoj mreži‖,  CIRED 
hrvatski ogranak, 1. savjetovanje, S01-2, Šibenik, Croatia 2008.  

[10] A.Hajizadeh, E.Hajizadeh : PSO-based Planning of Distribution Systems 
with Distributed Generators, World Academy of Science, Engineering 
and Technology, No. 45, pp.598–603, 2008. 

[11] F.Rivas-Davalos, E.Moreno-Goytia, G.Gutierrez-Alacaraz, J.Tovar-
Hernandez, ―Evolutionary Multi-Objective Optimization in Power 
Systems: State-of-the-Art‖, Proceedings on IEEE PowerTech 
Conference, pp.2093-2098, Lausanne, Switzerland, 2007..  

[12] C.M.Fonseca, P.J.Fleming, ―An overview of evolutionary algorithms in 
multiobjective optimization‖, Evolutionary Computation, pp.1-16, 3(1), 
Spring 1995.  

[13] K.Deb, A.Pratpat, S.Agarwal, T.Meyarivan, ―A Fast and Elitist Multi-
Objective Genetic Algorithm: NSGA-II‖, IEEE Transaction on 
Evolutionary Computation, Vol. 6, No2, pp.182-197, 2002.  

[14] I.J.Ramirez-Rosado, J.L.Bernal-Agustin, ―Reliability and Costs 
Optimization for Distribution Networks Expansion Using an 
Evolutionary Algorithm‖, IEEE Power Engineering Review, Vol. 21, 
pp. 70-76, 2001 

[15] Muhammad Ahmadi, Ashkan Yousefi, Alireza Soroudi, Mehdi Ehsan, 
―Multi Objective Distributed Generation Planning Using NSGA-II‖,  
13th International Power Electronics and Motion Control Conference  
EPE-PEMC, pp.1847-1851, 2008. 

 


	1st Page
	Index_Pages
	Paper_1-2
	Paper_1-An_Evaluation_of_the_Implementation_of_Practice_Teaching_Program
	Paper_2-Optimal_Network_Reconfiguration_with_Distributed_Generation


