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Editorial Preface 

From the Desk  of  Managing Editor… 

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to 

Geek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations 

in the technological world, AI is undergoing a renaissance that is giving way to new channels of creativity. 

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand 

masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life 

applications than could be expected. While it may seem like it is out of a science fiction novel, work in the 

field of AI can be used to perfect face recognition software or be used to design a fully functioning neural 

network. 

At the International Journal of Advanced Research in Artificial Intelligence, we strive to disseminate 

proposals for new ways of looking at problems related to AI. This includes being able to provide 

demonstrations of effectiveness in this field. We also look for papers that have real-life applications 

complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized. 

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread 

of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available 

view at any time. 

IJARAI strives to include articles of both research and innovative applications of AI from all over the world. It 

is our goal to bring together researchers, professors, and students to share ideas, problems, and solution 

relating to artificial intelligence and application with its convergence strategies. We would like to express 

our gratitude to all authors, whose research results have been published in our journal, as well as our 

referees for their in-depth evaluations.  

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank 

you for sharing your wisdom.  
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Abstract—The continuous growth of data, mainly the medical 
data at laboratories becomes very complex to use and to manage 
by using traditional ways. So, the researchers started studying 
genetic information field in bioinformatics domain (the computer 
science field, genetic biology field, and DNA) which has increased 
in past thirty years. This growth of data is known as big 
bioinformatics data. Thus, efficient algorithms such as Genetic 
Algorithms are needed to deal with this big and vast amount of 
bioinformatics data in genetic laboratories. So the researchers 
proposed two models to manage the big bioinformatics data in 
addition to the traditional model. The first model by applying 
Genetic Algorithms before MapReduce, the second model by 
applying Genetic Algorithms after the MapReduce, and the 
original or the traditional model by applying only MapReduce 
without using Genetic Algorithms.  The three models were 
implemented and evaluated using big bioinformatics data 
collected from the Duchenne Muscular Dystrophy (DMD) 
disorder. The researchers conclude that the second model is the 
best one among the three models in reducing the size of the data, 
in execution time, and in addition to the ability to manage and 
summarize big bioinformatics data. Finally by comparing the 
percentage errors of the second model with the first model and 
the traditional model, the researchers obtained the following 
results 1.136%, 10.227%, and 11.363%, respectively. So the 
second model is the most accurate model with less percentage 
error. 

Keywords—Bioinformatics; Big Data; Genetic Algorithms; 
Hadoop MapReduce 

I. INTRODUCTION 
The important evaluation of the Bioinformatics and 

genetics field in the recent years has helped scientists and 
doctors to understand illnesses and diagnose it the better way 
and discover the reasons behind many diseases and genetic 
mutations, including muscular degeneration, which causes 
disability of many children around the world. To diagnose 
genetic diseases at medical laboratories, it requires a 
comparison procedure between the defective genes with the 
natural ones by alignment and matching sequence of Nucleated 
(nitrogenous bases) in the genes through National Center for 
Biotechnology Information (NCBI), which consider as the 
largest database and repository of genes. 

Processing medical data due to the large size of 
bioinformatics data is hard to manage and it is not easy to 
reduce the size of needed data. For this and other reasons, it 
becomes important to develop such models and algorithms that 

can manage big bioinformatics data that are produced by 
genetic laboratories, and have the ability to find the defective 
gene in less time with less error because medical application 
requires high accuracy. 

So, for managing big bioinformatics data, the authors 
proposed two new models. The original model used only the 
Hadoop MapReduce. Since Genetic Algorithms GAs have 
many benefits especially in optimization problems, the authors 
tried to propose two new models by applying Genetic 
Algorithms before and after MapReduce. So, the first model 
was by applying Genetic Algorithms before MapReduce, and 
the second model was by implementing Genetic Algorithms 
after the MapReduce. 

The paper consists of eight sections. The first section is an 
introduction. The second Section discusses the Big Data, its 
characteristics, and the architectures. The third section 
demonstrates the Bioinformatics. The fourth section explains 
the Genetic Algorithms and its features. The fifth section 
presents the problem statement of the research. The sixth part 
discussed the two proposed models. Section seven explains the 
data description. Part eight explored the results of the proposed 
models. 

II. BIG DATA 
Big Data is a term used to describe the enormous and 

massive amounts of data that could not be handled and 
processed using traditional methods. Big Data size has 
increased conspicuously in various fields over the past twenty 
years, where the volume of the generated and duplicated data 
has grown more than ten times in the over years, which cannot 
be predicted because data continuously increased to be double 
every two years. Data in Big Data are structured and 
unstructured. Thus, it needs more complicated tools rather than 
the traditional ones to be analyzed and managed. Managing 
this data brings more challenges and requires more efficient 
methods [1, 2]. 

Managing Big Data is one of the main challenges that faces 
large corporations, and has attracted the interest of researchers 
in the past years [1, 2]. Big Data has several characteristics 
known by nV’s characteristics, and it has several type of 
architectures for Big Data analysis. 

A. Big Data Characteristics 
There are several characteristics (5Vs) that distinguish Big 

Data from standard set of data: Volume, Variety, and Velocity, 
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Value, and Veracity [14, 15]. The 5Vs characteristics of the 
Big Data were illustrated in Fig. 1. 

 
Fig. 1. The 5Vs Characteristics of the Big Data 

Some other researchers have different views and consider 
only 3Vs (Volume, Velocity, and Variety) as fundamental 
features. And others add Veracity as 4Vs [1, 2, 3, 4]. 

B. Architectures of Big Data Analytics 
On the different type of sources and different structures. 

There are three main types of architectures for Big Data 
analysis, MapReduce architectures, fault-tolerant graph 
architectures and streaming graph architectures. Some of the 
characteristics of these styles as shown in Table 1 in terms of 
the used memory type: if the used memory is local memory or 
shared global memory, in addition to the fault tolerance [2]. 

III. BIOINFORMATICS 
Bioinformatics is relatively an old field, it started before 

more than a century and introduced by the Austrian scientist 
Gregor Mendel, who known as the "father of genetics." Since 
then, the understanding of genetic information has increased, 
especially in past thirty years. The researches and studies in the 
domain of bioinformatics led to the creation of the largest 
international organization (HUGO), the first international 
organization that published the first complete map of the 
genome of sustainable in bacteria. Bioinformatics is the 
relationship between computer science and biology [5, 6, 7]. 

TABLE I.  CHARACTERISTICS OF DIFFERENT TYPES OF ARCHITECTURES 
FOR BIG DATA ANALYTICS 

 Architectures 

Characteristics 
MapReduce          
architecture 
 

Fault tolerant 
graph 
architecture 

Streaming 
graph 
architecture 

Memory Local memory 
Global memory Global Memory 

Data not need 
to be stored   
into disks 

Fault Tolerance 
Allow Allow Allow Not 

Operations 
Synchronization Synchronization Synchronization Asynchronous 

 
Fig. 2. Bioinformatics in general [6, 7, 8] 

Fig. 2 shows that the bioinformatics in general which is an 
intersection between the biology and the computer science. It 
can be used in different fields such as crime scene 
investigation, comparing genes, and evaluation. 

Bioinformatics characteristic debate the collaborative 
resources that work together for such task [8]. 

The theory “structure prediction” as a technique to recruit 
computer tools and algorithms is the most important objective 
of bioinformatics (Molecular Bioinformatics) in addition to 
being an alternative method and attractive [8]. Molecular 
bioinformatics logic and dealing with the concepts of biology 
regarding molecules and the application of the "information" to 
understand the technology and organization associated with 
these biomolecules in cells and organisms information. New 
genes discovered by searching for systematic data available to 
genome sequence, so through the sequence identity algorithms 
are appointed the supposed new genes function [8]. 

IV. GENETIC ALGORITHMS 
Genetic algorithm GAs is one of the most powerful 

computer algorithms that based on natural living genes 
combining, producing and inheritance acts; it has vital 
importance in Computer Sciences branches like Artificial 
Intelligent and Computer Vision techniques. Genetic 
algorithms are useful tools for search and optimization 
problems. [9, 10]. 

The most important characteristic of genetic algorithms is 
solving hard problems with an optimal solution.  Fig. 3 
presents the simple Genetic Algorithm flowchart which it 
briefly describes the four basic operators to resolve a problem 
as follows:  fitness function, selection operator, crossover 
operator, and mutation operator [9, 10, 11, 12, 13, 14]. 

V. PROBLEM STATEMENT 
There is a tight relationship between big data and 

bioinformatics since there is a vast data in bioinformatics 
especially the DNA, which each human genome sequence 
approximately 200 gigabytes [2]. 

2 | P a g e  
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The development of Computer Science (CS) helped other 
scientific fields and became a key and essential part in most 
biological and medical experimentations. With the continuous 
growth of data, especially the medical data at laboratories (lab), 
it becomes very hard to use this data and manage it using the 
traditional ways, so efficient algorithms are needed to deal with 
this large and vast amount of bioinformatics data in genetic 
laboratories, which includes a gene and protein sequence. 
Thus, the researchers used one of the evolutionary algorithms 
which are genetic algorithms. 

VI. PROPOSED MODELS 
Data management is a very arduous task, especially when 

you have an enormous amount of data such as DNA. The 
proposed model based on genetic algorithm and Hadoop 
MapReduce. The researchers presented two models, the first 
one (GAHMap) by applying Genetic Algorithm before Hadoop 
MapReduce. The second one (HMapGA) by executing Genetic 
Algorithm after Hadoop MapReduce. 

C. Model 1 (GAHMap): GAs before Hadoop MapReduce 
Fig. 4 demonstrates the stages of the first proposed model 

(GAHMap) as follows: 

1) The input of prototype 1 is the big bioinformatics data 
which is denoted by (M). 

2) Applying Genetic Algorithms on (M), which will 
produce an optimized data which is indicated by (M′). 

3) Carrying out Hadoop MapReduce on (M′), the result 
will be the reduced data which is denoted by (M″). 

D. Model 2 (HMapGA): GAs after Hadoop MapReduce. 
The second paradigm (HMapGA) presented in Fig. 5 and it 

has the following stages: 

1) The input of prototype II is the big bioinformatics data 
which is denoted by (M). 

2) Applying Hadoop MapReduce on (M), the result will be 
the reduced data which is denoted by (M′). 

3) Executing Genetic Algorithms (M′), which will produce 
an optimized data which is indicated by (M″). 

 
Fig. 3. Flowchart of Genetic Algorithms [9] 

 
Fig. 4. Proposed Model I GAHMap stages 
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Fig. 5. Proposed Model II HMapGA Stages 

The two models were fully implemented using MATLAB 
and applied as graphical user interface (GUI) system as shown 
in Fig. 6. The system mainly consists of two parts: the first part 
is the Create Data Server that reads the big bioinformatics data 
as input dataset (M). The second part consists of three options 
to manage the Big Data: the first alternative to execute the first 
model GAHMap, the second option to perform the second 
model HMapGA, and the third option to proceed the original 
model which uses Hadoop MapReduce without genetic 
algorithms (HMap). 

The results from the first and second models will be 
compared to identify the model that can give the best result 
which reduces the size of the data with better accuracy. After 
that, the outcome of the chosen model will be compared with 
the result from the original Hadoop MapReduce. Finally, the 
outcomes will determine the best model among them. 

VII. DATA DESCRIPTION 
The dataset of genes used in this research acquired from the 

Genetics Center at Specialty Hospital–Amman, Jordan. The 
dataset is related to Duchene Muscular Dystrophy (DMD), 
which is a popular and widespread genetic disease in the 
country as well as all over the world. It was an 88 sample from 
88 individuals (genes). Each gene in the dataset represents 108 
gigabytes of DNA tape; gene number 19 was obtained for this 
research and saved in text file format (txt file). Each gene and 
file contain 2,220,388 nucleotides; the nucleotides consist of a 
base (one of four chemicals and amino acids: cytosine, 
guanine, adenine, and thymine). The dataset with the 88 genes 
has been already diagnosed and alignment using the global 

location of the genes NCBI website by the genetic center to 
find the defective and normal genes. The results showed that 
48 of the genes were defective and suffer from DMD disease, 
and the other 40 genes were normal. A sample of one of the 
genes from the DNA sequence was saved in a text file as 
shown in Fig. 7. 

 
Fig. 6. Graphical User Interface of the Proposed Method 

  
Fig. 7. Gene text file with nucleotides sequence 

VIII. SYSTEM TEST RESULT 
The system was tested using dataset within 88 genes (40 

normal genes and 48 defective genes) as an input of 
Bioinformatics’ Big Data (M) to find which model will be 
better. So, after data server reads the dataset, it was tested by 
applying the three models on the same dataset. During 
execution, each model will display the result with the 
following information: 

• TP: True Positive, which means the number of standard 
genes. 

• TN: True Negative, which means the number of genes 
which is defective. 

4 | P a g e  
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• FP: False Positive, which means the number of genes 
which is regular and detected as defective. 

• FN: False Negative, which implies the number of genes 
which is defective and detected as deranged. 

Fig. 8 shows the outcome of GAHMap implementation, 
which concludes that there are 40 TP and zero FP which 
implies that there are no normal genes revealed as defective 
genes, and there are 39 TN and 9 FN which means that there 
are 9 defective genes detected as standard genes which listed in 
FN sequence. 

Fig. 9 displays the result of second model HMapGA 
execution, which concludes that there are 40 TP and zero FP 
which means that there are no natural genes revealed as 
defective genes, and there are 47 TN and 1 FN which signifies 
that there is only one deficient gene exposed as standard genes. 

Fig. 10 presents the consequence of the original model 
HMap enforcement, which determines that there are 40 TP and 
zero FP which implies that there is no normal genes appeared 
as defective genes, and there are 38 TN and 10 FN which 
means that there are 10 deficient genes detected as normal 
genes. 

 
Fig. 8. GAHMap Model 1 Result 

 
Fig. 9. HMapGA Model Results 

 
Fig. 10. HMap Model Results 

Table 2 summarizes the results of the three models 
GAHMap, HMapGA, and HMap. 

TABLE II.  THREE MODELS SUMMARY RESULTS 

Model TP TN FP FN 
GAHMap 40 39 0 9 
HMapGA 40 47 0 1 
HMap 40 38 0 10 

For more accuracy of the results, the percentage error 
(%Error) was calculated for each model by using the 
mathematic formula which is the difference between the 
experimental value and theoretical value divided by theoretical 
value as shown in equation (1) [15]: 

%100
 lValueTheoretica

% ×
−

=
lValueTheoretica

alValueExperiment
Error     (1) 

Where, the TheoreticalValue means the total number of 
genes used in the research (natural + defective), and the 
ExperimentalValue means the total number of correctly 
detected genes (natural + defective) by the system. 

As shown in Table 3 by applying the percentage error 
equation, it was found that the percentage error of the first 
model GAHMap =|(Total number of genes used in the research 
(normal + defective)) - (total number of correctly detected 
genes (normal + defective)|/ (total number of genes used in the 
thesis (normal + defective))*100 

=| (40+48) – (40+39)| / (40+48) * 100%  
= |88-79| / 88 * 100 
= 10.227 % 
For the second model HMapGA % Error =| (40+48) – 
(40+47)| / (40+48) * 100  
= |88-87| / 88 * 100 
= 1.136% 
For the original model HMap % Error =| (40+48) – (40+38)| / 
(40+48) * 100  
= |88-77| / 88 * 100 
= 11.363%. 

TABLE III.  THREE MODELS RESULTS OF PERCENTAGE ERROR 

Model GAHMap HMapGA HMap 
% Error 10.227% 1.136% 11.363% 

According to the results in Table 3 the researchers conclude 
that the HMapGA is better than the GAHMap, and if the 
HMapGA compared with the original model HMap it found 
that the HMapGA is also better than the original one HMap. So 
the HMapGA proved to be the most accurate model with less 
percentage error and succeed in achieving the objectives of this 
research which includes organizing big bioinformatics data by 
matching and finding normal and defective genes with less 
time and less percentage error. 

IX. CONCLUSION 
This paper proposed two models to manage big 

bioinformatics data of DMD disorder. In the first model, 
GAHMap was implemented genetic algorithms before Hadoop 
MapReduce. In the second model, HMapGA has executed 
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genetic algorithms after Hadoop MapReduce. The proposed 
models in addition to the original model were tested using the 
real dataset of 88 genes related to DMD disorder. 

By comparing the results of the three paradigms, the 
researchers found that the number of genes which is natural 
and revealed as defective (FP) was zero for all models, but the 
number of genes which is faulty and detected as normal (FN) 
were 9, 1, and 10 defective genes for the first, second, and 
original models respectively. The researchers conclude that the 
HMapGA detected less number of defective genes as natural 
ones. 

Also, when comparing the percentage error for the three 
models, the second model has 1.136 % which is the most 
accurate model with the less percentage error. 

Finally, the researchers conclude that the second model 
HMapGA is the best model since it succeeds in matching and 
finding normal and defective genes in less time and less 
percentage error. So HMapGA provides an efficient technique 
to manage and reduce the size of big bioinformatics data in the 
laboratory. 
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Abstract—The segmentation of image is considered as a 
significant level in image processing system, in order to increase 
image processing system speed, so each stage in it must be speed 
reasonably. Fuzzy c-mean clustering is an iterative algorithm to 
find final groups of large data set such as image so that is will 
take more time to implementation. This paper produces an 
improved fuzzy c-mean algorithm that takes less time in finding 
cluster and used in image segmentation. 

Keywords—pattern recognition; image segmentation; fuzzy c-
mean; improved fuzzy c-mean; algorithms 

I. INTRODUCTION 
To recognize pattern and analysis an image the main 

process is segmentation of image[1-3]. Is an operation of 
dividing an image into parts that have same features and the 
collection of these parts form the original image[4]. Fig.1. 
illustrate variant levels of processing of image and technique of 
analyzing [5], and it shows clearly segmentation stage. 

There are many types of image’s pattern recognition and 
segmentation, but there are two mainly types of classification 
which are used: Supervised classification and unsupervised 
classification, in the first one the classes are defined in advance 
and in the second they are not defined in advance which known 
as clustering. There are two types of clustering: hard clustering 
and fuzzy clustering, in hard clustering, the data item is belong 
exactly to one cluster but in fuzzy clustering, the data item 
belong by the degree of membership to each cluster of clusters, 
and the summation of all memberships values to one of data 
items is equal to one. 

Fuzzy c-mean clustering is one of unsupervised clustering 
algorithms that is widely used in image processing and 
computer vision because it easy to implement and clustering 
performance[6], [7]. It’s used to segment an image by grouping 
pixels that have similar or nearly similar values into a cluster, 
where each group of pixel’s values that belong to one cluster 
are similar to each other and different from pixel’s values that 
belong to other clusters, and then these clusters represent the 
segments of the segmented image. The traditional fuzzy c-
mean suffers from some limitations, it’s not accurate in the 
segmentation of noisy image and time consuming because it’s 
iterative nature. Our proposed algorithm which named 
Improved fuzzy c-mean algorithm offers an overcoming of one 
limitation of traditional fuzzy c-mean which is time-
consuming. 

 
Fig. 1. Schema of variant levels of processing of image and technique of 
analyzing 

In our proposed algorithm we use frequency of each data 
item of image and processing these frequencies instead of 
processing whole data items of the image. That is reduce 
processing time in the great form. This paper contains five 
parts and arranged  as follow: Section 2 talking about time 
complexity, section 3 the traditional fuzzy c-mean, section 4 
proposed an algorithm, section 5 Experimental Results, and in 
section 6 the conclusion. 

II. TIME COMPLEXITY 
It's time that required to run or execute an algorithm[11].the 

notation big O is used to express time complexity. it’s 
proportional to the size of input data. If the input size is n, then 
the time complexity is the time required by the algorithm to 
process these input. Each algorithm has a primitive  
operation(s), so the time of the algorithm is determined by 
computing the summation of times that required to run each of 
these operations. It’s always expressed by the prevalent term, 
which is the term have exponent with the highest value. It also 
ignores constant of multiplication and constant of the division.  
if the time required to accomplish an algorithm of n input size 
is 10nP

3
P + 6n, then the expression of its time complexity is O(nP

3
P) 

also if the time required to accomplish an algorithm is c*nP

2
P or 

nP

2 
P/c where c is constant then the time complexity is O(nP

2
P). If 

the algorithm processed all inputted data to get the desired 
solution, then the time complexity called the worst-case of time 
complexity, which is show, the algorithm take maximum time 
to achieve the required process. There are many types of time 
complexities which depend on algorithm’s function nature. 
Some common types of time complexities are constant time 
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O(1), linear time O(n), quadratic time O(n2), exponential  time 
O(cP

n
P) where c≥ n > 1 . In our proposed algorithm we suggest 

an algorithm that consumes so little time amount compared 
with the traditional fuzzy C-mean algorithm. 

III. TRADITIONAL FUZZY C-MEAN 
The fuzzy c-mean algorithm is one of the common 

algorithms that used to image segmentation by dividing the 
space of image into various cluster regions with similar 
image’s pixels values. For medical images segmentation, the 
suitable clustering type is fuzzy clustering. The Fuzzy c-means 
(FCM) can be seen as the fuzzified version of the k-means 
algorithm. It is a clustering algorithm which enables data item 
to have a degree of belonging to each cluster by degree of 
membership. It’s developed by Dunn [9] and changed by 
Bezdek [10]. The algorithm is an iterative clustering method 
that produces an optimal c partition by minimizing the 
weighted within group sum of squared error objective function 
[10]. Is widely used in image segmentation and pattern 
recognition. Following are steps of traditional fuzzy c-mean: 

Step1:Choose random centroid at least 2 and put values to 
them randomly. 

Step2:Compute membership matrix: 

Uij = 1

∑ �
|xi−cj|
xi−ck

�

2
m−1c

k=1

   , where m > 1, c cluster’s No. (1) 

Step3: calculate the clusters centers: 

C =
∑ Umij∗xi
n
i=1
∑ Umij
n
i=1

 (2) 

Step4: if C(k−1) − Ck < ε   then Stop else go to Step2. 

This traditional algorithm is an iterative algorithm that 
suffers from time and memory consuming because it computes 
membership value for each item in the data. 

IV. PROPOSED ALGORITHM 
In the following section we provide the improved fuzzy c-

mean algorithm: 

Step1: Let H represent the frequency of each item in Data. 

Step2:create vector I = min(Data) : max (Data) 

Step3:Choose random centroid at least 2. 

Step4:Compute membership matrix: 

Uij = 1

∑ �
|Ii−cj|
|Ii−ck|�

2
m−1c

k=1

 (3)

Step5: calculate the cluster center: 

C = ∑ Um∗H∗In
i=1
∑ Um∗Hn
i=1

   (4) 

Step6: if C(k−1) − Ck < ε   then Stop else go to Step4. 

The improved fuzzy c-mean use values that represent the 
frequency of items instead of actual values, in gray images the 
number of values of it may be reached to 256*256=65,536 and 
that is will take more time in processing, but in improved 
algorithm will take, at worst case, 256 item to process it. The 
proposed algorithm does not depend on whole data of image, it 
actually depends on data that represent the frequency of each 
data item in original image’s data. A number of frequencies at 
most is 256. 

V. EXPERIMENTS RESULTS 
We tested Improved fuzzy c-mean by implemented by 

using MATLAB and compared it with implementation of  
fuzzy c-mean algorithm that used by MATLAB by calling 
command fcm, we try algorithm in database of images contains 
100 images, in the following we provide a sample from tested 
images, in this testing sample we use C=3: 

 
Fig. 2. Orginal image, “football” 

 
Fig. 3. Orginal image, “office” 
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Fig. 4. Orginal image, “coloredChips” 

 
Fig. 5. Orginal image, “breast” 

 
Fig. 6. Orginal image, “house” 

 
Fig. 7. Comparison between fcm and proposed fcm on “football” image 

 
Fig. 8. Comparison between fcm and proposed fcm on “office” image 

 
Fig. 9. Comparison between fcm and proposed fcm on “coloredChips” image 
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Fig. 10. Comparison between fcm and proposed fcm on “breast” image 

 
Fig. 11. Comparison between fcm and proposed fcm on “house” image 

TABLE I. TIME COMPARISON BETWEEN TRADITIONAL FCM AND 
PROPOSED FCM 

Image name Segmentation time by 
fcm (sec) 

Segmentation time by 
proposed fcm (sec) 

football 3.828125 0.015625 
office 22.796875 0.140625 
coloredChips 8.296875 0.031250 
breast 14.00000 0.062500 
house 24.828125 0.078125 

VI. CONCLUSION 
From above results in accuracy and speed of proposed 

fuzzy c-mean algorithm compared with the traditional fuzzy c-
mean algorithm, we conclude this algorithm is a great 
enhancement in implementation and performance of traditional 
fuzzy c-mean. 
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Abstract—To explore the constraint range of geographic 
video space, is the key points and difficulties to video GIS 
research. Reflecting by spatial constraints in the geographic 
range, sports entity and its space environment between 
complicated constraint and relationship of video play a 
significant role in semantic understanding. However, how to 
position this precision to meet the characteristic behavior 
extraction demand that becomes research this kind of problem in 
advance. Taking Rough set theory reference involved, that make 
measuring space constraint accuracy possible. And in the past, 
many GIS rough applications are based on the equivalence 
partition pawlak rough set. This paper analyzes the basic math in 
recent years in the research of rough set theory and related 
nature, discusses the GIS uncertainty covering approximation 
space, covering rough sets, analysis of it in the geographic space 
constraint the adjustment range. 

Keywords—space constraint; GIS; rough set; fuzzy geographic; 
spatial relationship 

I. INTRODUCTION 
GIS is a spatial information system that with the capacity of 

the collection, storage, management, analysis and description 
of the earth surface and space distribution [1, 2]. And the 
powerful spatial analysis ability provides advantages for 
understanding GIS semantics, besides it becomes the crucial 
premise of intelligent security monitoring prototype system by 
using geographical boundaries. The scale is an important 
concept in geographical spatial cognition, also geographic 
process and how to extract behavior features to satisfy 
movement elements have a high degree of dependence to scale, 
therefore, to study on such problems can be converted into 
discussion and explore on the positioning constraints space 
accuracy. But in the traditional processing method of GIS data 
can appear error or uncertainty, which causes the result is not 
entirely reliable, even error, will eventually lead to the 
decision-making mistakes or failure. However, rough Set as a 
new mathematical tool of knowledge as Deal with uncertainty 
and fuzzy information recently has widely put into use in GIS 
[3, 4]. Thus it becomes a new means to measure space 
constraints accuracy problem. 

Studies on spatial data uncertainty at home and abroad 
mainly focused on space position data [5] and attribute data [6], 
and the unsureness of spatial relationships [7], etc. The point is 
the study of the uncertainty modeling, precision analysis, 
transmission method and visual expression [8-10]. Due to the 
geographical phenomenon of changing over time, the spatial 

data can only express one geographical phenomenon in one 
particular time, by that among of these studies, the considered 
space targets are mainly to explicitly recognize space entities 
(such as roads, rivers, etc.), meanwhile the uncertainty is 
mostly caused by measurement, digital data acquisition, and 
subsequent spatial analysis [11, 12]. In the approaches, to a 
large extent to use the methods of observational error 
processing in geodesy [13]. The vagueness refers to the thing 
can be clear described by the predefined attributes, but the 
boundary of the adjacent target is hard to differentiate clearly. 
Thus, the rough set theory has been widely used in the field of 
image processing, which includes system simplification, 
remote sensing image segmentation and remote sensing image 
recognition, etc. [14, 15]. 

This paper mainly probes into the uncertainty of this kind 
of spatial constraint, which includes introducing rough set into 
the geographical border uncertainty research, besides its basic 
concepts and essence (in part 2), the expression methods and 
rules of spatial relationship, and the applied analysis in GIS (in 
part 3), finally this paper discusses the current research 
progress, future development and difficulties (in part 4 and part 
5). 

II. ROUGH EXPRESSION AND REASONING OF SPATIAL 
RELATIONSHIP 

A. Basic conception of rough set 
Rough set theory is a mathematical tool proposed by 

professor Pawlak in 1982 which can quantitative analyze and 
deal with imprecise, inconsistent, incomplete information and 
knowledge [16]. Rough set theory, the initial prototype from 
the relatively simple information model, its basic idea is 
formed by classified concepts and rules of the relational 
database, through the classification of the equivalence relation 
and classification for the target approximate knowledge 
discovery. And the following are four kinds of rough set basic 
definitions methods [17, 18]: 

1) Equivalence relation and the indiscernibility 
relationship 

Set R is the equivalence relation limited on the U field 
(Meet the reflexivity, symmetry, and transitivity), recorded as 
R⊆V×U. In U field, all x∈v has the equivalent relation with 
the collection of R, recorded as [x] R= {y∈U|（x, y）∈R}. 
U/R indicates all the sets of R constitute of the equivalence 
classes that is quotient set. 
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And set R is as the equivalence relation clan, in which P⊆R, 
and P≠∅. All the intersection of equivalence relations in P is 
called the indistinguishable relationship of P, which can be 
recorded as ind(P), and that is [x]ind(p) = ⋂(R∈P)[X]R. 

2) The upper approximation, lower approximation and 
rough sets 

The uncertainty of rough set theory is based on the concept 
of upper and lower approximation. Set R is the equivalence 
relation limited on the U field, considered to the set X∈U, 
coupling (RX，RX) is called a rough approximation of X in 
the approximate space (U, R), and  

RX = {x∈U|[x] R ⊆ X},R = {x∈U|[x] R ∩ X ≠∅}    (1) 

In which R X, R X indicate the R upper and lower 
approximation of X respectively. Also the set bnR(X) = RX-
RX refers to the R boundary region of X. The rough set defines 
that when bnR(X) = ∅, means RX=RX, it refers to that X is R 
accurate sets and when bnR(X) ≠∅, means RX≠RX, it calls X 
is R rough sets. 

3) Variable precision rough set definition 
The variable precision rough set definition is the extension 

of Pawlak rough set, it introduces β (0≤ β< 0.5) to the basic 
rough set, therefore it should define the majority incorporate 
coefficient β, before the variable precision rough set. 

Definition: Set X and Y are the non-void subset of the 
limited discourse domain U. If to each e (e∈ X), there is e∈Y, 
and called it Y includes X that is recorded as X⊆ Y. And also 
make 

C(x, y)= �1 −  | X ∩ Y | / | x | | x |  >  0
0                                  | x |  =  0,               (2) 

In which |x| is the cardinal number of set X and C (x, y) is 
the relative error resolution of set X regarded to set Y. 

Definition: Based on the majority incorporate coefficient 
relationship, set (U, R) as approximation spaces, in which 
discourse domain U is non-empty limited set, and R is the 
equivalence relation on U, U/R = {E1, E2,…, En } is the set 
constituted of equivalence class or basic set of R. According to 
X⊆U define the β lower approximation Rβ  and the β upper 
approximation Rβof X, and it approaches to variable precision 
rough set definition as: 

RβX = ⋃ {E ∈ U/R | c (E, X) ≤ β}       (3) 

RβX = ⋃ {E ∈U/R | c (E, X) < 1 -β}       (4) 

4) Reduction 
Set U as a discourse domain, Q and P are defined as two 

equivalence relation clusters on U besides Q⊆ P, if Q is 
independent and ind(P)=ind(Q), then call Q is the absolutely 
reduction of the equivalence relation cluster P and recorded it 
as red(P). All the absolutely relationship sets in P are the core 
of equivalence relation cluster P, recorded as core (P). 

The most significant difference of rough set theory and 
other theories of dealing with uncertainty and imprecise 
problems is about processing not provide any prior information 

except data collection, so the description of the uncertainty or 
processing can be said to be more objective [19], therefore it 
provides preferential conditions for the study of spatial 
direction relationship. 

B. The Rough thoughts of spatial direction relationship 
If it is necessary to integrate the rough set theory to the GIS, 

must start from the basic data model to establish uncertain, 
fuzzy geographic data model, so as to solve the two kinds of 
inaccuracy and fuzzy problems between the direction 
relationships of the objects, and then solve the uncertainty 
caused by fuzzy object fuzzy boundary problems. In the spatial 
relationships [20], there are fuzzy and precise objects in the 
space object, therefore, the spatial direction relation can be 
mainly divided into four types: fuzzy objects and the direction 
relationship between fuzzy objects, the fuzzy objects and the 
direction relationship between precise objects, the direction 
relationship between the fuzzy and precise objects, and also 
precise objects and the direction relationship between the 
precise objects. Because the space objects can approximately 
be expressed by the rough set, the spatial direction relationship 
between fuzzy and precise objects can be solved by researching 
on the relationships between its upper and lower rough 
approximations sets. 

Set the fuzzy objects A and B, the upper and lower rough 
approximations sets of them are RA, RA, RB, RB separately, 
and adopt 048 to represent the direction relationships of them. 
When the grading of the direction relationships is as 8, the 
direction relationship knowledge base is regarded as {N, NE, E, 
SE, S, W, SW, NW, O}, when the grading is four direction 
relationships, the knowledge base is regarded as {N, E, S, W，
0}. The rough expression of the spatial objects direction 
relationships is to represent the concept of complex direction 
relations as a collection of basic knowledge of the knowledge 
base. In which the classification knowledge of the discourse 
domain space is known, and the key is to confirm the relational 
functions between the concepts and the basic knowledge. There 
are two kinds of accuracy and fuzziness issues about direction 
relationships of the objects. The first one is caused by the fuzzy 
boundaries of the fuzzy objects, and the second one is by the 
improper methods which are caused by adopting the basic 
direction relationships of the knowledge base to represent the 
object direction relationships. The former is inherent, and the 
latter is the issue of methods and cognition. 

The rough expression of spatial direction relationships. Set 
the extension cord of the outside rectangular of the object A 
divide the space region into Oi (1≤i≤ n), and n is as the 
resolution ratio of the direction. The membership function of 
objects B and Oi is as: 

U(B∈Oi)= �1, B ∩ Oi  ≠ 0
0, B ∩ Oi = 0         (5) 

The direction relation of objects A and B is OAB = {Oi|u(B
∈Oi )=1}. Another definition is: the upper and lower rough 
approximations sets of the fuzzy objects direction relationships 
OAB are OAB and OAB，OAB= {OAB}, OAB= {OAB，OAB,OAB}. 

Because the fuzzy and precise objects can be unified 
expressed by the upper and lower rough approximations sets, 
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therefore by adopting the rough set is with the ability to unify 
the approximately express of the direction relationships of the 
fuzzy and precise objects in the frame, in order to process and 
reason. The upper and lower rough approximations sets of the 
fuzzy and precise objects direction relationships are equal, so 
the boundary is empty, it is consistent with the traditional 
expression method which eight direction relationship is based 
on projection, the approximation precision is 1. The boundary 
of the rough expression of spatial direction relationships is 
mainly caused by the boundary of the fuzzy objects, so the 
method can describe the fuzziness direction relationships of the 
which are caused by the fuzziness of the fuzzy objects 
boundary, it mainly is to approximately express the fuzzy 
direction relationship created by the fuzzy objects boundary, 
but it fail in solving the second kind of inaccuracy and fuzzy 
issues. [21] 

III. GEOGRAPHY SPATIAL RELATION RULES EXTRACTION 
BASED ON ROUGH SET 

A. Rough set expression of spatial relationship 
To quantitatively express all kinds of the geological 

phenomenon spatial relationship, and then effectively 
converted into the format of the rough set data processing 
method, is the necessary conditions to use rough set rules to 
extract major spatial relationship of geological phenomena. 
Because of the reason that the rough set need to represent the 
data into the form of a two-dimensional table as processing the 
data, accordingly it requires to various kinds of geological 
phenomenon spatial relationship of two-dimensional form. 

1) choose spatial relationship: 
To aim at the specific issues of the geography, it chooses 

the specific spatial relationships of the geological phenomenon 
as the research objects according to the prior knowledge. Such 
as the respective features of different geological phenomenon: 
the water cycle, atmospheric circulation, ocean vortex, land 
usage and coverage, select the major effected spatial 
relationship factors such as the distance, topology and etc. 

2) quantitative expression of spatial relationship: 
To aim at the various spatial geological phenomenon, it 

adopts the appropriate description methods to quantitatively 
describe the spatial relationships, for example by employing 
the Euclidean distance to quantitatively describe the distance. 

3) Construct spatial relationship decision table: 
To convert quantitative description of geological 

phenomena spatial relationships into the form of a decision 
table. And the rows of the decision table say the research 
objects of geological phenomena, on the other side the columns 
of the decision table represent two parts: The former part 
known as condition attributes, on behalf of all kinds of 
geological phenomenon spatial relationships, the latter part of 
the decision table is decision attributes, the values of them are 
specific geological results. The values of each row are the 
quantitative descriptions of spatial relationships approached by 
various description methods of spatial relationship (except 
decision attributes). By using this two-dimensional table to 
express the spatial relationship of geological phenomena, we 
can employ the method of the rough set to analyze and extract 

the main spatial relationship rules of the geological 
phenomenon. 

B. The spatial relationship rules extraction 
Using the rough set method to process the geological 

phenomenon of intrinsic spatial relation rules extraction, it is 
mainly divided into the following steps: 

1) The spatial relationship of rough sets expression: aim 
to the study of geological problems, by the method in Ⅲ (A), 
do the processing of expressing the geological phenomena of 
spatial relationship to the data processing format of the rough 
set -- the form of a decision table. 

2) Using the discretization method of the rough set theory 
to get the decision table then to discretize. As the rough set to 
process the decision table, it requests the values in the 
decision table expressed by discrete data (such as integer, 
string type, enumeration type), therefore, before processing 
the data it must do the decision table discretization. 

3) Using the attribute reduction algorithm of the rough set 
to do the processing of spatial relationship reduction on the 
space relationship the discrete decision table of the geological 
phenomenon space relationship, and finally form the space 
relationship decision rule table. The spatial relationship 
decision table after reducing then become the space 
relationship decision rule table. Because the results of the 
space relationship reduction are not unique, and each 
reduction result of the space relationship decision table will 
become one space relationship decision rule table, so the 
finally, space relationship decision rule table is the “and” of 
all the space relationship decision rule tables that came from 
each reduction result. To the final spatial relationship rule, that 
asks for calculating the coverage and confidence of the spatial 
relationship decision rules. 

IV. ROUGH SET THEORY IN THE APPLICATION OF GIS 
SPATIAL RELATIONSHIPS 

A. GIS data 
Data analysis is an important part of GIS data processing. 

Rough set theory has some unique opinions such as knowledge 
granularity, new membership, which makes rough set 
particularly suitable for data analysis, therefore, there are some 
successful applications by using the rough set theory in GIS 
data analysis, for example, to adopt Worboys to handle the 
inaccuracy caused by multi-space or multi-semantic resolution 
ratio [22, 23] models like Theresa based on rough set and Egg-
Yolk model study on the fuzzy and uncertainty problems of 
spatial data [24]; Du introduces the rough set theory into the 
expression of direction relationships, and present the direction 
relationship rough expression method, variable precision rough 
representation methods and rough reasoning method of 
direction relationship, which leads to enhance the processing 
and analysis ability to handle accuracy and fuzziness, and also 
can unify the direction relationship between the fuzzy objects 
and the precise objects into a framework [25]; Shi has already 
discussed on the rough set theory in the application of GIS 
uncertainty problems, which shows the rough set theory is 
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valuable in GIS uncertainty, but recent researches have not get 
deeply [26]. 

B. Spatial data mining 
GIS is the main part of the spatial database development 

and contains a large number of spatial and attribute data, which 
has more rich and complex semantic information than the 
general database, and hides abundant information, all of these 
are very necessary for data mining. Spatial data mining means 
to extract the information users interested in which includes 
common relationships of spatial patterns and features, or 
spatial and non-spatial data, and some other general data 
characteristics hidden in the database data. Accordingly spatial 
data shows increasing important in the found and remake 
nature projects of people activity, the research and application 
of spatial data mining also increasingly aroused concerns, and 
the rough set theory is one of the important methods introduced 
to the data mining, in 1995 Theresa Beaubouef tried to describe 
a database model based on the original rough sets theory, and 
introduced some rough relational database models which 
include systems involving ambiguous, imprecise, or uncertain 
data [27], and Wang used GIS attribute mining as an example 
to analyze the application of rough set in GIS data mining [28]. 

C. Fuzzy geographical object modeling 
The fuzzy object modeling have a wide range of meanings. 

The real world is complicated and full of all kinds of 
uncertainty, however in GIS, traditional geographic object 
modeling only consider the clear objects cannot reflect the 
complexity and uncertainty of the real world well. That causes 
the poor decision ability of GIS based on these kind models, 
which leads to hinder the development of GIS 
intellectualization. Using rough set to describe fuzzy object, is 
with the ability to fully represent the fuzziness of fuzzy objects, 
therefore abundant researches and applications of geographic 
object modeling based on the rough set theory have emerged, 
such as the research of Liao [29] is based on the rough set 
theory to transfer method to consider the polygon boundary of 
data fuzziness, and to employ the membership function to 
determine the uncertainty of the polygon boundary. Besides Du 
[30] combined the advantages of the rough sets and fuzzy sets 
dealing the fuzziness and uncertainty of the spatial data to 
express the fuzzy objects, and leads to expand the space data 
model expressing ability of fuzzy data. 

D. The combination of rough set and other soft computing 
methods 
The rough set theory is one kind of soft computing method, 

and the purpose of the soft computing method is to adapt to the 
inaccuracy of the real world around, to explore the tolerance to 
the accuracy, the uncertainty and partial real, and in order to 
achieve hand lability, robustness, and better contact with reality, 
whose function model is the mind of human. The main 
methods of calculating software are with rough sets and fuzzy 
sets, neural networks, genetic, and the theory of transport, etc. 
As solving practical problem, to adopt several computing 
technologies collaboratively rather than mutually exclusively 
has superiority compared with using one kind of computing 
technology. And also, it can combine the various sources of 
knowledge, technology and methods which solving 
complicated practical problems ask for. Due to the rough set 

has certain shortcomings as processing the data, it is necessary 
to combine the rough set method with other uncertain methods. 
At present, there are some applications of GIS data processing 
that combined the rough set with other soft computing methods, 
and the more commonly used is the combination of rough set 
and neural network or fuzzy sets [31, 32]. 

V. CONCLUSION 
Rough set theory is a data analysis tool, which provides a 

powerful tool for the expression of GIS uncertainty 
information and processing, and offers favorable conditions to 
solve uncertain boundary space constraints. In which the fuzzy 
set and probability statistics method are also the commonly 
used methods dealing with uncertain information, but these 
methods need some additional information or data prior 
knowledge, such as fuzzy membership function and probability 
distribution, however sometimes it is not easy to get the 
information. On the other hand the rough set theory just use the 
information provided by the data itself, without any prior 
knowledge, at the same time has great advantage to reveal and 
express multi-level spatial knowledge. 

To make a better use Rough set theory in GIS, there are still 
many problems to be solved. Mainly displays in: rough set can 
only be used for discrete space, and must be qualitative, 
therefore only apply to raster data, the application of vector 
data is difficult to determine; Rough set theory to study the 
expression of uncertainty in spatial analysis: recently rough set 
is used in attribute data, involved little in the location data 
uncertainty. Combining rough set and other uncertain methods, 
it although has made some achievements, but still there is a lot 
of unsolved problems ask for further research. With the further 
increasing of GIS data processing requirements, rough set 
theory is widely used to spatial data processing, at the same 
time, it will promote the development of the future GIS data 
processing technology, especially the spatial decision support 
system. 
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Abstract—In Artificial Intelligent in Education in learning 

contexts and domains, the traditional classroom is tough to find 

students’ weakness during lecture due to the student’s number 

and because the instruction is busy with explaining the lesson. 

According to that, choosing teaching style that can improve 

student talent or skills to performs better in their classes or 

professional life would not be an easy task. This system is going 

to detect the average of students’ weakness and find either a 

solution for this or instruct a style that can increase students’ 

ability and skills by filtering the collected data and 

understanding the problem. After that, it provides a teaching 

style. 

Keywords—emotional learner prediction; voice identifier and 

verifier; weakness detecting; artificial intelligent in education 

I. INTRODUCTION 

Students’ weakness is one of the most important factors 
that prevent students’ improvement.  For that, researchers built 
a lot of e-learning that detects student’s difficulty and provides 
the students with suitable learning style. Not all students have 
the motivation to use e-learning while most of them care to 
attend their classes. This paper aims to find a solution for 
students’ weakness in an environment such as a traditional 
classroom. Understanding students’ character is the primary 
factor for detecting difficulty. Analyzing students’ emotion 
and activities can obtain the nature of that student. 

II. SELECT A PROBLEM 

This paper purposed to invent a solution for a system that 
helps in improving and enhancing student’s skills and 
weakness. It will find the average of students’ weakness in the 
class by collecting learners’ emotion, reasoning the data and 
representing solution depending on the database or 
knowledge-based that the system has. The aim of this software 
will be reached by collecting information about each student 
at class and touching student's voice and analyzing it to find 
the suitable teaching style. 

III. THE SOLUTION 

As each student has his/her weakness that can affect 
his/her performance in the professional life, this system 
detects the average of students’ vulnerability for every class. 
Then it provides a teaching style that helps in improving 
students’ strengths. 

 
Fig. 1. Clarifying the solution 

The system has one output and two inputs; one is students’ 
voice, and the other is self-quiz for each student. 

The system will touch the Students’ voice for one week. 
Then the tone of speech is sent to software which will infer 
student’s emotion. The system will have a database for storing 
students’ emotion. Each student will have an ID, which is used 
to save assumed feelings with the unique voice. The ID with 
the unique voice will prevent the system from keeping the 
same emotion for the same student. Also, the system will add 
new colon if it is needed. Then the average for emotion will be 
taken and saved. 

TABLE I.  THE SAVED EMOTIONS OF STUDENTS 

ID Hash1 Hash2  Hash3 Hash4 

01 Shy 
Lack of self-

confidence 
  

02 Sad  Fear Anxiety Despair  

03 Angry  Anxiety   

04 
Lack of self-

confidence 
   

05 shy    

TABLE II.  SHOWS THE AVERAGE OF EMOTIONS 

Average Shy Anxiety  
Lack of self-

confidence 
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The system has several emotions such as self-esteem, shy, 
fear, cooperative, sadness and exciting. And these feelings can 
be changed as the user want. 

The second input is a self-quiz which each student is going 
to take at every beginning of the semester. This self-quiz will 
focus on student’s character to enable the system inferring the 
weakness. Every student has to use his/her ID for accessing to 
this self-quiz, and this will prevent the student from doing the 
quiz more than once. After taking the information, the 
information will be sent to the database that has the history for 
each student. The most characters that system will focus on 
are self-confidence, self-awareness, work in the team and the 
ability for improving. 

After the system stores the information in the students’ 
history and stores the inferred emotions in the emotion 
database, the system will send the information and the inferred 
emotions sent to investigate block. The analyzing block will 
examine the self-quiz for each student, and it will put the 
result in the table, then it will take the average of students’ 
characters. And because the result of self-quiz can be 50% for 
one character and 50% for another character, the system can 
record more than one or two characters for one ID. 

TABLE III.  DETECTING MORE THAN ONE CHARACTERISTIC FOR THE 

SAME PERSON 

ID Character1 Character2  Character3 

01 

Lack of  

Self-awareness 
 

Lack  of work 

in team 
 

02 self-confidence   

03 self-confidence   

04 Lack of improving   

TABLE IV.  THE AVERAGE FROM THE FIRST TABLE 

Average self-confidence 

Then the analysis block will relate the character and the 
emotion to each other to grip an appropriate weakness to the 
class. The system will send the gripped vulnerability to 
weakness the database which has a table for vulnerability and 
a proper teaching style for each weak point. After the system 
chooses the style of education, the system will send the result 
to the screen as a report which has the method of teaching. 

Also, there is another problem that system can face. This 
problematic is one pair voice come from outside the class to 
the software. For solving this problem, the system will have an 
application that can be work on and work off by the instructor. 
This application is identifying students’ voice at the beginning 
of the semester, or when any new student attends the class, 
who has done late registration for the course, the application 
can identify the students’ voice when each student identify 
himself/herself to everyone at the first class of the semester. 

1) How can the voice be touched? 

2) How will the emotion extract from the tone of speech? 

3) How can the system identify and verify the vocal 

sound? 

4) What is the important of identifying and confirming the 

voice? 

5) How are the data going to be analyzed? 

6) Which is the type of teaching style going the system 

has? 

7) How can the system collect the students’ data? 

8) How can the system deal with overlapping voice? 

IV. METHODOLOGY AND ANSWERING SOME OF THE 

QUESTIONS 

Most of the work will depend on how to handle the voice 
so the answer will be depending on understanding the natural 
of the sound and its signal. And more on the signal, because 
each type of speech has different vibration, frequency and 
signal which can help in understanding students’ natural. 

A. Catching the Voice 

As known the voice travels through the medium (air, 
water, etc.) as a vibration. The system will have a Neumann 
microphone that one of the employees in the school has to 
install it on the ceiling. The mounted instrument will allow 
each sound to be easy to catch. This kind of tool is upright for 
using in studio, TV and room because it can detect the voice 
from a long distance. 

B. Extracting Voice’s Feature 

When the microphone receives the speech, it will send it to 
the system. The system will extract at least one feature of the 
voice signal then it will determine the emotion that is related 
to the voice signal [1]. Each sound has different vibration, for 
example, the noise has high waves, and these waves are close 
while the beneath sound has vibrations that have small distant 
from each other. 

 
Fig. 2. Neumann microphone [2] 
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Fig. 3. Diversity in voice’s frequency [1] 

The Sound has three composed loudness, pitch, and 
timbre. Loudness is a strength or weakness of sound due to air 
pressure. The application can know the pitch by the frequency 
of the voice and rate repetition. Timber is the tone, color, or 
texture [1]. 

C. The Ability of Extraction Emotion From The Voice 

A.Valery works in a system that can detect emotion in the 
voice signal. They claim that each emotion has different 
frequency and vibration. The system uses Object Oriented 
Programming (OOP). This programming helps in developing 
computer software and doing an analysis. This system 
receives the voice and does an analysis to it [3]. 

D. Identifying Verifying Voice 

One of the inputs to the system is students’ speech which 
will be touched in the class by the microphone for one week 
every month. Then, the vibrations of voice will be analyzed to 
infer the emotion of student. The system will need to check 
student’s awareness every month to check students’ 
improvement. Also, avoiding duplicate in emotion for the 
same student will be required for getting a perfect result. The 
system will need to recognize the voice and assigns it to 
specific ID, and it will need to verify the voice to ensure that 
voice has an ID to prevent the system from saving the 
duplicate voice of the same student. For this purpose, the 
system will have a database for storing voice’s feature in it. 
The Hidden Markov Models with the Gaussian Mixtures 
(HMM-GM) is the used method [3]. With this approach, there 
are three ways for extraction voice’s feature.  These are filters, 
Speaker Dependent Frequency Filter Bank (SDFFB) and 
Speaker Dependent Frequency Cepstrum Coefficients 
(SDFCC). The filters work to find the domain of frequency by 
defining the discrete frequency domain. According to the 
different in vocal sound, the SDFFB’s method is Linear 
Prediction Coefficients, while the system cannot use the 
SDFCC in some types of voice recognition because it 
“emphasizes the speaker influence too much” [4]. 

 

Fig. 4. It shows the different in sound frequency for diverse emotion [1] 

E. Ability of Distinguishing Voices in Overlapping 

T.WEI-OH and L.SHI-JIE wrote about a system that can 
distinguish between overlapping sounds and non-overlapping. 
And this system can determine who speak each part of 
overlapping sounds. The system will take the signal and 
checks if it is overlapping or not overlap then it will start 
analyzing the voice to determine who is speaking?[5]. 

 

Fig. 5. Extracting the simulating voices [5] 

F. Avoiding Duplicating Emotion For the Same Student 

The system will need some algorithm or coding for 
achieving this goal. After verifying the voice and being sure if 
it is existing or not, then it will check the identification of the 
voice. It is not important to know exactly for which student 
this voice but it is important to assign each tone with unique 
ID.  After recognition the voice, the system has to record the 
extracting emotion with its accent which means with its ID. 
But before recording the emotion, the system must ensure that 
this ID does not have this feeling. It the ID has the emotion the 
system will not record it while if the sense does not exist for 
that ID, the system has to record it. 

If (newVoice == OldVoice){ 

If ( newEmotion == OldEmtoin) 

Add emotion;  

Else 

Exit 0; } 

Else{ 

If( saving == True ) 

Add newVoic; 

Else 

Exit 0;} 

V. RELATED WORKS 

This paper aimed to detect the student’s knowledge state to 
help the system to find an appropriate learning plan for the 
student that improving the student and the learning effectively. 
It is a web-based educational system which provides the 
student with a quiz and observes his/her interaction on the web 
and his/her moving to the mouse and choosing the answer 
with observing the time for his/her action. Choosing 
appropriate learning plan depends on student diagnose. For 
achieving this purpose, the system will have student profile, 
student model, content model and learning plan. The 
application uses fuzzy logic supported modeling in analyzing 
student. The using of fuzzy logic supported modeling is 
depending on the student profile and the quiz [6]. The way 
that the system is using for analyzing student and finding the 
appropriate plan for him/her is the most part that is related to 
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evaluating students’ weakness in the class. The reason that 
makes it the most important part is to diagnose student 
individually will be needed to discover the average of 
weakness in the class. 

N.Aghaee and S.Ören discussed in their paper the process 
of finding the best solution for education style for the e-
learning depending on the student’s emotions. The primary 
inputs, at the System, are the student’s personality and 
emotion while the output will be the teaching’s style. The aim 
of this application is to inspire the student and enhance their 
ability. For reaching their goal, they used personality filter for 
software agent, emotion filter for software agent and MBTI 
indicator. The system has eight types of emotions which are 
fear, anger, sorrow, joy, disgust, acceptance, anticipation and 
surprise. The MBTI is the responsible for inference the 
suitable learning style, according to student’s cognitive, 
emotion and character [7]. This paper related to our paper in 
the way in finding the appropriate learning style depending on 
the emotions and character but has different in the 
environment and how to collect the student’s data. In this 
paper, the emotions will be inferred by facial expression while 
in our paper, the emotions will be inferred by using an agent 
that can cause analysis emotions from voice. In our paper, 
student’s character will be assumed by student’s history. In 
their paper, the environment is eLearning while our 
environment is a traditional classroom. 

Another relative document to this article is A Model of the 
Student Behaviors in a Virtual Educational Environment, 
which is written by Moisil. This paper has a system that finds 
a suitable learning style on online for student depending on 
student’s behavior, beliefs, and motivation. The system has 
different modeling in learning style for various kinds of 
students which help to determine the type of student 
performance. The system has four learning style. For 
achieving the most appropriate style, the designer provides the 
system with two types of questionnaire. One has 80 items, and 
the other has 40 items. The four learning style are Activists 
(Do), Reflectors (Review), Theorists (Conclude) and 
Pragmatist (Plan) [8].  This system has three agents that help 
in improving student’s skills. These agents are a personal 
assistant, tutor, and the mediating agent. This system similar 
to our system in trying to find learning style depending on 
student behavior and beliefs while it differs in the 
environment. This system is e-learning while our system is in 
the real environment such as the classroom. 

VI. CONCLUSION 

The purpose of this application is to increase the students’ 
skills and ability. For accomplishing that, the weakness of the 
student needs to be known which will enable the system to 
choose an appropriate style of education. This system depends 
on the analyzed students’ emotion and history for getting the 
result. 

This system will need to improve analyzing part in the 
feature. To see how the system can do the analysis and what is 
the proper technique for this purpose. Also, it needs work 
deeply in algorithm part or coding part for being sure that the 
analyzing done will. In addition to that, the system needs to 

mention the teaching style and how this refers to each 
weakness. 

VII. SELF-QUIZ 

1. My need to take this course now: 

 High. I need it straight away for a degree, job, or other important 
reason. 

 Moderate. I can take it on campus later or substitute another course. 

 Low. It's a personal interest that I can postpone it. 

2. Considering my professional and personal schedule, the 
amount of time I have to work on a course is: 
 More than adequate for a campus class. 

 The alike as for a class on campus. 

 Less than adequate for a class on campus. 

3. I can classify myself as someone who: 
 Often I can do things before the dead time. 

 Needs reminding to get things done on time. 

 Puts things off until the last minute. 

4. Feeling that I am one of a class is: 
 Not particularly necessary for me. 

 Somewhat important to me. 

 Critical to me. 

5. As a reader, I would classify myself as: 
 Good. I usually understand the text without help. 

 Average. I sometimes need help to understand the text. 

 Slower than average.  [5 ] 

6. You have an assignment that you have to do it in group; you prefer 
to work with 

 Friends. 

 No matter with whom. 

 Not with friends. 

7. You are going to present your work you prefer to perform in front 
of 

 Only Friends. 

 No matter in front who. 

 Only the class and your instructor without other teachers. 

Do you believe in yourself?                               Yes        no  

Are you happy in your major?                            Yes        no 

Is your major mostly what you talk about?         Yes        no 

Do you feel guilty for doing the things that you want to do?Yes no [9] 
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Abstract—Thresholding based method for rainy cloud 

detection with NOAA/AVHRR data by means of Jacobi iteration 

method is proposed. Attempts of the proposed method are made 

through comparisons to truth data which are provided by 

Japanese Meteorological Agency: JMA which is derived from 

radar data. Although the experimental results show not so good 

regressive performance, new trials give some knowledge and are 

informative. Therefore, the proposed method suggests for 

creation of new method for rainfall area detection with visible 

and thermal infrared imagery data. 

Keywords—Jacobi itteration method; Multi-Variiate Regressive 

Analysis; AVHRR; Rainfall area detection; Rain Radar 

I. INTRODUCTION 

Rainfall area detection with satellite based visible and 
thermal infrared sensor data is tough issue because the visible 
and thermal infrared sensor data represent just cloud surface 
reflectance and temperature. In general, the rainy clouds 
which cause rainfall can be divided into two kinds, 
nimbostratus and cumulonimbus. The reflectance and the 
temperature at the top of the cumulonimbus are relatively high 
and extremely cold, respectively because the height of the 
cumulonimbus is quite high. On the other hand, the 
reflectance and the temperature of the nimbostratus are 
comparatively low and relatively warm, respectively because 
the height of the nimbostratus is comparatively low. 
Meanwhile, no rainy cloud types show very similar 
characteristics in terms of cloud top reflectance and 
temperature. Therefore, it is extremely difficult to discriminate 
between rain and no rain clouds. 

There are 10 types of clouds which include four types of 
cumulus, cumulonimbus, stratus, stratocumulus in the lower 
cloud, three types of nimbostratus high-rise clouds and high 
cumulus clouds in the middle clouds, in the high-rise clouds 
three types of cirrus, cirrocumulus, and cirrostratus. Moreover, 
these clouds are overlapped sometime. Therefore, it is tough 
to discriminate rainy clouds by using only reflectance and 
temperature at the top of the clouds. 

Microwave radiometer data represent cloud liquid in rainy 
cloud. Therefore, some methods for detecting rainy clouds 
with microwave radiometer data have been proposed already 
[1]-[9]. On the other hand, limb sounding data also represent 
some extent of rainy clouds information. Therefore, some 

methods for rainy cloud detection based on limb sounding 
data have also been proposed so far [10]-[16]. 

The rainy cloud detection method proposed here is based 
on thresholding of visible and thermal infrared radiometer data 
by means of Jacobi iteration method. The proposed method is 
to be compared to the multiple linear regressive analyses by 
only using visible and thermal infrared data observed from 
space. In the method, Probability Density Function: PDF of 
the visible and thermal infrared data are calculated. Then the 
PDF is approximated with the best fit ideal normal distribution. 
After that, the visible and thermal infrared data are binarized 
(0 denotes no rain, and 1 means rain) with the most 
appropriate threshold determined by means of Jacobi iteration 
method. 

The proposed method is described followed by 
experiments. The experimental results are validated with the 
posterior created weather maps by using rainfall radar data 
and the other meteorological data in the following section 
followed by conclusion with some discussions. 

II. PROPOSED METHOD 

A. Discrimination of Cloud Types 

Within 10 types of clouds, cumulonimbus and 
nimbostratus clouds are major concern because I intend to 
discriminate between rainy clouds and the clouds without 
rainfall. The cumulonimbus clouds are situated in the lower 
layer of the atmosphere while the nimbostratus clouds are 
situated in the middle layer of the atmosphere. Therefore, 
relatively low cloud top temperature and comparatively low 
cloud top reflectance of clouds have to be found with visible 
and thermal infrared radiometer data. By using visible and 
thermal infrared data, appropriate threshold which allows 
discriminate nimbostratus / cumulonimbus and the other 
clouds has to be determined. 

B. Jacobi Iteration Method 

The proposed method uses Jacobi iteration method. The 
Jacobi iteration method is expressed as follows, 

             
     (1) 

      
 
                                                                    (2) 
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where k denotes iteration number while Fk  denotes 

summation of the PDF functions of the approximated normal 
distribution of Si (i=1 denotes rainy cloud while i=2 denotes 
non rainy clouds of visible and thermal infrared radiometer 
data. Namely, the PDF functions of visible and thermal 
infrared data are firstly created then the most appropriate 
approximation normal distribution functions are calculated. 
After that, cross point between two approximated normal 
distribution is determined by using Jacobi iteration method. 
This cross point is used for threshold for discrimination 
between rainy and non-rainy clouds. 

C. Process Flow 

Fig.1 shows the process flow of the proposed method for 
discrimination of rainy and non-rainy clouds with visible and 
thermal infrared radiometer data. 

 

Fig. 1. Process flow of the proposed method for discrimination between 

rainy and non-rainy clouds with visible and thermal infrared data 

III. EXPERIMENTS 

A. Visible and Thermal Infrared Imagery Data Used 

NOAA/AVHRR (National Oceanic and Atmospheric 
Administration / Advanced Very High Resolution of 
Radiometer) of visible and thermal infrared data of Tohoku, 
Japan which is acquired on February 12 1997 is used. Visible 
channel which covers the wavelength ranges from 0.73 to 1.10 
μm is used while thermal infrared channel which covers the 
wavelength ranges from 10.3 to 11.3μm is used.  

 
(a)Visible 

 
(b)Thermal Infrared 

Fig. 2. NOAA/AVHRR of visible and thermal infrared data of Tohoku, 

Japan which is acquired on February 12 1997 is used for the experiments 

Fig.2 shows the visible and the thermal infrared imagery 
data used for the experiments. The images consists of 512 by 
512 pixels (the pixel represent 2.2km by 2.2km ground surface 
areas). Radiometric resolution of visible channel is 0.1% of 

Start 

Input visible and thermal infrared data 

Calculate histogram 

Approximate with normal distribution 

Determine threshold based on Jacobi iteration method 

Binarized with the threshold using visible and thermal 
infrared data 

Stop 
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albedo while that of thermal infrared channel is 0.2degree C. 
These data are represented by 8 bits (256 levels) while 
minimum and maximum physical values correspond to 0 to 
35% for visible channel while 243K to 294K for thermal 
infrared channel. 

 

B. Truth Data Used 

As a truth data of rainfall areas, radar data derived rainfall 
areas which is provided by Japanese Meteorological Agency: 
JMA is used. Fig.3 shows the radar data derived rainfall areras 
of image which consists of 500km by 500km (the pixel 
consists 2.6km by 2.6km). Black areas show the rainfall areas 
with 1 to 4mm/hr of rainfall rate while hatched areas shows 
the rainfall areas with less than 1mm/hr of rainfall rate. 

 
 

Fig. 3. Radar data derived rainfall areas which is observed at 10:00 in the 

morning on February 12 1997 

Also, Fig.4 shows the imagery data which are used for 
multiple linear regressive analysis (Radar data on the right, 
Visible channel of imagery data in the middle, and Thermal 
infrared imagery data on the left, respectively) which are 
acquired on February 12 1997. 

 
(a)Radar                        (b) Visible             (c) Thermal Infrared 

Fig. 4. Imagery data which are used for multiple linear regressive analysis 

(Radar data on the right, Visible channel of imagery data in the middle, and 

Thermal infrared imagery data on the left, respectively) which are acquired on 

February 12 1997 

These visible and thermal infrared imagery data are 
extracted from the NOAA/AVHRR imagery data. Also, the 
cloud analysis information image which is acquired at 18:00 
on that day provided by JMA and weather map at 12:00, noon 
on that day is shown in Fig.5 as reference data for rainfall 

areas. ① to ④ in Fig.5 (a) denotes cumulus clouds while ⑤ 

and ⑥ areas denote non rainy areas. The eastern portion of 

Japanese island, in particular, Hokkaido and Tohoku, there are 

relatively large cloudy areas. Particularly, ①  area shows 

rainfall areas. 

 

 
(a)Cloud analysis information 

 
(b)Weather map 

Fig. 5. Cloud analysis information image which is acquired at 18:00 on that 

day and weather map at 12:00, noon on that day are shown in Fig.5 as 

reference data for rainfall areas 
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C. Experimental Results 

Fig.6 (a) shows histograms of rainy (S1) and non-rainy 
(S2) cloud areas of visible channel of imagery data and the 
approximate PDF functions for the histograms for both rainy 
and non-rainy cloud areas. Meanwhile, Fig.6 (b) shows 
histograms of rainy (S1) and non-rainy (S2) cloud areas of 
thermal infrared channel of imagery data and the approximate 
PDF functions for the histograms for both rainy and non-rainy 
cloud areas. The mean and variance of S1 of the visible 
channel of data are 168.874 and 877.135, respectively while 
those for S2 of visible channel of data are 238.292 and 
748.170, respectively. 

 
(a)Visible

 
(b)Thermal Infrared 

Fig. 6. Histograms of rainy (S1) and non-rainy (S2) cloud areas of thermal 

infrared channel of imagery data and the approximate PDF functions for the 
histograms for both rainy and non-rainy cloud areas 

It is found that histograms of rainy and non-rainy clouds 
are very close for the thermal channel of data while those are 
relatively distinguishable for the visible channel of data. 

Fig.7 (a) shows the binarized image of the visible channel 
of data while Fig.7 (b) shows that of the thermal infrared 

channel of data with the determined thresholds by the Jacobi 
iteration method, respectively. 

D. Validation of the Proposed Method 

Fig.8 (a) shows raw image of Rainfall radar while Fig.8 (b) 
shows the rainfall rate extracted image with rain fall radar data. 
On the other hand, Fig.9 shows the extracted rainfall areas 
with NOAA/AVHRR of visible and thermal infrared imagery 
data. White square box in the Fig.9 shows the corresponding 
area of interest with the rain radar derived rainfall areas. 

 
(a)Visible 

 
(b)Thermal 

Fig. 7. Binarized images of the visible and the thermal infrared channels of 

data which are acquired on February 12 1997 
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Through comparisons between rainfall radar data derived 
rainfall rate image and the extracted rainfall areas with 
NOAA/AVHRR data based on the proposed method, it is 
found that the extracted rainfall areas with NOAA/AVHRR 
data based on the proposed method shows relatively heavily 
rainfall areas. The extracted rainfall areas with 
NOAA/AVHRR data based on the proposed method is 
corresponding to the rainfall areas with rainfall rate of 2 to 4 
mm/hr. 

 
(a)Rainfall radar 

 
(b)Rainfall rate 

Fig. 8. Rainfall radar image and the rainfall rate extracted image with rain 

fall radar data 

Fig.10 (a) shows the binarized image of rainfall radar 
derived rainfall rate while Fig.10 (b) shows the binarized 
image of NOAA/AVHRR of visible and thermal infrared data 
derived rainfall areas based on the proposed method. Both 
images show marginal coincidence in terms of rainfall areas. 
Root Mean Square Difference: RMSD between the 
aforementioned two binarized images is 13.727. Therefore, it 
is marginal accuracy of rainfall area detection. 

 

 

Fig. 9. Extracted rainfall areas with NOAA/AVHRR of visible and thermal 

infrared imagery data (White square box shows the corresponding area of 
interest with the rain radar derived rainfall areas) 

 
             (a)Rain radar                   (b) NOAA/AVHRR 

Fig. 10. Binarized images of rainfall radar derived rainfall rate and 

NOAA/AVHRR of visible and thermal infrared data derived rainfall areas 

based on the proposed method 

E. Alternative Method for Rainfall Area Detection 

As described before, there is the alternative method of 
rainfall area detection, multiple linear regressive analyses: 
MLRA based method. Namely, rainfall radar data derived 
rainfall rate is approximated with the NOAA/AVHRR of 
visible and thermal infrared radiometer data through the 
MLRA. Fig.11 (a) shows the scatter plots of the rainfall rate 
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(AME) and the visible and the thermal infrared channels of 
NOAA/AVHRR data while Fig.11 (b) shows MLRA equation 
which is the result from the MLRA expressing the rainfall rate 
as the functions of the visible channel and the thermal channel 
of NOAA/AVHRR data. 

MLRA equation is expressed in equation (4). 

Z=0.0155x+0.00941y+1.731   (4) 
where Z denotes rainfall rate while x and y denotes the 

visible and the thermal infrared channels of NOAA/AVHRR 
data. 

 

 
(a)Scatter Plots 

 
(b)MVRA Equation 

Fig. 11. Scatter plots of the rainfall rate (AME) and the visible and the 

thermal infrared channels of NOAA/AVHRR data and MLRA equation which 

is the result from the MLRA expressing the rainfall rate as the functions of the 

visible channel and the thermal channel of NOAA/AVHRR data 

The coefficient of determination of the MLRA is 0.020, 
and multiple correlation coeffient is 0.142. Also, degree of 
freedum corrected coefficient of determination is 0.020 while 
degree of freedum corrected multiple correlation coefficient is 
0.141. Therefore, not so good correlation is found between 
rainfall rate and the visible and the thermal infrared channels 
of NOAA/AVHRR data. Consequently, the proposed method 
is superior to the MLRA based approach. 

IV. CONCLUSION 

Thresholding based method for rainy cloud detection with 
NOAA/AVHRR data by means of Jacobi iteration method is 
proposed. Attempts of the proposed method are made through 

comparisons to truth data which are provided by Japanese 
Meteorological Agency: JMA which is derived from radar 
data. Although the experimental results show not so good 
regressive performance, new trials give some knowledge and 
are informative. Root Mean Square Difference: RMSD 
between two binarized images of the rainfall radar derived 
rainfall rate and the NOAA/AVHRR derived rainfall area 
detected resultant image is 13.727. Therefore, it is concluded 
that the proposed method has a marginal accuracy of rainfall 
area detection. Therefore, the proposed method suggests for 
creation of new method for rainfall area detection with visible 
and thermal infrared imagery data. 

Through the comparison between the proposed method 
and the multiple linear regressive analyses, it is concluded that 
the proposed method is superior to the Multiple Linear 
Regressive Analysis: MLRA based approach. 

Further investigations are required for new additional 
information such as collocated microwave radiometer data and 
limb sounding data. 
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Abstract—Separating the short jobs from the long is a known 
technique to improve scheduling performance. This paper 
describes a method developed for accurately predicting the 
runtimes classes of the jobs to enable the separation. Our method 
uses the fact that the runtimes can be represented as a mixture of 
overlapping Gaussian distributions, in order to train a CART 
classifier to provide the prediction. The threshold that separates 
the short jobs from the long jobs is determined during the 
evaluation of the classifier to maximize prediction accuracy.  The 
results indicate overall accuracy of 90% for the data set used in 
the study, with sensitivity and specificity both above 90%. 

Keywords—Runtime Prediction; Job Scheduler; Server Farms; 
Classifier; Mixture Distribution 

I. INTRODUCTION 
Supplying job schedulers with information on how long the 

jobs are expected to run enabled the development of the 
backfilling algorithms, which leverage the information to pack 
the jobs more efficiently and improve system utilization [ 1]. 
The backfilling algorithms, however, were designed for 
parallel systems, in which the jobs require many processors in 
order to execute, and processor fragmentation (idleness) is a 
big concern. Thus in parallel system environments the 
scheduler needs to know the actual runtimes of the jobs (use 
numeric predictions) to be able to optimize the schedule and 
improve performance [ 10]. 

Our work targets systems in which most jobs are serial, like 
server farms that are used for software testing. In serial system 
environments sophisticated scheduling algorithms are not 
required, and in order to improve performance it is enough to 
simply separate the short jobs from the long ones, and assign 
them to different queues in the system [ 12]. The separation 
reduces the likelihood that short jobs will be delayed after long 
ones, improves the average turn-around times of the jobs and 
overall system throughput (Figure 1). 

Respectively, to implement such a system it is enough to 
only predict the runtime classes of the jobs – whether they will 
be short or long, in order to assign them to the right queue. On 
the other hand, any misclassification of the jobs can severely 
impact performance. For example, mistakenly assigning long 
jobs to the short jobs queue will cause many of the short jobs to 
be delayed, average turnaround time to increase, and the 
overall throughput to decrease as a result. 

Motivated by the later usage model (server farms), a 
method that allows predicting the runtime classes of the jobs 
with high accuracy was developed. 

 
Fig. 1. Separating the short jobs from the long reduces the likelihood that 
short jobs will be delayed after long ones and improves system performance 

The method is based on applying a log transformation on 
the runtimes of the jobs (historical records), revealing a 
mixture of two overlapping Gaussian distributions that 
represent the short and long jobs.  We use the mixture model to 
determine the distribution parameters and to set the initial 
separation threshold between the short and long runtime 
populations. 

A key design aspect for the proposed method is to be able 
to predict the classes with high accuracy. In order to achieve 
high accuracy, the threshold that separates the short jobs from 
the long is not determined in advance (which can lead to an 
eventual high misclassification rate). Instead, the threshold is 
determined as part of the evaluation of the classifier: a subset 
of the data that is close to the means of the distributions is used 
for training the classifier, and then the full dataset is used to 
select the threshold that optimizes a desired target function. 

For class prediction for newly incoming jobs, the CART 
classifier is used [18].  CART is suitable for binary 
classification and can account for both continuous and 
categorical classifying variables, and is based on a tree 
optimizing algorithm that minimizes classification error while 
reducing overfitting by branch pruning. 

The proposed method was applied on a job trace obtained 
from one of Intel’s server farms, and which contained more 
than one million job records. Setting the target on achieving the 
best trade-off between misclassifications of short jobs and 
misclassifications of long jobs resulted in prediction accuracy 
of 90% (total misclassification rate of 10%) on the independent 
validation set. The predictions were based on estimated 
distribution means of 140 and 3,500 seconds for the “short” 
and “long” classes, respectively, and a separating threshold of 
608 seconds. 
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This paper is organized as follows. Section 2 describes the 
data that is used for training, testing and validating the model. 
Section 3 describes the initial class labeling based on the 
mixture model analysis. Section  4 reviews the CART model. 
Section  5 describes the learning algorithm along with the 
optimal threshold determination procedure for best accuracy. 
Section  6 describes the results of the study. Section  7 surveys 
related work and Section  8 concludes the paper. 

II. THE DATA 
Our data is based on two traces obtained from one of Intel’s 

server farms. The first trace, which was used to train the model, 
contained a sample of around one million job records that 
executed in the farm during a period of ten consecutive days. 
The second trace, which was used to validate the model, 
contained a sample of additional 755,000 records 
(approximately) of jobs that executed during a period of seven 
consecutive days. The validation on independent data is 
important for establishing the robustness of the model obtained 
in the training stage. 

Each record in the traces contained 13 fields pertaining to a 
particular job. The continuous variables: “Submitime”, 
”Starttime” and “Finishtime” indicated when the job was 
submitted, when the job started, and when the job finished 
executing, respectively. In order not to reveal any information 
about the workload, the traces did not contain any descriptive 
information about the jobs. Instead, the values in the fields 
were transformed into discrete values (categorical variables) 
that can be used for the analysis. In addition, the names were 
also transformed in order not to reveal information about the 
possible meanings of the values. 

Table I groups the 9 categorical variables and roughly 
explains the meaning of each group. Table II outlines basic 
statistics on each of the variables. 

TABLE I. ROUGH GROUPING OF THE 9 CATEGORICAL VARIABLES 

Group tab Relates to Example 

A 3 Scheduling information 
Resources 
requested by 
the job 

B 2 Execution-specific 
information 

Command 
line and 
arguments 

C 4 Association information Project and 
component 

TABLE II. STATISTICS REGARDING THE CATEGORICAL VARIABLES 

Variable # of categories # of missing (in 
training data) 

A1 9 0 
A2 7 0 
A3 5 0 
B1 44 173 
B2 22 184 
C1 2 0 
C2 5 239 
C3 6 184 
C4 32 0 
 

In addition to the above, two additional categorical 
variables were defined, day and hour, based on the three 
continuous variables in the trace. These variables indicate the 
day of the week (1 for Sunday to 7 for Saturday) and the hour 
of the day (0 to 23), the job was submitted, started, and 
finished executing, respectively. Figure 2 shows the 
distribution of the respective temporal categorical variables 
along the timeline axis. As can be seen, during weekdays 
longer jobs are typically submitted during the morning hours, 
with occasional peaks in runtime during evening hours. During 
weekends, peaks in runtime also occur during the afternoon 
and evening hours. 

Figure 3 shows the distribution of the jobs runtime “as-is”, 
and after applying a log base 2 transformation on the runtime. 
As can be seen in Figure 3a, the vast majority of the jobs are 
short (the shortest job ran 3.5 seconds), and there are few long 
ones (the longest job ran for nearly 9 days). This well 
corresponds to previous observations made on the runtime, 
describing a phenomenon that characterizes many production 
workloads [ 11]. 

Transforming the runtime to the log scale (Figure 3b) 
reveals a mixture pattern of two main Gaussian-like 
distributions (some-times referred to as a "hyper lognormal 
distribution), with a stretching right tail. 

 
Fig. 2. Runtime boxplots (in log base 2 scale) along time (Sunday through 
Saturday). The days are separated by vertical red lines. Each tick mark along 
the time axis marks an hour of the day 

 
Fig. 3. Histogram of runtime. (a) Raw data (b) After log base 2 
transformation 

29 | P a g e  
www.ijarai.thesai.org 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 
Vol. 5, No.6, 2016 

III. CLASS CONSTRUCTION BY MIXTURE DISTRIBUTION 
ANALYSIS 

The first component in the proposed analysis sets the base 
for defining the two runtime classes by estimating the mixture 
distribution parameters, and then labeling each job as "short" or 
"long". Once the predictor variables are selected through a 
training-and-testing algorithm (see Section 5.1), the model is 
optimized by selecting the mixture threshold which provides 
the best performance, namely minimizes the prediction error or 
approaches the desired sensitivity-specificity combination (see 
Section 5.2). 

The Gaussian (normal) mixture model has the form 

𝑓(𝑥) = � 𝛼𝑚𝜙𝜙(𝑥;  𝜇𝑚,𝛴𝑚)
𝑀

𝑚=1

 

with mixing proportions 𝛼𝑚, ∑ 𝛼𝑚𝑚 = 1, and each Gaussian 
density has a mean 𝜇𝑚 and covariance matrix Σ𝑚. The 
parameters are usually fit by the maximum likelihood approach 
using the EM algorithm, which is a popular tool for simplifying 
difficult maximum likelihood problems. 

Based on the mixture observed in Figure 2, one to four 
mixture components may be defined. However, for the purpose 
of the current study it was decided to focus only on two 
classes, namely "short jobs" and "long jobs". Thus the runtime 
𝑌 is modeled as a mixture of the two normal variables 

𝑌1~𝑁𝑁(𝜇1,𝜎12), 𝑌2~𝑁𝑁(𝜇2,𝜎22). 
𝑌 can be defined by 

𝑌 = (1 − 𝛥) ∙ 𝑌1 + 𝛥 ∙ 𝑌2, 
where Δ ∈ {0, 1} with ℙ(Δ = 1) = 𝜋𝜋. This generative 

representation is explicit: generate a Δ ∈ {0, 1} with probability 
𝜋𝜋, and then depending on the outcome, deliver either 𝑌1 or 𝑌2. 
Let 𝜙𝜙𝜃(𝑥) denote the normal density with parameters 𝜃𝜃 =
(𝜇,𝜎2). Then the density of 𝑌 is 

𝑔𝑌(𝑦𝑦) = (1 − 𝜋𝜋)𝜙𝜙𝜃1(𝑦𝑦) + 𝜋𝜋𝜙𝜙𝜃2(𝑦𝑦). 
Suppose the model is fit to the data by maximum 

likelihood. The parameters are 

𝜃𝜃 = (𝜋𝜋,𝜃𝜃1,𝜃𝜃2) = (𝜋𝜋, 𝜇1,𝜎12,𝜇2,𝜎22). 
The log-likelihood based on 𝑁𝑁 training cases is 

𝑙𝑙(𝜃𝜃;  Ζ) = � log�(1 − 𝜋𝜋)𝜙𝜙𝜃1(𝑦𝑦𝑖) + 𝜋𝜋𝜙𝜙𝜃2(𝑦𝑦𝑖)�
𝑁

𝑖=1

. 

Direct maximization of 𝑙𝑙(𝜃𝜃;  Ζ) is quite difficult 
numerically due to the sum of terms inside the logarithm. 
There is, however, a simpler approach. We consider 
unobserved latent variables Δ𝑖  taking values 0 or 1 as earlier: if 
Δ𝑖 = 1 then 𝑌𝑖 comes from distribution 2, otherwise 𝑌𝑖 comes 
from distribution 1. Suppose the values of the Δ𝑖 's are known. 
Then the log-likelihood would be 

 

and the maximum likelihood estimates of 𝜇1 and 𝜎12 would be 
the sample mean and the sample variance of the observations 
with Δ𝑖 = 0. Similarly, the estimates for 𝜇2 and 𝜎22 would be 
the sample mean and the sample variance of the observations 
with Δ𝑖 = 1. 

Since the Δ𝑖  values are actually unknown, the procedure 
continues in an iterative fashion, substituting for each Δ𝑖  in the 
previous equation its expected value 

𝛾𝑖(𝜃𝜃) = 𝔼(Δ𝑖|𝜃𝜃, Ζ) = ℙ(Δ𝑖 = 1|𝜃𝜃, Ζ), 
which is also called the responsibility of model 2 for 
observation 𝑖𝑖. 

We use the following procedure, known as the EM 
algorithm, for the two-component Gaussian mixture: 

1) Take initial guesses for the parameters 
𝜋𝜋� , �̂�1,𝜎�12, �̂�2,𝜎�22 (see below). 

2) Expectation step: compute the responsibilities 
 

𝛾�𝑖 =
𝜋𝜋�𝜙𝜙𝜃�2(𝑦𝑦𝑖)

(1 − 𝜋𝜋�)𝜙𝜙𝜃�1(𝑦𝑦𝑖) + 𝜋𝜋�𝜙𝜙𝜃2(𝑦𝑦𝑖)
, 

 
 𝑖𝑖 = 1, 2, … ,𝑁𝑁.                                      

3) Maximization step: compute the weighted means and 
variances, 

�̂�1 =
∑ (1 − 𝛾�𝑖)𝑦𝑦𝑖𝑁
𝑖=1

∑ (1 − 𝛾�𝑖)𝑁
𝑖=1

, 𝜎�12 =
∑ (1 − 𝛾�𝑖)(𝑦𝑦𝑖 − �̂�1)2𝑁
𝑖=1

∑ (1 − 𝛾�𝑖)𝑁
𝑖=1

, 

�̂�2 =
∑ 𝛾�𝑖𝑦𝑦𝑖𝑁
𝑖=1

∑ 𝛾�𝑖𝑁
𝑖=1

, 𝜎�22 =
∑ 𝛾�𝑖(𝑦𝑦𝑖 − �̂�1)2𝑁
𝑖=1

∑ 𝛾�𝑖𝑁
𝑖=1

, 

 and the mixing probability, 

𝜋𝜋� =
∑ 𝛾�𝑖𝑁
𝑖=1

𝑁𝑁
. 

4) Iterate steps 2 and 3 until convergence. 

In the expectation step, a "soft" assignment of each 
observation to each model is done: the current estimates of the 
parameters are used to assign responsibilities according to the 
relative density of the training points under each model. In the 
maximization step, the responsibilities are used within 
weighted maximum-likelihood fits to update the estimates of 
the parameters. 

A simple choice for initial guesses for �̂�1 and �̂�2 is two 
randomly selected observations 𝑦𝑦𝑖 .  The overall sample 
variance ∑ (𝑦𝑖−𝑦�)2

𝑁
𝑁
𝑖=1   can be used as an initial guess for both 

𝜎�12 and 𝜎�22. The initial mixing proportion 𝜋𝜋�  can be set to   0.5. 

The "mixtools" R package [15, 16] was used for the 
mixture analysis, with the function "normalmixEM" for 
parameter and posterior probability (responsibility) estimation. 

IV. THE CART MODEL 
The CART (Classification and Regression Trees) model, 

also named the decision tree model, is an approach for making 
either quantitative or class prediction. The CART model is 
non-parametric, thus no assumptions are made regarding the 
underlying distribution of the predictor variables, enabling 
CART to handle numerical data that are skewed or multi-

𝑙𝑙(𝜃𝜃;  Ζ,Δ) = ��(1 − Δ𝑖𝑖) log𝜙𝜙𝜃𝜃1 (𝑦𝑦𝑖𝑖) + Δ𝑖𝑖 log𝜙𝜙𝜃𝜃2(𝑦𝑦𝑖𝑖)�
𝑁𝑁

𝑖𝑖=1

+ �[(1 − Δ𝑖𝑖) log𝜋𝜋 + Δ𝑖𝑖 log(1 − 𝜋𝜋)]
𝑁𝑁

𝑖𝑖=1

 

(1) 
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modal. Both continuous and categorical predictors can be 
considered, including ordinal ones. 

CART identifies classifying, or "splitting", variables based 
on an exhaustive search of all classifying possibilities with the 
available variables. Useful CART trees can be generated even 
when there are missing values for some variables, by using 
"surrogate" variables, which contain information similar to the 
missing variables. 

CART analysis consists of the following steps: 

• Tree building, during which a tree is built using 
recursive splitting of nodes.  This process stops when a 
maximal tree has been produced. The higher the splitter 
variable in the tree, the higher its importance in the 
prediction process. 

• Tree "pruning", which is a simplification of the tree by 
cutting nodes off from the maximal tree. 

• Optimal tree selection, which selects one tree from the 
set of pruned trees with the least evidence of over fit. 

Each path from the root of a decision tree to one of its 
leaves can be transformed into a rule. Less complex decision 
trees are preferred, since they are easier for interpretation and 
may be more accurate. 

V. MODEL LEARNING AND OPTIMIZATION PROCEDURE 
Once labeled data is obtained, a supervised learning 

technique is used for the purpose of generating a classification 
rule. In the first stage a set of variables that will be included in 
the model are selected, while evaluating the performance of 
each model, and in the second stage a final model is obtained 
by using the selected variables on the full dataset and evaluate 
the model based on the performance target function. 

This stage of the analysis is done on a subset of the training 
data (containing the ten days period), which is extracted as 
follows. Since the two observed runtime distributions overlap, 
observations that are within 0.5 standard deviations off the two 
means are selected, such that they will be distant from the 
overlapping region and will belong to the corresponding 
classes with high certainty (Figure 4). A total of 257,467 obser-
vations labeled short=1 (belonging to the Gaussian population 
with the smaller mean) and 192,205 observations with short=0 
(belonging to the Gaussian population with the larger mean) 
were selected. Together they made around 43% of the data.  

A five-fold cross-validation procedure is then performed in 
order to select variables and evaluate each model, by iteratively 
dividing the data in random into a training set (80% of the 
learning data) and an evaluation set (20% of the learning data) 
and implementing the CART model with the mixture threshold 
of 0.5. The importance measure, which considers how high the 
splitting variable is in the tree, is averaged across all iterations 
for each variable, and the variable having an importance score 
above the baseline level is selected. 

Once a set of variables is selected for each model type, a 
model is fit to the full training data. We account for the two 
types of misclassification error, the false "positive" 
classification and the false "negative" classification. Defining 

classification into "short" as "positive", the former refers to the 
erroneous classification of a long job into the "short" class, and 
the latter refers to the erroneous classification of a short job 
into the "long" class. 

In the job runtime context, sensitivity is defined as the 
proportion of short jobs classified as short, while the specificity 
is defined as the proportion of long jobs classified as long. 
Subtracting the specificity from 1 will give the proportion of 
long jobs erroneously classified as short. For the CART 
classifier, the mixture threshold that yields the best tradeoff 
between the two errors is chosen. The full set of sensitivity-
specificity combinations can be summarized in a pseudo-ROC 
(Receiver Operating Characteristic) curve, in which the 
sensitivity is plotted against 1-specificity, for each threshold of 
the probability obtained in the mixture model (the final value 
obtained for equation 1). 

 
Fig. 4. Runtime (in log base 2 scale) density. The red and green colored 
regions mark the observations selected for the learning process 

 
Fig. 5. Density estimates obtained by mixture analysis for the two families 
underlying the runtime distribution (on the log base 2 scale). The red line 
marks the estimated density for the “short” class, while the green line marks 
the estimated density for the “long” class 

A model performing a perfect discrimination has an ROC 
curve that passes through the upper left corner (100% 
sensitivity, 100% specificity). Therefore the closer the ROC 
curve to the upper left corner, the higher the overall accuracy 
of the test. Yet, the consequences, or costs, of each type of 
error may vary among applications and among policy makers. 
Thus the optimal threshold may allow higher weight to one of 
the errors on account of the other. 
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VI. RESULTS 

A. Class definition 
Implementing the mixture model clustering approach, two 

Gaussian families underlying the runtime distribution (on the 
log base 2 scale) were defined. The density estimates are super 
imposed on the runtime density in Figure 5. The parameters for 
each family and the mixing proportions are detailed in Table 
III. 

The mixture analysis also yields the posterior probability, 
as defined by equation (1), for each observation to belong to 
the “short” class. For a probability threshold of 0.5, 631,059 
observations (nearly 60%) are classified into the “short” class, 
while 411,053 observations are classified into the “long” class. 
Once a classifier is found (see the next subsection), the 
threshold is refined to optimize the sensitivity-specificity 
tradeoff. 

B. Classifying by CART 
Applying the CART classifier on the training data through 

the cross-validation procedure, six variables obtained high 
importance scores (Figure 6). The classifier achieved a total 
misclassification error of 3.5%. 

TABLE III. DENSITY PARAMETER ESTIMATES OBTAINED BY THE 
MIXTURE ANALYSIS 

 First Gaussian Family Second Gaussian Family 

Mixing  
Proportion 

0.57 0.43 

Mean 7.13 27.13

  

11.78 211.78

  
Standard  
Deviation 

1.38 21.38 = 2.60 𝑠𝑒𝑐 2.32 22.32 = 4.99 𝑠𝑒𝑐 

 
Fig. 6.  Top ranking importance scores for the CART model, averaged 
across 150 cross-validation iterations 

A model containing the six selected variables was fit to the 
full dataset for a series of class mixture threshold. The pseudo-
ROC in Figure 7 presents the sensitivity-specificity 
combinations obtained for a set of threshold probability used 
for the mixture distribution. The best performing model is the 
one using the threshold of 0.45, which achieves sensitivity of 
92.5% and specificity of 91.1%, with a total misclassification 
error of 8.9%. This threshold corresponds to a runtime of 9.25 
on the log scale, or 608 seconds on the original scale. 

The selected model yielded a tree containing four of the six 
variables that were tried (Figure 8). The total misclassification 
rate was 8.08%. Implementing the obtained tree on the 
validation data resulted in a total misclassification error of 
9.17%, with specificity of 91.5% and sensitivity slightly 
beyond 90%. 

VII. RELATED WORK 
Supplying the scheduler with information on how long the 

jobs are expected to run has always been a challenging task. In 
general, two approaches were used estimating runtime. The 
first is to ask the users to supply the information, and the other 
is to try and predict the runtimes automatically using historical 
data on jobs that have already completed. 

Asking the users to estimate the runtimes has been shown 
to be highly inaccurate, as users tend of overestimate the 
runtimes in order to prevent the scheduler from killing their 
jobs [ 1]. Furthermore, Tsafrir et al. [ 2] has observed that the 
users further tend to “round” the estimates, thereby limiting the 
scheduler’s ability to optimize the schedule. Bailey et al. [ 7] 
have shown that users are quite confident of their estimates, 
and that most likely they will not be able to improve much the 
accuracy of their estimates. 

 

 
Fig. 7. The pseudo-ROC curve obtained by the CART classifier for the full 
training data. The blue circle marks the optimal tradeoff between sensitivity 
and specificity (enhanced by the dashed lines), obtained for mixture 
probability threshold of 0.45 

Predicting the runtimes automatically is therefore the 
default alternative. This is usually composed of two steps: 

1) Identifying classes of similar jobs within the historical 
jobs records, and 

2) Using the aforementioned classes to predict the 
runtimes for newly submitted jobs. 

Gibbons [ 4] and Downey [ 5] classified the jobs using a 
statically defined set of attributes, e.g. user, executable, queue, 
etc. For newly submitted jobs, Gibbons used the 95th 
percentile of the runtimes in the respective class, while 
Downey used a statistical model that was based on a log-
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uniform distribution of the runtimes in order to provide the 
prediction. 

 
Fig. 8. The final tree obtained on the full data 

Smith et al. [ 6] suggested the use of genetic algorithms to 
refine the selection of attributes used for the classification, and 
achieved up to 60% improvement in accuracy compared to the 
static approaches. Respectively, Kapadia et al. [ 8] used 
instance-based learning and Krishnaswamy et al. [9] applied 
rough-set theory. Finally, Tsafrir et al. [ 10] showed that 
complicated prediction techniques may not be required if the 
scheduling algorithm itself can be modified, and suggested to 
average the last two jobs by the same user in the history. 

These techniques, however, were mainly designed for 
parallel systems, in which the scheduler needs to the actual 
runtimes of the jobs (use numeric predictions) to be able to 
optimize the schedule. For the server farm usage model which 
is targeted in the current work, sophisticated scheduling 
algorithms are not required, and the paper shows that it is 
enough to simply separate the jobs into short and long in order 
to improve performance [ 12]. Our work provides the facility to 
perform the separation and hence forms the basis for enabling 
such systems. 

VIII. DISCUSSION AND CONCLUSIONS 
Predicting the runtimes of jobs using actual numeric values 

is of high importance for parallel systems. Here, fragmentation 
is a big concern, and in order to minimize it (namely to fill the 
holes in the schedule), it is important for the scheduler to know 
the exact runtime of the jobs. For other types of systems like 
server farms used for software testing, it is enough to only 
predict the runtime classes of the jobs e.g., short or long, in 
order to send the jobs to the right queue and improve 
performance. 

Motivated by the later usage model, a method that 
facilitates highly accurate prediction of the job runtime class 
was developed. The method leverages the fact that the runtimes 
may be represented as a mixture of two or more distributions, 

in order to train a classifier that will be used to predict the 
runtime classes of newly incoming jobs. In order to achieve 
high accuracy, the threshold that separates the short jobs from 
the long is determined during the evaluation of the classifier. In 
a real system the threshold can be periodically communicated 
to the scheduler to help deciding on the right allocation of 
resources for the different job classes. 

The work presented is based on a single data set that was 
obtained, and included validation on data independent of the 
training data. Yet, in spite of its promising results, additional 
testing is required on more data sets in order to establish 
complete confidence in the robustness of the proposed method. 
However, due to the size of the data (over one million jobs), 
and the fact that the mixture distribution is known to be evident 
in the many real-world workloads, there is a strong reason to 
believe that with small adjustments e.g., to the number of 
classes, the proposed method can be tuned to sustain the 
workloads as well. 

A uniqueness of the proposed approach is in conducting an 
initial step that is aimed to define runtime classes based on the 
empirical runtime distribution. While other existing approaches 
for predicting job runtime do not used categorization into 
classes but rather estimate the runtime numerically, the end 
result of all approaches is in an overall system efficiency. If 
efficiency can be defined and measured reliably, it can serve to 
compare the ultimate performance of all methods. Such 
assessment is under design and is planned to be conducted as a 
next step of the presented study. 
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Abstract—Quantitative multilevel association rules mining is 
a central field to realize motivating associations among data 
components with multiple levels abstractions. The problem of 
expanding procedures to handle quantitative data has been 
attracting the attention of many researchers. The algorithms 
regularly discretize the attribute fields into sharp intervals, and 
then implement uncomplicated algorithms established for 
Boolean attributes. Fuzzy association rules mining approaches 
are intended to defeat such shortcomings based on the fuzzy set 
theory. Furthermore, most of the current algorithms in the 
direction of this topic are based on very tiring search methods to 
govern the ideal support and confidence thresholds that agonize 
from risky computational cost in searching association rules. To 
accelerate quantitative multilevel association rules searching and 
escape the extreme computation, in this paper, we propose a new 
genetic-based method with significant innovation to determine 
threshold values for frequent item sets. In this approach, a 
sophisticated coding method is settled, and the qualified 
confidence is employed as the fitness function. With the genetic 
algorithm, a comprehensive search can be achieved and system 
automation is applied, because our model does not need the user-
specified threshold of minimum support. Experiment results 
indicate that the recommended algorithm can powerfully 
generate non-redundant fuzzy multilevel association rules. 

Keywords—Quantitative Data Mining; Fuzzy Association Rule 
Mining; Multilevel Association rule; Optimization Algorithm 

I. INTRODUCTION 
In data-mining, discovering association rules in transaction 

databases is frequently examined. Association rules are widely 
offered  and are beneficial for planning and marketing. For 
example, they can be managed to implicate supermarket 
officials of what products the customers have an inclination to 
purchase together. Taking market basket analysis as an 
example, the mining problem can be explained as given a 
database D of transactions, each transaction is a set of items; 
find all rules that relate the carriage of one set of items with 
that of another set of items [1]. 

The classical algorithms for mining association rules are 
formed on binary attributes databases, which have two 
weaknesses. Firstly, it cannot treat quantitative attributes; 
secondly, it handles each item with the same weight despite 

that strange item may have different importance. Also, a binary 
association rule bears from explicit boundary problems. 
Besides many real world transactions consist of quantitative 
attributes. That is why numerous researchers have been serving 
on the generation of association rules for quantitative data [2] 
[3]. 

Beginning approaches for quantitative association rule 
mining manages distinctive partitioning for transforming other 
attributes to binary ones which convey from a major problem 
that results in information damage because of sharp limits. In 
other words, modern algorithms neglect or exaggerate items 
beside the boundary. When distributing an attribute in the data 
into sets comprising individual ranges of values, the users are 
faced with the sharp boundary problem[2]. Quantitative 
attributes are discretized by joining the concept of hierarchies. 
This manner occurs before the event of mining. For example, a 
concept hierarchy for age may be adopted to reconstruct the 
initial numeric values of this attribute by ranges [2]. To 
surmount this problem researchers are laboring for mining 
association rules for quantitative attributes. They have 
contributed several algorithms that tackle quantitative 
algorithm and reveal how they dispense with quantitative data 
[3] [4]. 

In general, fuzzy technique overcomes the main drawback 
of the discretize technique. Fuzzy logic produces linguistic 
term instead of intervals which is more nearer to the human 
mind.  The disadvantage is that although the loss of 
information is small but it exists. Furthermore, the needs for 
fuzzy membership function to be given by an expert, which is 
not always straightforward and can be biased. Despite that, 
fuzzy association rule mining approach appeared out of the 
requirement to mine quantitative data uniformly present in 
databases efficiently [2]. There are two essential basic criteria 
for association rules, support(s) and confidence(c). Since the 
database is large and users interest about only those frequently 
purchased items, usually thresholds of support and confidence 
are predetermined by users to separate those rules that are not 
so attractive or beneficial. The two thresholds are called 
minimal support and minimal confidence respectively [5]. 

Genetic Algorithm (GA) is a heuristic exploration that 
imitates the process of natural evolving. This heuristic is 
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routinely applied to produce valuable explications to 
optimization and search obstacles. Genetic Algorithm is based 
on conceptions of evolution hypothesis as a fundamental policy 
is that only the strongest beings remain. The genetic algorithms 
are significant when identifying association rules because they 
work with the global search to determine the set of items 
frequency and they are less complex than other algorithms 
frequently worked in data mining. The genetic algorithms for 
discovery of association rules have been settled into usage in 
real problems such as commercial databases and fraud 
detection [6]. 

Earlier investigations on data mining directed on locating 
association rules at a single-concept level. Mining association 
rules at multiple concept levels may guide to the discovery of 
more broad and significant knowledge from data. Related item 
taxonomies are normally predefined in real-world purposes and 
can be interpreted as hierarchy trees. Terminal nodes on the 
trees express actual items looking in transactions; internal 
nodes describe classes or concepts built from lower-level nodes 
[7]. A simple example is given in Fig. 1. Mining multi-level 
association rules are motivated by several purposes, such as: 
(a) the multi-level association rules are more reasonable and 
are more interpretable for users. (b) The multi-level association 
rules can supply us solutions for the undesirable and undesired 
rules.  Encouraging applications involve spatial data analysis, 
emergency event analysis, and network data mining [8] [9]. 

 
Fig. 1. The predefined taxonomy 

A. Motivation & Rationale 
If it arrives at quantitative association rule mining, a 

number of trials have been directed on performance (speed) 
and effectiveness (number of rules). Less effort has been 
converged on quality. Modern quantitative multilevel 
association rule mining algorithms depend on intense looks of 
the database to obtain regular exemplars beyond different 
abstraction levels [9]. However, these mining algorithms are 
often based on the postulate that users can blueprint the 
minimum support relevant to their databases [10]. Mining 
quantitative association rules is not a manageable enlargement 
of mining categorical association rules. Since the search space 
is unlimited, our aim is to detect a measurable set of exciting 
solutions (quantitative rules), near to the optimal answers. This 
illustrates why we have decided to solve this search problem 
with meta-heuristics routines, mainly genetic algorithms [11]. 

Regularly, when managing quantitative association rule 
mining several rules can be identified or inferred and confuse 
the user. But more importantly, some of these rules could be 

redundant and produce no new knowledge. Some attempt has 
been aimed at selling with redundant rules in flat datasets. 
However, datasets can have a hierarchy/taxonomy or multiple 
concept levels and thus redundancy in these datasets require to 
be adjusted. This subject is one of the phases of this research.  
Currently, the approach being taken is to resolve which rules 
are redundant and eliminate them, thus diminishing the number 
of rules a user has to deal with while not decreasing the 
information content [12]. This Paper offers an adapted version 
of the Apriori algorithm for mining fuzzy multi-level 
association rules in large databases for locating familiar item 
set at distinct levels of abstraction [13]. 

B. Research Problems 
The purpose of this study is to offer to the field of data 

mining and in precise to multilevel quantitative fuzzy 
association rule mining. Hence to attain this distinct and well-
defined investigation, difficulties are needed. By answering 
these it is likely to provide in an essential style. For our 
research, there are many central difficulties that we will 
converge on and strive to solve. These difficulties are: 

• Boolean attributes can be studied as an exceptional 
instance of categorical attributes and it is an almost 
applicant to generalize the Boolean data mining 
algorithms. For qquantitative attributes, despite, the 
state is not so easy. We either have to somehow 
convert the quantitative association rules problem into 
Boolean one or to get different algorithms. Here we 
shall, in fact, produce an approach to discover 
quantitative association rules stemmed from a dataset 
with multiple concept levels. 

• The number of rules expands exponentially with the 
number of items. But this complexity is undertaken 
with some advanced algorithms which can efficiently 
cut the search space [1][4]. The work picking this 
problem principally assists the user when scanning the 
rule set. Yet, the evolution of further valuable quality 
measures on the rules through employing genetic 
algorithm with fitness function (relative confidence of 
the association rule) to affirm the most intriguing 
association rules signifies the advanced aims to solve 
this problem [14]. 

• Without a priori knowledge, however, ascertaining the 
right intervals (discretize) for quantitative data mining 
can be a complex and intricate task. Moreover, these 
intervals may not be compact and acceptable enough 
for human experts to quickly gain nontrivial 
knowledge from those  created rules. Fuzzy 
membership function can help to advise this problem. 

• Completely and efficiently identifies no redundant 
association rules from datasets with a hierarchy. 

C. Problem Statement 
Market data in real-world usually involve quantitative 

values, so creating an advanced data-mining algorithm 
equipped to contract with quantitative data grants a challenge 
to workers in this study domain [4]. The multilevel association 
rules mining problem can be defined as follows: there are a 
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collection of items },...,,{ 21 niiiI = andΓ is a classification tree 
that concisely clarifies the multilevel categorizing relations 
among items as the field awareness. 1i  is the ancestor of 2i  

and 2i is the descendant of 1i if there is an edge inΓ from 1i to

2i . Only leaf nodes are displayed in the database. 𝐷𝐷 is a 
database of transactions where each transaction 𝑇𝑇 in 𝐷𝐷 is a set 
of items such that IT ⊆ . Each transaction is attached with an 
identifier 𝑇𝑇𝐼𝐼𝐷𝐷. Let P indicates the set of positive integers, and 

vI symbolizes the set pI × . A couple vIvx >∈< , means the 
quantitative attribute x, with the related value vI.v

 { }ul|ppIu,l,x ≤××>∈<∀ , l  is the lower limit and u is the 
upper limit of p . A triple vIulx >∈< ,, stands for a 
quantitative x  with a value in the interval [l, u].  Note that a 
transaction 𝑇𝑇 holds an item Ix∈  if x  is in 𝑇𝑇 or x  is an 
ancestor of some items in 𝑇𝑇. In addition, a transaction 𝑇𝑇 
involves IX ⊆ if 𝑇𝑇 bears every item in X . 

A multilevel association rule is an inference of the form
YX ⇒ , where ,, IYIX ⊆⊆  and φ=∩YX . No item in 𝑌𝑌 

is an ancestor of any item in X ; that is φ=∩ x)ancestors(Y
.This is because a rule of the style "x)ancestors(" φ=⇒x  
is slightly true with 100% confidence, which is redundant. 
Both X and Y  can contain items from any level of Γ
[9][15][16]. 

However, there are still some limitations in quantitative 
association rule mining, such as [3][4][10]: (1) separation of 
the quantitative attribute, which is adopted in the design, is not 
accessible for all attribute and every user. (2) users, and even 
experts, regularly believe difficult to provide those thresholds 
like the minimum support, the interest level, and the minimum 
confidence.(3) the search space might be very large when we 
contact with quantitative attributes. Finally, (4) the rules 
declared by the algorithm might be too many to manage with. 

II. LITERATURE REVIEW 
In this section we compare the quantitative association rule 

mining algorithms taking into account the form of the rules and 
discuss each technique advantages, disadvantages and what 
kind of database can be used[17][18]: 

1) Discretization: 

The elementary intention of this routine is to transform 
quantities data to Boolean by examining a separation of the 
numerical attributes into collections of intervals. Then, an 
algorithm for detecting Boolean association rules can be 
handled to prepare quantities rules. Two main representations 
of partitions are included. A fixed partition, where the 
assortments of intervals are disjoint and another type, where 
the ends of intervals are overlaid with each other. 

The principal benefit of this technique, beyond being the 
first work done on this track, is that manipulating both 
categorical and numerical data correspondingly. However, 
situations (disjoint or overlapped) yield problems; disjoint sets 
damage from Min_Sup and Min_Conf  thresholds and 

overlapped sets suffer from the cutting boundary problem. 
Using intervals rather  than the real continuous data will 
inevitably result in a loss of information. The rules we make 
will be only an estimation of the best results. Another problem 
is the enlargement of the attributes dimension; the problem 
here is the need for more memory and time to treat these data. 

2) Adjusted difference analysis: 

This algorithm is based on engaging both adjusted 
difference analysis and discretization to discover rules between 
two attributes. The two attributes could be any mixture of 
numerical or categorical. This technique has the capability to 
identify positive and negative association rules and does not 
need any user thresholds (support and confidence). Its 
advantages are that it does not want any user thresholds and it 
has the talent to obtain a new significant objective measure of 
the association rules. The disadvantage of this technique is the 
problems of discretization as in the first technique. Also, this 
technique is obviously considered to be as generating a special 
case rule since the generated rules are always between two 
attributes only. 

3) Fuzzy Approach based on integrating fuzzy set and 
fuzzy logic concepts with Apriori algorith: 

It reforms numerical data into fuzzy member between [0,1] 
with membership function; then operate with the fuzzy 
member with an adjusted Apriori technique that can 
manipulate comfortably the extracted rules, which  are stated in 
linguistic terms. These approaches are based on the fuzzy 
additions to the classical association rules mining by 
establishing support and confidence of the fuzzy rule. While 
the mining results are straightforward to interpret by human 
operators, two shortcomings still insist on implementing such 
fuzzy approaches to the original problems. One is the 
computational time for mining from the database, and the other 
is the precision of deduced rules. More formal description, as 
well as a survey of the existing methods of quantitative 
association rule mining, can be found in [20]. 

In the literature, several researchers have concentrated on 
fuzzy multilevel association rules mining [3][21-25]. Some of 
these methods evoked multilevel membership functions by ant 
colony systems and genetic algorithm without stipulating the 
actual minimum support. To improve the performance of 
computing, setting the functions for each item followed by 
calculating minimum supports is engaged.  Other work carried 
benefits of the OLAP and data mining technology which 
conducted efficiency and adaptability [9]. 

Up-to-date, there exist only a few algorithms for 
quantitative multilevel fuzzy association rule mining 
(QMLFRL). For examples, in [4] the authors advised an 
QMLFRL based on the idea that the minimum support for an 
item at a higher taxonomic concept is valued as the minimum 
of the minimum supports of the items pertaining to it and an 
item minimum support for an itemset is established as the 
maximum of the minimum supports of the items enclosed in 
the itemset. Under this limitation, the characteristic of 
downward-closure is conserved, such that the original Apriori 
algorithm can be simply prolonged to find fuzzy large item 
sets. 
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With the same purpose, the authors in [26] suggested a new 
method of quantitative association rule extraction that can 
quantize the attribute by applying a clustering algorithm and 
learn rules simultaneously. They implemented clustering using 
all attributes at the same time in advance and deduced the rules 
from the clusters in the aspect of “association”. Based on the 
numerical experiments, the authors have confirmed that their 
algorithm outperformed the conventional algorithm based on 
Cartesian product type quantization in terms of total precision 
of quantization and rule extraction. 

Extra relevant work introduced in [6] to create rules based 
on the quantitative dataset, utilizing the notion of threshold - 
frequent item sets that are produced using the genetic 
algorithm. In this illustrations, crossover & mutation are 
involved to create numerous unification of the rule and can 
recognize co-occurrence of item sets. Here three objectives are 
studied: comprehensibility, interestingness, confidence, so 
produced rules are established as multi-objective association 
rules. These objectives serve to decrease search space for 
fitness function. Finally, optimal rules are formed that is based 
on distribution approach for the numeric-valued attribute 
(Right-hand side of a rule reveals the distribution of the values 
of numeric attributes such as the mean or variance). 

The benefit of the preceding systems is that they carry 
linguistic expressions which make created rules to be much 
normal for human experts; but they may generate a large 
number of interesting association rules. Still, for many 
purposes, it is not periodically simple to ascertain effective 
association rules (matching the minimum support and 
confidence) among data items at low (primitive) levels of 
abstraction due to the sparsity of data in multidimensional 
space. Other associated problems cover: (1) the shortage of 
sufficient support for dynamically needed hierarchies; (2) 
algorithm efficiency cannot meet real application 
specifications; (3) the association between different concepts 
levels may be dropped; (4) Their approach enabled users to 
stipulate various minimum supports to different items. [4][27]. 

A. Research Contribution 
The idea developed in this paper is partly inspired by the 

existing work on QMLFRL, buts it utilizes the genetic 
algorithm to compute the minimum support and minimum 
confidence for each level in the Taxonomy regardless of the 
nature of the data; thus making automatic system. Prior studies 
have completely investigated single-level association rules 
mining with GA, such as mining single objective rules and 
mining multi-objective rules. However, in the big data analysis 
setting, powerful association rules are regularly in multilevel 
forms and mining multilevel association rules in big data 
demands more efficient methods. The GA-based multilevel 
association rules mining method recommended in this paper is 
one effort to efficiently discover multilevel association rules in 
big data. 

III. THE PROPOSED MODEL 
The advanced mining algorithm combines fuzzy set 

notions, data mining, and multiple-level taxonomy to 
determine fuzzy association rules in a given transaction data set 
deposited as quantitative values. The knowledge obtained is 

described by fuzzy linguistic terms, and thus simply readable 
by human beings. This system utilizes a top-down 
progressively deepening strategy to locate large itemsets [4]. In 
this paper, we made our primary intention toward 
automatically detecting minimum support and minimum 
confidence of each taxonomy' level by constructing a genetic 
algorithm based heuristic method for practical multilevel 
association rules mining in big datasets. By using the 
advantage of the genetic algorithm, which can efficiently 
ascertain multiple solutions concurrently in a large 
multidimensional problem without conducting exhaustive 
searches, our offered method can enhance the mining 
performance while preserving the wanted accuracy but 
bypassing the exhausting list of association rule candidates. 
Definitions linked to multilevel association rules are presented 
as follows [9][15][16]: 

Definition 1: an item set, X , is a set of data items }{ , ji XX , 

where IXX ji ∈, . The support of an item set X in a set S,

)/( SXσ  is the number of transactions (in S) which covers X
against the total number of transactions in S. The confidence of

YX ⇒ in S, )SYX( ⇒ϕ , is the fraction of )/( SYX ∪σ  in 
competition with )/( SXσ , i.e., the possibility that item set Y 
takes place in S when item set occurs X  in S. 

Definition 2:  An item set X is large in set S at level L  if 
the support of X  is no less than its matching minimum 
support threshold Lσ ′ . The confidence of a rule SYX /⇒  is 
high at level L if its confidence is no less than its equivalent 
minimum confidence threshold Lϕ′ . 

Definition 3: a rule SYX /⇒  is strong if SYX /∪ is 
large at the existing level and the confidence of SYX /⇒  is 
high at the current level. 

Definition 4: A fuzzy transaction denoted by T is given by: 

}|))(,{( IxxxT ∈∀= µ , TTIx ⊆→≤≤ ],1,0[:,1)(0 µµ  
 

where T is a general set of transactions, and )(xµ is degree 
of membership of x. 

Definition 5: A soft quantitative transaction set that is 
symbolized by qT ′ . Let (F, E) is a soft set over the universe U 
and X ⊆ E, F means the fuzzy power set of U, and E is a set of 
parameters. A set of attributes X is said to be supported by a 
transaction if: 

{ }EeulppIulxeulxTq ∈≤××>∈<∀><=′ ,|,,||),,,(  

Mining of association rules essentially focalizes at a single 
conceptual level. There are applications which lack to locate 
associations at multiple abstract planes. In a large database of 
transactions, where each transaction consists of a set of items 
and a taxonomy (is-a hierarchy) on items, it is expected to find 
out associations between items at any level of taxonomy. To 
investigate multilevel association rule mining, anyone wants to 
afford data at multiple-level association at multiple levels of 
abstraction and efficient methods for multiple level rule 
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mining. The first specification can be accomplished by 
producing concept taxonomies from the primitive level 
concepts to higher levels. The second condition dictates 
efficient methods for multilevel rule mining [15]. 

One modification of Apriori to multi-level datasets is the 
ML_T2L1 procedure [15][24]. The ML_T2L1 algorithm 
manages a transaction table that has the hierarchy information 
encoded into it. Each level in the dataset is treated separately. 
Firstly, level 1 (the highest level in the hierarchy) is examined 
for large 1-itemsets using Apriori. The list of level 1 large 1- 
item sets is then employed to refine and clip the transaction 
dataset of any item that does not have an ancestor in the level 1 
large 1-itemset list and eliminate any transaction which has no 
common items (thus comprises only infrequent items when 
evaluated using the level 1 large 1-itemset list). From the level 
1 large 1-itemset list, level 1 large 2-itemsets are concluded 
(using the cleaned dataset). Then level 1 large 3- item sets are 
inferred and so on until there are no more frequent item sets to 
find at level 1. Since ML_T2L1 specifies that only the items 
that are descendant from frequent items at level 1 (essentially 
they must descend from level 1 large 1-itemsets) can be 
frequent themselves, the level 2 item sets are concluded from 
the refined transaction table. For level 2, the large 1-itemsets 
are created, from which the large 2-itemsets are determined 
and then large 3-itemsets etc. After all the frequent itemsets are 
found at level 2, the level 3 large 1-itemsets are located (from 
the same purified dataset) and so on. ML_T2L1 reforms until 
either all levels are explored using Apriori or no large 1-
itemsets are exposed at a level. The principal steps of the 
proposed system are as follows [8-10][14][24][29-31]: 

 
Fig. 2. The membership functions of items in Γ  

Input: A group of N quantitative transaction data D, a pre-
determined catalog Γ  with the original items },...,,{ 21 niii , a 
set of membership functions for each item in deferent levels. In 
our case, all the membership functions have the same style as 
shown in Fig. 2; but the x-axis is determined for each element 
in Γ  based on the higher quantitative value associated with it.  
Finally, the parameter set minimum support kα  and minimum 
confidence kλ  that are acquired by genetic algorithm. 

Output: A collection of fuzzy multiple-level association 
rules below the restrictions of optimal minimum support and 
confidence. 

Step 1: Translate the predefined taxonomy using an 
arrangement of numbers and the symbol "*" by the formula, 

iC +∗= 10ρ , where i is the position number of the node at 

current level  l, C signifies the code for the ith node at current 
level and ρ  is the code of parent of the ith node at the present 
level. 

Step 2: Interpret the item terms in the transaction data 
agreeing to the encoding scheme. Then set k = 1, r = 1 where k,

xk ≤≤1  is the recent level number, x is the number of level in 
a given taxonomy and r denotes the number of items kept in 
the current frequent item sets. 

Step 3: Cluster the items with the same first k digits in each 
transaction Di, and add the quantities of the items in the similar 
sets in Di. Symbolize the total of the j-th group k

jI for Di as k
ijv . 

Step 4: We explored several membership function for 
various data items for that each data item has its own features 
and its own membership function, then transform the value k

ijv  
of each transaction Di for each encoded group k

jI into a fuzzy 

set k
ijlf  (Eq.1) by plotting k

ijv  on the specified membership 

function, where k
jI is the j-th item on level k, k

ijv  is the 

quantitative value of k
jI  in Di , k

jh is the  number of fuzzy areas 

for k
jI , k

jlR  )1( k
jhl ≤≤ is the l-th fuzzy region of k

jI , k
ijlf  is

k
ijv fuzzy membership value in k

jlR  
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Step 5: Assemble the fuzzy regions (linguistic terms) with 
membership values larger than zero to create the candidate set

kC1
; Calculate the scalar cardinality k

jlS of each fuzzy region k
jlR  

in the transaction data as ∑
=

=
n

i

k
ijl

k
jl fS

1

. 

Step 6: Investigate if the value k
jlS of each region k

jlR  in kC1
 

is larger than or equals to the threshold kα  which is the 
optimal minimum support for level k obtained from 
implementing the genetic algorithm to the set of transactions 
included in this level according to Γ  ( see algorithm 1). If k

jlR  
matches the threshold, place it into the large 1-itemset kL1 for 
level k. That is: 

                        { }kk
jlk

k
jl

k
jl

k CRSRL 11 , ∈≥= α  .                      (2) 

Step 7: if kL1  is null, let k = k + 1 and go to step 3; else, 
create the applicant set KC2  from KLLL 1

2
1

1
1 ,...,, to catch "level-

crossing" large itemsets. The created applicant set KC2 has to 
fulfill the following conditions: (1) Each 2-itemset in KC2 must 
comprise at least one item in kL1 . (2)The two regions in a 2-
itemset may not have the same item name. (3) The two item 
names in a 2-itemset may not be with the hierarchy relation in 
the taxonomy. (4) Both of the support values of the two large 
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1–itemsets including a candidate 2-itemset must be larger than 
or equal to the minimum support 2=kα . 

Step 8: If kL1 is null, then increase k by one, r =1 and go to 
step3 else set r=r+1. 

(a) If r = 2 create the candidate set KC2 , where KC2 is the set of 
candidate itemset with 2 items on level k from 

kLLLL 1
3
1

2
1

,1
1 ,...,,, to learn “level-crossing” of frequent 

itemset. Each 2-itemset in kC2  must contain at least 
one item in the kL1  and the next item should not be 
its ancestor in the taxonomy. All possible 2-itemsets 
are composed in kC2 . 

(b) If 2>r , produce the candidate set k
rC ,where k

rC is the set 
of candidate itemset with r-items on level k from 

k
rL 1− in a way similar to that in the preceding steps. 

Step 9: For each acquired candidate r-itemset S with items 
),....,( 21 rSSS in k

rC : 

a) Calculate the fuzzy value of S in each transaction 
datum iD by the minimum operator as ),...,,min( 21 isrisisis ffff =  

b) Estimate the scalar cardinality of S in all the 

transaction data as ∑
=

=
n

i
iss fcount

1

. 

c) If 
scount is larger than or equals to the pre-defined 

minimum support kα  place S into k
rL . 

Step 10: If k
rL  equal null then increase K by one and go to 

the next step; if not increase r by one and go to step 8. 

Step 11: If xk > then go to the next step, else set r =1  
and go to step 3. 

Step 12: create the fuzzy association rules for all frequent               
r- itemset including )....,( ,2,1 rSSSS = , r >2 as follows: 

• Catch all the rules BA→ where SA⊂ , SB ⊂  and
φ=∩ BA , SBA =∪ . 

• Calculate the confidence value of all association rules 

by 
∑
∑

=

=
n

i iA

i
n

i

)fmin(

)sf(min

1

1 . 

Step 13: Choice the rules that have confidence values not 
less than predefined confidence threshold kλ , where kλ  is the 
predefined minimum confidence value for level k   found by 
applying genetic algorithm. 

Step 14: eliminate redundant rules from multi-level 
datasets. Herein, Rule R1 is redundant to rule R2 if (1) the 
itemset X1 is made up of items where at least one item in X1 is 
descendant from the items in X2 and (2) the item set X2 is 
entirely made up of items where at least one item in X2 is an 
ancestor of the items in X1 and (3) the other non-ancestor items 

in X2 are all present in item set X1. The additional state (4) the 
confidence of R1(C1) is less than or equal to the confidence of 
R2(C2). 

A. Parameters extraction using genetic algorithm 
A genetic algorithm is a class of investigating algorithm 

that is employed to automatically set the optimal minimum 
support and minimum confidence for each taxonomy's level. It 
explores a solution space for an optimal answer to a problem 
[28]. The algorithm generates a “population” of feasible 
solutions to the problem and makes them “evolve” over many 
generations to locate valid and better solution. The algorithm 
begins with a collection of solutions (represented by 
chromosomes) called a population. Solutions from one 
population are selected and managed to establish a new 
population. The framework of the basic genetic algorithm is as 
follows (see Fig. 3). 

 
Fig. 3. Structure of the genetic algorithm [29] 

1) [Start] create arbitrary samples of n chromosomes 
(appropriate results for the problem) 

2) [Fitness] assess the fitness (qualification) function f(x) 
of every chromosome x in the population 

3) [New population] generate a new resident by iterating 
the subsequent steps until the new population is complete. 

Selection: pick two parent chromosomes from a population 
according to their fitness (the better fitness, the higher 
possibility to be chosen) 

Crossover: with a crossover probability, crossover the 
parents to produce a new generation (children). If no crossover 
was conducted, offspring is an accurate reflection of parents. 

Mutation: with a mutation probability, the GA mutates a 
new generation at each location (site on the chromosome). 

Accepting: store distinct generation in a new population. 

4) [Replace] manage recently produced population for a 
more route of the algorithm 

5) [Test] if the end condition is satisfied, stops, and 
returns the best solution in current population 

6) [Loop] go to step 2. 

Through repetition t, the GA keeps a population )(tp  of 
results t

N
t rr ,....,1 , where t

ir characterizes rule set that is 
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arbitrarily created for each level. Each solution t
ir is gauged by 

the function )(•E and )( t
irE is a degree of fitness of the 

solution. The fitness value determines the relevant power of an 
individual to remain and create offspring in the next 
production. In the next iteration (t+1) a new resident is 
designed on the foundation of the operations (2) and (3) [29]. 

B. Data Encoding 
Given a randomly generated association rules for each 

level, the system uses the Michigan approach for encoding, in 
which a chromosome is a collection of all used rules; here the 
population consists of many rule collections. Coding in the 
Michigan method is binary coding, in which “1” means that a 
knowledge base rule will be in a knowledge base, whereas “0” 
means it will not be used. The key benefit of this technique is 
that the entire rule base is coded; therefore, it is not necessary 
to do the quantitative analysis of indispensable rules to see if 
the method functions properly, because, unlike the Pitts 
method, all possible rules take part in the working time of the 
genetic algorithm. The considerable size of the chromosome is 
a disadvantage. The dimension of the chromosome is 
dependent on the volume of the rule base and it increases 
exponentially depending on the number of itemsets 
[10][14][30]. 

C. Generic Operators 
The frequently employed genetic operators are 

reproduction, crossover, and mutation. To achieve genetic 
operators, one must pick individuals in the population to be 
worked on. The collection plan is mainly based on the fitness 
level of the individuals exhibited in the population. For 
election; the system manages roulette wheel sampling fashion. 
In this procedure, the parents for crossover and mutations are 
chosen based on their fitness, i.e. if a candidate has more 
fitness function value more will be its opportunity to get 
elected. The implementation of roulette wheel sampling is 
performed by first normalizing the values of all applicants so 
that, their chances sprawl between 0 and 1, and then by 
applying random number function, a random number is 
estimated, and then matching to this value and the fitness 
normalized value, the candidate is elected [14]. 

As an individual is picked, reproduction operators only 
imitate it from the current population into the new population 
(i.e., the new generation) without transposition. The crossover 
operator begins with two selected individuals and then the 
crossover point (an integer between 1 and L-1, where L is the 
length of strings) is picked arbitrarily. The third genetic 
operator, mutation, offers random variations in the 
arrangements in the population, and it may irregularly have 
useful results: departing from a local optimum. In our GA, 
mutation is just to oppose every bit of the strings, i.e., changes 
a 1 to 0 and vice versa, with probability pm [30]. 

The algorithm stops fulfilling when the decay situation is 
reached − i.e. when the best and worst producing chromosome 
in the population disagrees by less than 0.1%. It also ends 
execution when the total number of generations defined by the 
user has arrived. Besides, the algorithm bypasses forming the 
initial population completely randomly because it may appear 
in rules that will include no training data instance whereby 

having very low fitness. Furthermore, a population with rules 
that are insured to comprise at least one training instance can 
lead to over−fitting the data. It was shown that employing 
non−random initialization can reach to an elevation in the 
quality of the solution and can drastically decrease the runtime 
[24]. We, therefore, devised an initialization method which 
involves picking a training instance to serve as a “seed” for 
rule generation based on the alteration of itemsets within each 
level [31]. 

In general, genetic operator assists in controlling the 
heterogeneity of the population and also in blocking early 
concurrence to local optima [14]. Our intention is to explore 
fascinating association rules. Consequently, the fitness function 
is vital for ascertaining the interestingness of chromosome, and 
it does influence the convergence of the genetic algorithm. In 
this case, the proposed system examines two different fitness 
functions. The first one considers the identical confidence of 
the corresponding association rule as illustrated in Eq. 3, 
whereas the second fitness function joins the support (sup) and 
confidence (conf) attributes, which are required to define an 
association rule (see Eq. 4) [9][10][14]. Parameters 𝛼𝛼 and 𝛽𝛽 are 
the significant factors to equilibrium the weight of the support 
and confidence in the fitness function, 1=+ βα . To mine 
confirmed association rules from the big database with our GA 
approach, the threshold of the fitness function has to be 
predefined; in our case, 5.0== βα . 

( ) ( ) ( ) ( )
( ) ( )( )YX

YXYXYXrconff
sup1sup

supsup sup:1 −
×−∪

=→                 (3) 

 

( ) ( ) )(sup2 yxconfyxyxf →×+→×=→ βα                   (4) 

By adopting the recommended system, rather of producing 
an untold number of interesting rules in conventional mining 
models, only the most interesting rules are declared according 
to the interestingness measure determined by the fitness 
function. The main motivation for using GA in the learning of 
high-level prediction rules is that they conduct a global search 
and cope better with attribute cooperation than the greedy rule 
selection algorithms [14]. 

In brief, the proposed evolutionary method for quantitative 
association rule mining is particularly prompted by (1) partition 
of quantitative attribute is not accessible for every attribute and 
every user, (2) users, and even experts, usually feel tedious to 
define the minimum-support, (3) the search space might be 
very large when we face quantitative attributes, and (4) the 
rules passed might be too many to deal with [10]. However, 
mining association rules are not adequate of benefits; it has 
some defects too, first of all, the algorithmic complexity. The 
number of rules increases exponentially with the number of 
items. But this complexity is undertaken with some advanced 
algorithms which can efficiently clip the search space. 
Secondly, the obstacle of attaining rules from rules, i.e. 
selecting interesting rules from the set of rules. 

The suggested work undertakes the second problem that 
essentially assist the user when scanning the rule set, and 
valuable quality measures on the rules are adopted based on 
genetic algorithm. Usually, when handling association rule 
mining many rules can be found or inferred and confuse the 
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user. But more importantly, some of these rules could be 
redundant and yield no new knowledge. Some attempts have 
been pointed at dealing with redundant rules in flat datasets, 
however, datasets can have a hierarchy/taxonomy or compound 
concept levels and thus redundancy in these datasets require to 
be concentrated on. This issue is one of the features of this 
study. 

IV. EXPERIMENTS AND RESULTS 
In this section, we perform some experiments that have 

been conducted out to examine the performance of the 
proposed approach and confirm enhancements over the 
traditional method without optimization. The experiment was 
conducted with MATLAB software. All the experiments are 
handled on a laptop computer with the following 
specifications: Processor Intel(R) Core (TM) i5-
2520MCPU@2.50GHz 2.50GHz, memory 4.00GB, and 
System type 64-bit operating system, x64-based processor. 

A. Dataset 
The dataset was hired as in [8] and can be viewed as a 

benchmark because it is used for comparison. This is a market 
basket dataset that consists of the items and amounts of items 
marketed in every purchasing container. This dataset consists 
of 1000 sales receipts of a food material repository based on 
the predefined taxonomy from 7 items (10000 transactions). 
The predefined taxonomy in the first level holds 7 nodes that 
describe the items worked in the test, the second level 
comprises 14 nodes that describe the taste or different types of 
a particular stock and in the third level, it also consists of 48 
nodes that express the manufacturing companies and factories. 
The database transactions carry the name of the product and 
the quantity of such purchased merchandise. One item may not 
be employed twice in one transaction. 

B. Methodology 
A comparison was made between the conventional 

approach for mining multi-level fuzzy quantitative association 
rules [8] and the approach proposed in this paper that uses GA 
optimization technique. The objective was to find new detailed 
knowledge by (1) an enhancement in pronouncing multi-level 
optimal support and confidence that is employed to obtain 
interesting rules. (2) eliminating redundant rules that were 
encountered in the traditional approach. Both algorithms utilize 
a top-down progressively deepening approach to infer large 
itemsets and also consolidate fuzzy boundaries instead of 
explicit boundary intervals. 

The mined rules from the proposed system are closer to the 
reality, and it gives the ability to mine association rules at 
different levels based on the optimal re-calculated mining 
parameters (min_sup, min_conf); unlike the traditional method 
that depends on the experts to determine these parameters 
manually.  Employing GA to find these parameters makes the 
proposed system is context-independent and more general. In 
the experiments, thresholds for min-sup and min-conf were set 
at 0.28 and 1.7 respectively for the traditional algorithm for 
each taxonomy level. 

In the first experiment, we examine if correct association 
rules can be specified with a fixed number of initial generations 

and in a bounded time period. Using our dataset, the initial 
population size ranges from 30 to 100. The results are 
displayed in Table 1. With a limited population, most strong 
association rules could be inferred in our dataset. We can 
decide that if the population is too small, the realization of the 
GA-based algorithm will be similar to the random algorithm. 
But if the population is too large, despite we can get full 
association rules immediately, but the computational 
complexity rises fast. However, as we can see, there is a good 
stability that, with a restricted population and a limited time 
period, most valid association rules have been mined. 
Therefore, we choose 50 as the default population for the 
dataset, which works well in our algorithm. 

TABLE I.  RELATION BETWEEN THE NUMBER OF INITIAL GA 
POPULATION AND THE NUMBER OF MULTILEVEL ASSOCIATION RULES (USING 

F1 WITH MICHIGAN ENCODING, GENERATION NO. =10) 

No. of  Initial population 30 50 70 100 
No.  of  association rule 
(Redundant) 3706 607 607 607 

No.  of  association rule 
(non-redundant) 1733 349 349 349 

One reason of the stability of the number of extracted rules 
with initial population contains 50 chromosomes is that the 
proposed system utilizes Michigan approach for rule coding in 
which a chromosome is a collection of all used rules. So, the 
lowest number of initial populations will contain specific rules 
permutations. In Michigan approach, each chromosome 
contains a comprehensive representation of the rules. 

In the next collection of experiments, we confirmed how 
worthy the extracted association rules are from either the GA-
based algorithm or the traditional algorithm without GA. To 
measure its value with the 10000 transactions, we use the 
formula of the fitness function f1 using the following 
configuration mutation rate = 0.1, crossover rate = 0.9, 
generation No.=10,and initial population=50. The results in 
dataset are shown in Table 2. 

TABLE II.  COMPARATIVE STUDY 

Methods 

N
o.  of   

non-
redundant 
rules  Calculated 

min-sup  
Calculated 
min-conf 

Time 
(Sec) 

Proposed 
Method with GA 349 

L1=0.95 
L2=0.67 
L3=0.27 

L1=1.12 
L2=1.45 
L3=1.92 

500 

Traditional 
method without 
GA [8]  

2281 0.28 
(L=1 to 3) 

1.7 
(L=1 to 3)  400 

TABLE III.  COMPARATIVE STUDY BETWEEN THE TWO FITNESS 
FUNCTIONS 

Fitness 
Function levels Compute

d Fitness  

No.  of  
association rules 
(non-redundant) 

f 1 (Eq. 3) 
level 1 1.90 

349 level 2 1.97 
level 3 2.06 

f 2 (Eq.4) 
5.0== βα  

level 1  1.07  
2249 level 2 1.26 

level 3 1.47 
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TABLE IV.  PROPOSED SYSTEM EVALUATION UNDER DIFFERENT 
PARAMETERS OF GA USING F1 

Parameters 
ratio 

No.  of 
association rules 
(redundant) 

No.  of 
association rules 
(non-redundant) 

Mutation= 0.9 
crossover= 0.1 751 419 

Mutation=0.8 
crossover=0.2 751 419 

Mutation=0.7 
crossover=0.3 607 349 

Compatible with the outcomes above, with the advance of 
the time boundary, GA-based approach can catch high relevant 
association rules with a little more time than traditional method 
(25% increases in time). But in terms of quality, the proposed 
system extracts more interesting rules; only about 17 % of the 
total number of rules extracted from the comparative system. 
In general, a large number of extracted rules inside market 
basket analysis will hamper the decision-maker. The proposed 
system offers the most interesting rules subject to the fitness 
function, which  is accountable for acting the assessment that 
imitates how optimal the solution is: the higher the number, the 
better the solution. 

The third set of experiments was executed to compare how 
relevant the mined association rules are from either the fitness 
function that considers the relative confidence of the 
corresponding association rule (Eq. 3) or the fitness function 
that considers both the support and confidence attributes      
(Eq. 4). The experiment is conducted under the previous 
configuration for GA. The results in Table 3 reveal that the use 
of f1 generates a further mined association rules rate 
improvement of 83% reduction in the number of extracted 
rules. From this experiment, we realized that the fitness 
function represents a critical issue in the success of genetic 
algorithm; this is clearly shown in the case of f2 . Using f2 did 
not bring any advantages to the GA; thus, we get the same 
number of extracted rules that have been obtained from the 
traditional method (about 2249). 

The performance improvement of GA using f1 comes from 
the correct extraction of interesting rules; because of 
calculating the support of union for items inside each rule in 
addition to the support of each item separately. Unlike the 
second function that uses the support and confidence of each 
rule, which represents the standard case used by many of the 
existing mining algorithms (e.g. Apriori). 

Having compared our system to different multi-level 
quantitative mining algorithm, we will next explore the 
influence that GA factor settings have on our system, which 
incorporates both mutation rate and crossover rate. To retain 
the number of factor setting blending small, we will only 
fluctuate the setting for one parameter at a time while holding 
the setting for another parameter to its default value. In Table 
4, we vary mutation rate from 0.7 to 0.9 and look at the number 
of association rules (non-redundant) achieved by our system on 
the used dataset. From the table, we can see that decreasing 
mutation rate will diminish the number of extracted rule (17% 
lower in the number of rules). This decreasing is noticeable. 
This decrease is due to the fact that mutation is managed to 
preserve genetic heterogeneity from one generation of a 

population to the next.  In GA, mutation operators are 
frequently employed to give exploration and crossover 
operators are extensively employed to supervise the population 
to focalize on one the good solutions encounter so far 
(exploitation). Consequently, while crossover attempts to 
concentrate to a special point in the landscape, the mutation 
does its best to evade convergence and investigate more areas. 

V. CONCLUSION 
Really, mining quantitative association rules is an 

optimization obstacle rather than being an uncomplicated 
discretization one. In this paper, we have introduced a new 
genetic-based algorithm to mine multilevel association rules in 
big quantitative date sets that deals with quantitative attributes 
by accurate fuzzification the values -partitioning the values of 
the attribute. The proposed system uses fuzzy set concepts, 
multi-Level taxonomy, different pre-calculated  minimum 
supports for each level and different membership function for 
each item to discover fuzzy association rules in a given 
transaction data set. 

In our algorithm, the minimum supports and minimum 
confidences for each level for fuzzy quantitative association 
rule are defined by the genetic algorithm optimization. In this 
case, the employed GA combines a population initialization 
technique that guarantees the production of high- quality 
individuals; individually planned breeding operators that 
confirm the removal of inadequate genotypes; an adaptive 
mutation probability to ensure genetic heterogeneity of the 
population; and uniqueness testing based on both support and 
confidence that is employed to hold only high quality and 
interesting rules. 

The proposed system gives the user with rules according to 
two interestingness metrics, which can quickly be extended if 
need by changing the fitness function. The results report that: 
In terms of mining of association rules, the proposed method 
keep higher precision compared with the traditional methods 
and the extracted rules are more close to reality. This is 
because of adopting various membership functions for every 
individual item, optimized minimum supports, and minimum 
confidences, and finally, the non-redundant algorithm to 
enhance the quality and application of the rules. Future work 
includes employing GA to tune the fuzzy membership function 
for each item. 
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Abstract—Emotions have direct influence on the human life
and are of great importance in relationships and in the way
interactions between individuals develop. Because of this, they are
also important for the development of human-machine interfaces
that aim to maintain a natural and friendly interaction with
its users. In the development of social robots, which this work
aims for, a suitable interpretation of the emotional state of the
person interacting with the social robot is indispensable. The
focus of this paper is the development of a mathematical model
for recognizing emotional facial expressions in a sequence of
frames. Firstly, a face tracker algorithm is used to find and keep
track of faces in images; then the found faces are fed into the
model developed in this work, which consists of an instantaneous
emotional expression classifier, a Kalman filter and a dynamic
classifier that gives the final output of the model.

Keywords—emotion recognition, facial emotion, Kalman filter,
machine learning

I. INTRODUCTION

Emotions influence the human behavior and the way indi-
viduals interact and relate to other members of society. They
permeate one’s daily life and determine how people react to
the various situations they encounter in their routines.

Studies indicate that people with impairments to express or
recognize feelings end up having great difficulty keeping even
casual relationships [1]. Emotions also help the body prepare
for specific external events. For example, the fear people may
experience when they see a large object coming fastly towards
them stimulates blood circulation in their legs, allowing them
to act promptly and respond trying to avoid the object.

Computer interfaces that can understand the emotional state
of its users can communicate more naturally compared to
interfaces without this capability. Affective computing comes
to deal with the integration of the concept of emotion in the
computational area [2].

Emotions are characterized by signs in voice, speech and
body movements, which are recognized regardless of culture,
possibly being a legacy of human evolution and not a result
of personal experiences of the individual [3]. Particularly in
the face, the most obvious signs are presented in the regions
of the mouth, eyes and eyebrows. Ekman and Friesen showed
evidence for the hypothesis of universality of emotional facial
expressions in intercultural studies with illiterate populations
of Papua New Guinea and investigated the influence of the
cultural phenomena [3].

Works from Ekman [4] [5] propose the existence of six
major universal emotions: joy, sadness, surprise, fear, anger
and disgust. An emotional display can either be classified as
belonging to one category, such as joy, or more than one
category, forming composite emotions, such as the mixture
of fear and angry, or joy and surprise.

This study aims to identify five basic emotional states:
Happiness, Sadness, Anger and Fear, plus the Neutral state,
which could be understood as the absence of emotions. The
model proposed in this work does not try to describe short-
lived or rapidly changing emotions (micro expressions, in the
works of Ekman), but focuses on trying to detect lasting
emotional states people may be subject to. The dynamic model
for emotion recognition presented in this work is a novel model
based on the work of [6].

The rest of this paper is organized as follows. In Section
II are reviewed previous works regarding automatic emotion
inference. The adopted methodology, including face detection,
feature extraction, instantaneous emotion recognition and dy-
namic emotion recognition is then presented at Section III.
Section IV describes the results obtained. Finally, the conclu-
sions and future work directions are presented on Section V.

II. BIBLIOGRAPHIC REVIEW

There are three main approaches to emotions classification:
discrete model, dimensional model and the approach based on
evaluation mechanisms [7].

The discrete model arranges emotions in categories, like
the basic emotions of Ekman. Categorization of emotions is
an intuitive and practical way to identify them, even if a large
number of classes is necessary in order to classify all of the
known affective states. Many of the works developed in the
area utilizes this approach [8] [7] [9] [10].

The dimensional model seeks to describe the emotions by
means of some criteria or dimensions. Two key dimensions
are valence and arousal [10] [11]. Valence transmits how the
person feels under the influence of a certain emotion, and can
assume continuous values ranging from extreme sadness, for
negative valence, to extreme happiness, for positive valence.
Arousal is associated to the possibility of an individual to
take or to perform an action under influence of an emotion,
and can assume continuous values ranging from an extremely
passive attitude, for negative arousal, to an extremely active
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attitude, for positive arousal. Some authors [12] suggest other
dimensions for the model, such as dominance. Dominance is
related to the control somenone has over a situation while
under the influence of an emotion, and can assume continuous
values ranging from total lack of control to total control of
the situation. The dimensional model avoids the need for an
extensive list of categories. Emotions are identified depending
on its position on the model’s axes. However, because of the
limited number of dimensions this approach deals with, the
projection of an emotion to the model’s axes could cause loss
of information [7].

The evaluation approach classifies emotional displays
based on a set of assessments of the event that caused such
display. For a given emotion, it is evaluated how relevant it is
the event that elicited the emotion, what are its implications,
the individual’s ability to deal with these implications, and
what is the significance of that event for the society the
individual inhabits [13]. This approach is less simple and
intuitive when compared to the others, as it requires a detailed
analysis of the situations that elicited the emotions.

Pantic [14] suggests automatic recognition of facial emo-
tion expressions to be done in three main steps: face detection,
extraction of relevant features of the face and emotion classi-
fication

Face detection is a crucial step in the recognition of
expressed emotions, and comprises of locating faces in still
images or image sequences. In several works, such images are
obtained under conditions that helps face detection algorithms,
like the capture of the face in frontal orientation, without occlu-
sions, and under uniform lighting conditions. However, in real
situations, these conditions rarely can be reproduced, which
makes the problem more challenging. Consequently, an ideal
method of facial detection should deal with problems such as
the different scales and orientations the human face may take,
besides having to consider possible partial occlusions of the
face and changes in the lighting conditions.

Extraction of face relevant characteristics has the purpose
of generating a feature vector to be used for the emotion
identification. It seeks to describe the face through certain
categorical or numerical information that should contribute to
the recognition of the emotional state of the analyzed person.
These characteristics may be based on features of the human
face such as eyebrows, nose and mouth, or may be based on
mathematical models. These models, in turn, may follow an
analytical approach, in which the face is represented by a set
of points or patterns of interest that contain specific regions
of the face; or they may follow a holistic approach, in which
the face is seen as a unit, with its particular shape and texture.
Hybrid approaches also exist, in which features of the two
above-mentioned approaches are combined. Different scales
and orientations of the face, as well as partial occlusion and
noise, hamper the execution of this step.

The extracted features vector should then be used to
estimate the expressed emotion via a classification algorithm.
In this step, any of the approaches presented for emotion
classification may be used; however, much of the work done
in the area uses the discrete approach [15]. The classification
of the facial emotion expressions is done by machine learning
algorithms trained with the feature vectors extracted from the

samples of one or more training databases. Examples of these
algorithms are Support Vector Machines (SVMs), Decision
Trees and Neural Networks (NNs).

The present work introduces a fourth step to the process
proposed by [14] and includes the usage of a continuous
emotional classifier model, following the line of work of [9]
and [16]. This step was introduced so that the model would
be able to detect long-lasting emotional states rather than
instantaneous emotional displays; also, it should help with the
minimization of the influences of natural noises, like laugh and
speech, that deform the face and difficult the determination of
someone’s facial emotion expression.

Figure 1 presents a flow diagram of the steps aforemen-
tioned.

Fig. 1: Flow diagram for the proposed model.

One way to describe one’s facial emotion expression is
to use the Facial Actions Coding System (FACS) [17]. This
system defines 44 Action Units (AU), each one representing
the facial movements caused by muscle activity in a specific
region of the face. Studies show that a particular subset of
15 of these AUs have greater relevance in the communication
between humans [18].

FACS can be understood as an abstraction layer of the
underlying facial muscle activity. Through the identification
of the level of activity of the relevant AUs, one can infer
the related muscles’ activities and the corresponding facial
expression. FACS defines, for example, involuntary and sincere
expression of happiness as the activation of AUs numbers 6 and
12, that is, the lifting of the cheeks and the lateral and vertical
extent of the lips, respectively. A forced (faked) expression
shows only activation of AU 12 instead. This differentiation
is possible because AU 12, which is the contraction of the
zygomatic major muscle, is voluntary, while AU 6, contraction
of the orbicularis oculi muscle, occurs involuntarily.

Furthermore, FACS brings into consideration the duration
and intensity of AUs. Spontaneous muscle activations are in the
range 250ms to 5 seconds, depending on the AU [19]. Rules
for determining the intensity of each AU are also determined
on FACS, for example, as the degree of elevation of the corner
of the lips to the AU 12 or the wrinkle density over the nose
for AU 44.

As noted in [9] [20], two different categories of proper-
ties could be extracted from faces: geometric properties and
appearance properties.

Methods based on geometric properties look for charac-
teristic regions of the face, such as eye contour, representing
the shape and geometry of the features to be studied. For
the extraction of data in video, one approach is the optical
flow, as in [21], with tracking of characteristic points. Another
approach are three-dimensional methods [22], which were
developed along with the development of three-dimensional
videos. In the solution presented in [23], the Active Shape
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Model [24] and a Kalman filter were used to locate specific
areas such as mouth and eyes in each frame of a video.

Appearance-based methods, however, search for changes in
texture, such as wrinkles on the face. These methods can be
used to describe the whole face or specific regions of interest
[25] [18].

Following Figure 1, the next step, emotion classification,
can be based on neural networks (NN), support vector ma-
chines (SVM) or hidden Markov chains (HMM) [9] [22] [22]
[26], among other algorithms [18] [23].

It should also be noted that the humans’ emotions detection
system is not perfect, and emotions are not always interpreted
correctly [14]. Donato [21] shows that people who had no
training were able to correctly identify emotions in about
80% of a set of photos, but trained people, such as those
passing throught FACS training, have a hit rate of about 90%.
For Russell [27], however, a number of studies show that
the rate of recognition by individuals varies according to the
experimental conditions, ranging from about 55% to about
95%; also, negative emotions, such as anger and sadness, have
a significantly lower accuracy recognition rate than positive
ones.

The instantaneous emotion recognition model presented in
this work is based on the work of Loconsole et al. [28]. In
the referred work, an emotion classifier (namely, a random
forest) based on geometric facial features is trained and used
to differentiate images of faces expressing five emotional
states: Joy, Sorrow, Surprise, Fear, Disgust and Anger. The
authors analyze the accuracy their model achieved with and
without calibration with neutral faces and considering different
quantities of learned facial expressions. Also, they compare the
accuracy of their model with that of other authors’ models,
and conclude their model achieved higher accuracy for the
experiments made.

III. METHODOLOGY

This section briefly introduces the methods and techniques
used to implement each of the steps shown in the diagram of
Figure 1.

A. Face Detection

In this step, the Chehra Face Tracker is used [29]. This
tracker detects and keeps track of faces in input images.
It can be classified as a discriminative tracker, as it uses
facial landmarks and discriminative functions to describe the
current state of the face of a person, rather than a generative
tracker, which would seek parameters that would maximize
the probability of the deformable model to reconstruct a given
face [29].

The Chehra Face Tracker uses an incremental parallel cas-
cade of linear regressions to train the model, which has a better
performance on face tracking in videos when compared to both
the parallel cascade of linear regressions and the sequential
cascade of linear regressions, showing better adaptation over
time and robustness to environment changes on the face [29].

The tracker is capable of handling new training samples
without having to retrain the model from scratch. It can also

automatically tailor the model to the subject being tracked
and to the imaging conditions, hence becoming person-specific
over time [29].

B. Feature Extraction

Once the face tracker is able to fit the face model on one
of the found faces in the image, one can proceed to extract
features of interest from it.

The process of choosing what features to extract is not
trivial, as the chosen feature set should be one that describes
the studied concepts (in this case, the five facial emotion
expressions: Happiness, Sadness, Anger and Fear, plus the
Neutral state), so the trained classifier may have a better
chance of learning how to properly differentiate amongst
samples of these concepts. Loconsole [28] presents a feature
set which is intended to differentiating among facial displays
of Ekman’s six basic emotions. This set comprises of two kinds
of features: linear features and eccentricity features. While the
linear features are determined by calculating the normalized
linear distances between two given landmarks outputted by
the face tracking model, the eccentricity features are given by
the eccentricity measures of ellipses fitted over groups of three
facial landmarks.

In the present work, Loconsole feature set is adopted with
some new features added to it. The added features were chosen
based on facial cues Ekman found to be of relevance in the
process of facial emotion recognition [4]. The complete set of
features adopted is described in Table I (refer to Figure 2 for
the landmark’s labels referenced in the table).

Table I: Extracted feature set

Name Measure By
F1 UEBlm7yUElm3y/DEN [28]
F2 Um1ySNy/DEN [28]
F3 Dm2ySNy/DEN [28]
F4 EBlrMxEBrlMx/DEN Us
F5 AMyDm2y/DEN Us
F6 BMyDm2y/DEN Us
F7 AMyUm1y/DEN Us
F8 BMyUm1y/DEN Us
F9 EBlrMyElrMy/DEN Us

F10 EBrlMyErçMy/DEN Us
F11 6 (Am, Dm2, Bm) Us
F12 6 (AM , Um1, BM ) Us
F14 6 (EBllM , EBlaux, EBlrM ) Us
F13 6 (EBrrM , EBraux, EBrlM ) Us
F15 6 (EBllmm, EBlrM , EBlaux) Us
F16 6 (EBrrM , EBrlM , EBraux) Us
F17 Ecc(AM , BM , Dm2) [28]
F18 Ecc(AM , BM , Dm2) [28]
F19 Ecc(EllM , ElrM , UElm3) [28]
F20 Ecc(EllM , ErrM , DElm4) [28]
F21 Ecc(ErlM , ErrM , UErmr) [28]
F22 Ecc(ErlM , ErrM , UErm6) [28]
F23 Ecc(EBllM , EBlrM , UEBlm7) [28]
F24 Ecc(EBrlM , EBrrM , UEBrm8) [28]
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In Table I, (P1P2) represents the linear distance between
points P1 and P2, and the indices x and y are used to
represent the horizontal and vertical points’ coordinates, re-
spectively. The notation 6 (P1, P2, P3) represents the internal
angle between points P1, P2 and P3, in radians. Finally,
Ecc(P1, P2, P3) represents the eccentricity of an ellipse fitted
over the points P1, P2 and P3. The measure of eccentricity of
an ellipse is given by the formula below (refer to Figure 3).

Fig. 2: The facial landmarks considered for the feature extrac-
tion process (taken from [28]).

Ecc(P1, P2, P3) =

√√√√√√√√
(
P1x − P3x

2

)2

+

(
P1y − P2y

1

)2

(
P1x − P3x

2

)2

(1)

Fig. 3: An ellipse and the necessary points to the calculation
of its eccentricity.

Feature F4 is a measure of the horizontal distance between
the inner points of the eyebrows. This distance should be
smaller in angry faces (which usually present the inner points
of the eyebrows closer together) and bigger in surprised faces
(which usually present the inner points of the eyebrows farther
apart), for example.

Features F5 and F6 are measures of the vertical distances
between the leftmost and the rightmost points of the mouth and
the bottommost point of the mouth, respectively. These features
should be helpful in differentiating facial expressions that
present open mouths (like an angry expression, with exposed
teeth) and closed mouths (like in a neutral expression). Also,

they should be helpful in detecting if the analysed face is
currently speaking or not.

Features F7 and F8 are similar to F5 and F6, but measure
the vertical distances between the leftmost and the rightmost
points of the mouth and the topmost point of the mouth. They
have the same purpose features F5 and F6 have.

Features F9 and F10 are measures of the vertical distance
between the inner points of the eyebrows and the inner points
of the eyes. These features should help to differentiate facial
expressions that present the inner corners of the eyebrows lifted
(like in a surprised expression) from facial expressions that
present the inner corners of the eyebrows lowered (like in an
angered expression).

Feature F11 is the measure of the inner angle formed
by the leftmost and rightmost points of the mouth with the
bottommost point of the mouth. Feature F12 is the measure of
the inner angle formed by the leftmost and the rightmost points
of the mouth with the topmost point of the mouth. Together,
they should be helpful in describing if the mouth is closed of
opened, similarly to the features F5 to F8.

Features F13 and F14 are the measures of the inner angles
formed by the corner of the eyebrows with the central point
of each eyebrow. They should be helpful in describing if the
eyebrows are arched (like in a surprised facial expression) or
flat (like in an angered expression).

Features F15 and F16 are the measures of the inner angles
formed by the outter corner and center points of the eyebrows
with the inner corners of the eyebrows. They have the same
purpose of the features F13 and F14.

Some of the points used to calculate the features aren’t
directly output by the face tracker algorithm adopted in this
work, and must be calculated before the features can be
computed. These points are: UElm3, UErm5, EBlaux and
EBraux. The Equations 2, 3, 4 and 5 describe how each of
these points are obtained. EBlaux and EBraux are not facial
landmarks, but auxiliar points used in conjunction with the
landmarks to calculate some of the chosen features.

UElm3 =

(
EllMx + ElrMx

2
,
EllMy + ElrMy

2

)
(2)

UErm5 =

(
ErlMx + ErrMx

2
,
ErlMy + ErrMy

2

)
(3)

UErm5 = (ElrMx − ErlMx + EBlrMx,

ElrMy − ErlMy + EBlrMy)
(4)

UErm5 = (ErlMx − ElrMx + EBrlMx,

ErlMy − ElrMy + EBrlMy)
(5)
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C. Databases

Once the feature set is chosen, the next step is to choose
one or more databases to extract these features from. These
databases should contain samples of all of the concepts the
machine learning algorithm is expected to learn.

In the present work, both Cohn-Kanade Plus[30] and
MMI Facial Expression [31] Databases are used to train the
instantaneous facial emotion classifier model.

The Cohn-Kanade Plus (or CK+) Database comprises of
486 sets of pictures from 97 posers. Each set contains a
sequence of pictures depicting a person acting the onset of
a particular target emotion and each sequence is labeled as a
sample of that particular represented target emotion. All of the
sets start with a neutral expression and evolve into a particular
target emotion expression.

The CK+ Database contains, but is not limited to, se-
quences of all of the studied basic emotions, that is: Happiness,
Sadness, Anger and Fear; but doesn’t contain sets labeled as
Neutral. For the purpose of this work, for each selected set,
the first picture of the sequence is taken as a Neutral sample
and the last picture of the sequence is taken as a sample of
the sequence’s target emotion. To avoid one emotion being
predominant over the others in the training set, which could
degrade the quality of the training process, the limit of samples
for each target emotion is set to be the number of samples
available for the scarcer target emotion. After the features are
extracted from the chosen sets, 129 samples are generated by
this process.

The MMI Facial Expression Database comprises of over
2900 videos and images of 75 posers. Only part of these videos
are labeled as samples of basic emotion, so just a subset of the
database is effectively utilized in this work. The selected videos
show humans acting a full emotional cycle of a particular target
emotion, that is, all of the three phases of the emotional display
are represented: onset, apex and offset. All of the selected
videos start with a Neutral face expression, which progresses
to a target emotion expression and then regresses back to the
Neutral display.

Similarly to the CK+ Database, the MMI Facial Expression
Database contains, but is not limited to, videos of all of the
studied basic emotions, but doesn’t contain samples of Neutral
displays. Since the videos aren’t labeled at a frame-level and
considering there is no preliminary indication of which of the
frames represent the emotion’s apex, one must first manually
annotate the frames’ target emotions before they can extract
the features from them.

That said, all of the 74 videos chosen from this database
were annotated in the following manner: the authors would
watch the videos and pinpoint four instants of interest. The
first instant (referred to as t1 from here forth) represents the
start of the emotional onset in the video; the second instant
(t2) represents the emotional onset’s ending and the beginning
of the apex; the third instant (t3) represents the apex’s ending
and the beginning of the emotional offset; finally, the fourth
instant (t4) represents the emotional offset’s ending.

With these instants annotated, a frame-level categorization
of the videos is created: the frames before t1 and after

t4 (inclusive) are classified as Neutral samples; the frames
between t2 and t3 (inclusive) are classified as that video’s
target emotion samples; finally, the frames between t1 and t2
and t3 and t4 are classified partially as Neutral samples and
partially as that video’s target emotion samples.

However, not all of the generated samples were used to
train the classifier. The first and the last frames of each video
were chosen to compose the Neutral set of the database;
also, windows of size n = 10frames were built around the
center of the apex region (that is, around the middle frame
between t2 and t3) in each video, and all of the frames within
these windows were taken as samples of that video’s target
emotion. The value of n was chosen empirically, and aimed to
stablish a balance between the quantity of Neutral samples and
the quantity of the other four emotions’ samples. Also, care
was taken so the created windows would never exceed their
boundaries, that is, a window would never start at an instant
before t2 nor would it end after t3.

After the features are extracted from the chosen pictures,
809 samples are generated by the described process.

It’s worth saying both of the adopted databases contain
videos and images of faces in profile and in other non-frontal
orientations. However, different head orientations may cause
the selected features to vary considerably for samples of
the same target emotion. This could hamper the classifier’s
learning process and, for that reason, only videos and images
containing emotional displays in frontal-oriented faces are used
to train the classifier.

Finally, one should take note that all the sample images
contained in these databases were acted, and not naturally
elicited.

D. Instantaneous Facial Emotion Recognizer

The instantaneous facial emotion recognizer is a machine
learning algorithm trained over the training set extracted
through the previously described procedure.

The Random Forest learning algorithm is adopted in this
work, as it was shown to have good accuracy on the work
of Loconsole [28] when compared to other algorithms. The
learner’s accuracy and other statistics of interest are presented
further in Section IV

The information fed into the dynamic classifier, however, is
not simply the category output by the instantaneous classifier
for a given sample, but rather, a measure of confidence that
the classifier has for that sample to belong to each of the
considered classes. The confidence measure used was the
normalization of the number of votes each class received by
the weak learners. Suppose, as an example, that a particular
sample is classified by a random forest containing 100 random
trees, and that 70 trees vote for the sample to belong to
the Happiness class and the rest of the trees vote for it
to belong to the Neutral class; in that case, the confidence
measure for the sample to belong to the Happiness class
would be 70%, the confidence measure for the sample to
belong to the Neutral class would be 30% and the confidence
measure for the sample to belong to the other classes would
be 0. So, given a sample S1, the output of the instantaneous
classifier that is fed into the dynamic model is a vector
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of the form V1 = (Pr1n, P r1h, P r1s, P r1a, P r1f ), where
Pr1n, P r1h, P r1s, P r1a and Pr1f are the confidence levels
for S1 to belong to the Neutral, Happiness, Sadness, Anger
and Fear categories, respectively.

E. Kalman Filter

After the instaneous facial emotion classifier is properly
trained, its outputs can be fed into the dynamic classifier,
which will output the model’s final prediction for the samples.
However, aiming to eliminate high frequency noises, these
outputs are firstly processed by a Kalman filter before they
are inserted into the dynamic model. This section describes
this filter and highlights the advantages of its usage.

As a natural consequence of the use of video frames to
analyze the facial features of a person, different sources of
noise can affect the classification algorithm.

It is assumed that the emotions are represented by the data
initially fed in the training phase, which are gathered under
controlled conditions; thus, effects such as face deformation
resulting from speech, light source variations and unexpected
face motions should be minimized. Furthermore, the objective
of the model is to enhance the presentation of the slow and
continuous emotions in spite of the instantaneous ones, sp a
low pass filter should be used.

Kalman filtering is the solution proposed to this model,
being a filter that has a good performance on linear systems
with zero mean Gaussian noise on both the model and in the
process of data acquisition. The empirical evidence presented
in [9] supports this choice.

Being xs the state variable of a linear system and y, the
output of the filter for a single emotion, the filtered signal
related to one of the emotions being analyzed, 6 and 7 describe
the Kalman filter.

ẋs = xs (6)

Ḟa = y =
Kxs
τ

(7)

In the above equations, K is the filter’s gain and τ is the
time constant. There are two steps for the filtering, the first
being the prediction step and the second the update step. The
update is only run when new information from the sensors –
in this case the output of the instantaneous emotion analyzer
– is available. If the delay between data acquisitions is higher
than the delay between filter steps calculations there will be
some steps in which only the prediction steps will be run.

The prediction step is described by 8 and 9, where xs,t
is the current state xs,t−1 is the previous state, w is the noise
covariance, p the covariance of the state variable on the t state.
Note that the update step always assumes that the state variable
has not changed, only the covariance of the system.

xs,t = xs,t−1 (8)

p = p+ w/τ2 (9)

The update step is described by equations 10, 11 and 12,
where m is the residual covariance, v is the covariance of
the observation noise and rt and yt are the filter input and
output at instant t. This input corresponds to the output of the
instantaneous emotion classifier. The state variable now has
its value updated and, consequently, the output of the Kalman
filter has its value proportionally changed.

m =

pK

τ

p

(
K

τ

)2

+ v

(10)

xs,t = xs,t +m(rt − yt) (11)

p = (1− mk

τ
)p (12)

Note that these equations describe the filtering process for
a single class (that is, the filtering of outputs of a particular
emotion). The full model is represented by applying these
equations for each emotion separately.

However, neither w nor v are known, and have to be
estimated by an optimization algorithm, which is described
in Section III-G.

F. Dynamic Model

After the instantaneous output is filtered, it is ready to be
fed into the dynamic model.

The dynamic model proposed here does not aim to describe
rapid emotional variations a person may be subject to, but
rather, it tries to describe more lasting emotional states. Sup-
pose, for illustration purposes, that a man is talking to a dear
friend of him that he has not seen for a while. One may expect
the overall conversation to elicit a pleasant emotion. However,
during this conversarion, he happens to see a person throwing
trash in the street; it infuriates him for a while, but he rapidly
get back to talking to his friend and forgets the sight that
angered him. If pictures of his face were fed into the proposed
model during this entire event, one should expect the model to
detect the overall pleasant emotion of the conversation (that is,
if it was pleasant enough so that his facial expression indicated
so); however, his temporary enragement should not modify the
output of the model.

The dynamic model is based on the work of [9], and utilizes
the concept of Dynamic Emotional Surfaces (DESs).

As name indicates, DESs are surfaces that aim to describe
the dynamics of transitions between different emotional states.
In this work, a planar surface is adopted, and it is partitioned in
four quadrants, one for each of the considered basic emotions:
Happiness, Sadness, Anger and Surprise. Centered in the
intersection of the four areas, there is the Neutral area, which
represents the absence of emotions. Figure 4 illustrates the
model’s DES.

Located on the +45◦ and −45◦ diagonals of this plane,
there are four Emotional Attractors (EAs), one for each of
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Fig. 4: A representation of the planar DES used in this work.

the considered non-Neutral emotions, and each located in
its corresponding quadrant. Refer to Figure 4. The Hap-
piness, Fear, Sadness and Anger attractors are located on
the points PAHappiness, PAFear, PASadness and PAAnger,
respectively, and the Neutral attractor is located on the point
PANeutral.

Let to slide upon the plane, there are Emotional Particles
(EPs), one for each analyzed subject. The location of a particle
in a given instant indicates the model’s output emotion for that
instant, according to the equation below, where P = (Px, Py)
is an EP’s position and f(P ) is the model’s output in the
considered instant.

f(P ) =


Happiness, if Px > Knr and Py > Knr

Sadness, if Px < −Knr and Py < −Knr

Anger, if Px < −Knr and Py > Knr

Fear, if Px > Knr and Py < −Knr

(13)

In the equation 13, Knr is a constant that determines the
width and height of the Neutral area.

The EAs are responsible for pulling EPs towards them. The
stronger the confidence level the Kalman filter outputs for a
given emotion, the stronger the pull velocity for that emotion’s
attractor will be. If at the instant t Kalman filter outputs a
confidence level of PrE(t) for emotion E, then E’s attractor
velocity, V AE(t), is given by Equation 14.

V AE(t) = KavmPrE(t) (14)

The parameter Kavm is the attractors velocity modulator
parameter, which value, like the Kalman filter parameters w
and v, is also found via an optimization algorithm.

The dynamics for EPs are described by equations 15 and
16, where P (t) and V (t) are particles’ position and velocity,
PrE(t) is the confidence measure for emotion E and V AE(t)
is the attractor’s E pull velocity, all at instant t.

P (t) = P (t− 1) + V (t) (15)

V (t) =


V ANeutral, if max(PrE(t)) = PrNeutral(t)∑
E=e

V AE , if not

(16)

where e is the subset {Happiness, Sadness, Anger,
Fear}. Also, the position of the particle is never let to exceed
the rectangle delimited by the four non-Neutral EAs.

The noise smoothing introduced by the Kalman filter and
the intrinsic inertia presented by the proposed model make so
that natural facial noises - like the mouth movements caused by
laughter or speech - should have its influence on the predictions
diminished, when in comparison to the instantaneous classifier.

G. Parameters Optimization

As the previous sections explained, some of the model
parameters can not be known a priori, and are better defined
via an optimization process. These parameters are: Kalman
filter’s noise covariance (w), Kalman filter’s covariance of the
observation noise(v) and DES’s attractors velocity modulator
(Kavm).

The optimization process here adopted is based on the
simulated annealing algorithm, and can be described by the
pseudo-code presented below.

In the above pseudo-code, T0, Troom and Tcurr are the
initial, room and current temperatures of the optimizer, in
that order; pcurr, pla and psol are the current iteration’s
parameters, the last accepted solution’s parameters and the
final solution parameters, respectivelty; e0, ecurr, ela and esol
are the initial energy, the current iteration’s energy, the last
accepted solution’s energy and the final solution’s energy, in
that order; dr is the temperature decay rate and Pracc is the
probability that a solution will be accepted by the algorithm.

Note that an iteration’s energy, ecurr is obtained by the
function calculateEnergy(pcurr, dataset), which considers
both the current value of the parameters being optimized and a
dataset chosen for the optimization. The MMI Facial Emotion
Database’s previously selected 74 videos were used to extract
the energy measure; however, this time they were considered
in their full-length. The adopted energy measure is the number
of frames the model misclassified in the iteration.

A proposed solution is always accepted if it causes the
system’s energy to decrease in comparison to the last accepted
solution’s energy. However, even if a solution causes the
energy to increase, it has a chance of being accepted that is
proportional to the iteration’s current temperature and inversely
proportional to the energy increase it causes. This measure
helps the optimizer to avoid getting stuck in local minima.

If a solution is accepted, its parameters and energy are
stored to serve as comparison data for the next iteration.
However, a solution is only stored as a final solution if its
energy is smaller than the last accepted final solution.
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// Initializations:
T0 = 200◦C;
Troom = 20◦C;
Tcurr = T0;
pcurr = randomizeParameters();
pla = pcurr;
psol = pc;
e0 = +∞;
ecurr = e0;
ela = e0;
esol = e0;
dr = 0.99995;
// Iterations:
while (Tcurr > Troom) do

ec = calculateEnergy(pcurr, dataset);
if (ecurr < ela) then

Pracc = 1;
else

Pracc = e(ela−ecurr)/Tcurr ;
end
if (Rnd(0, 1) > Pracc) then

pla = pcurr;
ela = ecurr;
if (ela > esol) then

psol = pla;
esol = ela;

else
pcurr = pla;

end
end
pcurr = moveAround(Tcurr);
Tcurr = Tcurr × dr;

end

At the end of every iteration, the parameters are varied
through the function moveAround(Tcurr), which takes into
consideration the iteration’s temperature - the higher the tem-
perature, the more the parameters are allowed to variate -, and
the optimizer temperature is made to decay by a constant rate
dr.

IV. TESTS AND RESULTS

This section presents the results of the tests realized on the
model. These tests are presented separately for the instanta-
neous facial emotion classifier, for the parameters optimization
algorithm and for the dynamic facial emotion classifier.

A. Tests on the Instantaneous Facial Emotion Classifier

Tests were made to measure the quality of the instantaneous
classifier. Since a poorly trained classifier may compromise the
overall performance of the model, the quality of its outputs
should be analyzed with caution.

The random forest learning algorithm discards the need for
procedures like cross-validation, bootstrap or separate test sets
for estimating the classifier’s accuracy. During the training of
each of the weak learners (that is, of each tree of the forest),
an out-of-bag set (or ”oob set”, containing roughly 1/3 of the
complete training set) is created for that learner. The oob set
is used to validate the accuracy of that particular tree. After

all the trees have finished training, the following procedure is
used to calculate an estimation of the accuracy of the learner
for samples stranger to the training set:

1) Each sample contained in the complete training set is
considered separately;

2) All trees that contain a particular sample in their oob sets
are used to classify that sample, and a vote counting is
used to decide to what class it belongs to. The procedure
is repeated for all samples of the complete training set;

3) The random forest’s accuracy is given by the number of
samples of the set classified correctly divided by the num-
ber of samples classified incorrectly by that process.. . .

Through the described procedure, an accuracy estimate of
approximately 90% was obtained.

The analysis of the learner’s confusion matrix allows one
to observe how its predictions are distributed amongst the
different classes. Table II presents the confusion matrix for
the trained random forest.
Table II: The confusion matrix for the trained random forest

Neutral Anger Fear Happiness Sadness
Neu. 201 5 4 8 20
Ang. 0 168 1 0 5
Fea. 0 0 168 0 1
Hap. 0 0 2 189 0
Sad. 0 1 0 0 113

One can notice that the Neutral class is the one with more
misclassified samples, even if considering relative numbers.
Also, more than half of the misclassified Neutral samples
are categorized as Sadness samples, which suggests that the
boundaries between these two classes is the less obvious for
the classifier, at least on the considered dataset.

B. Tests on the Parameters Optimization Algorithm
Tests were made with values of Knr (which determines the
height and width of the neutral area of the plane) varying
from 1 to 5, with unitary increments. Also, for all the tests,
the attractors were positioned on the points PAHappiness =
(10, 10), PAFear = (10,−10), PASadness = (−10,−10),
PAAnger = (−10, 10) and PANeutral = (0, 0). Figure 5
shows the model’s accuracy history for the best optimization
achieved - that is, for the optimization that reached the lowest
energy on the used dataset.

Fig. 5: The accuracy curve for the best optimization case.
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It is possible to see an overall increase of the optimization
accuracy as the iterations progress; also, the accuracy curve
seems to converge to a value of about 72% by the end of the
process. The accuracy achieved with the instantaneous model
for the same dataset is of 64%. This fact suggests that the use
of the dynamic model was beneficial even for a dataset with
videos that do not contain too many facial noises caused by
factors like laughter or speech.
The best accuracy was reached for a value 1 of Knr.

C. Tests on the Dynamic Facial Emotion Classifier
To test the developed dynamic classifier, a test was run on the
video ”S43 an 2” of the eNTERFACE’05 Database [32], the
same analyzed in the work of [9].
This video depicts the face of an angered person as she
irritatedly proclaims a certain sentence. The presence of facial
noises in the video is relevant for the experiment, as it allows
for the analysis of how well the dynamic model is able to deal
with such noises. Also, this is the first experiment that utilizes
a video entirely stranger to the datasets used for training the
instantaneous classifier and for the optimization process.
Because the video ”S43 an 2” is simply classified as an Anger
video, and since there is no information about whether any
other emotional displays are considered to be present in it, all
of its frames were considered as Anger samples and fed into
the model.
Figures 6 and 7 present the dynamic model output and the
instantaneous classifier output for each frame of the video, re-
spectively. The accuracy achieved with the dynamic model was
of 89%, while the accuracy achieved with the instantaneous
classifier was of 64%. This result suggests that the dynamic
model successfuly dealt with a considerable portion of the
facial noises presented in the video. Note that not only the
dynamic model achieved a higher accuracy on the video, but
its outputs seem to be more reliable. With exception of the last
frame, all frames in the video were classified as Anger or Neu-
tral frames by the dynamic model, and there are less variations
between different emotional states; the classifications attributed
by the instantaneous model, however, flicker more rapidly and
between a larger number of emotional states. One could argue
that the result achieved by the dynamic model is more useful
than the one achieved by the instantaneous classifier if it was
to be used to control an automated system like a social robot
- maybe the social robot would not be able to react as well to
a flickering input as it would react to a more stable one.

Fig. 6: The output of the continuous model for the video
”S43 an 2”.

Finally, Figure 8 presents the trajectory on which the EP
traveled throughout the video. Note that the particle rapidly

Fig. 7: The output of the instantaneous classifier for the video
”S43 an 2”.

progresses to the Anger area, where it remains until the latter
parts of the video, regressing back to the neutral area and then
to the Fear area by the end of the video. The transition to the
Fear area is probably due to the considerably large number
of Fear predictions outputted by the instantaneous classifier in
the latter parts of the video.

Fig. 8: Motion of the EP throughout the video ”S43 an 2”.

V. CONCLUSIONS
In the present work, an innovative dynamic emotion recog-
nition model was presented. This model comprises of the
conjugation of a machine learning algorithm, a Kalman filter
and an original dynamic model that aims to describe durable
emotional states and to minimize facial noises like deforma-
tions caused by laughter and speech. A simulated annealing
algorithm was utilized to optimize the model’s parameters.
The model has shown good performance when compared to the
instantaneous emotion classifier trained in the present work:
while the former achieved an accuracy rate of 72% over the
chosen dataset, the latter presented an accuracy rate of just
64%, on the same dataset.
When tests on a sample stranger to the datasets utilized to
train the instantaneous classifier and to optimize the model’s
parameters, the dynamic model once again outmatched the
instantaneous model: not only it achieved a higher accuracy
rate (89% against 64%), but it also provided a much more
stable output.
As target objectives for future works, the following tasks are
proposed:

1) Execute more tests on the dynamic model, in order to
better analyze its accuracy and the way it describes the
progression of emotional expressions in faces;
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2) Utilize larger datasets to train the instantaneous model
and to optimize the dynamic model;

3) Utilize datasets that contain faces deformed by natural
facial noises, like laugther or speech, for the training and
optimization of the model;

4) Study possible changes the proposed planar DES may
need to better describe the way emotions manifest them-
selves in human faces;

5) Increase the number of considered emotions and study
how the DES should be changed to accommodate this
change.
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