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Abstract—The majority of Tifinagh OCR presented in the 

literature does not exceed the scope of simulation software such 

as Matlab. In this work, the objective is to compare the 

classification data mining tool for Tifinagh character recognition. 

This comparison is performed in a working environment using 

an Oracle database and Oracle Data Mining tools (ODM) to 

determine the algorithms that gives the best Recognition rates 
(rate / time). 
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I. INTRODUCTION 

The Optical Character Recognition (OCR) is a rapidly 
expanding field in several areas where the text is the working 
basis. In general, a character recognition system consists of 
several phases [1, 2, 3, 4, 8]. The extraction is a phase that 
focuses on the release of attributes from an image. In this 
article, the geodesic descriptors and Zernike moments are two 
approaches used to calculate the parameters. The effectiveness 
of the system is based on the results given by the classification 
phase using data mining tools, which is the purpose of this 
document.  

The rest of the paper is organized as follows. The Section 2 
discusses the first primordial task of any recognition system. 
It’s the features extraction problems in addition to a brief 
formulation for geodesic descriptors and Zernike moments as 
features extraction methods. The Section 3 is reserved for the 
second important task which is the classification problems 
using some classifiers based on several algorithms like ANFIS, 
ANN, SVM, CART, KNN and AdaBoost. Finally, the Section 
4 presents the experimental results for the recognition system. 

II. FEATURES EXTRACTION 

Tifinagh is the set of alphabets used by the Amazigh 
population. The Royal Institute of Amazigh Culture (IRCAM) 
has normalized the Tifinagh alphabet of thirty-three characters 
as shown in Fig. 1. 

 

 

Fig. 1. Tifinagh characters – IRCAM. 

The Tifinagh alphabet has several characters that can be 
obtained from others by a simple rotation, which makes 
invariant descriptors commonly used less effective. For this 
reason, we used a combination of Geodesic descriptors [5] and 
Zernike moments [6]. 

A. Geodesic descriptors 

A geodesic descriptor is the shortest path between two 
points along the spatial deformation of the surface. In the case 
of binary images; we used a Shumfer simplification which 
comprises those operations: 

 Calculate the number of pixels traveled between the two 
points; 

 Penalize the transition between horizontal and vertical pixels 
by 1 and moving diagonally by 1.5; 

 Choose the optimal path. 

We consider the preliminary processing that consists of two 
standard processes: (i) the noise elimination and (ii) the 
extremities detection (Fig. 2). 

1) Extremities detection 
In order to identify the extremities, we use an algorithm 

that runs through the character contour and detects the nearest 
points to the corners of the image. 
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Fig. 2. Example of the extremities of three Tifinagh characters. 

2) Geodesic descriptors calculation 
We called "geodesic descriptors" the distances between the 

four detected extremities of the character divided by their 
Euclidean distances. We set: 

 DlM(xy): Geodesic distance between x and y; 

 dxy: Euclidean distance between x and y; 

 a, b, c and d: Detected extremities of each character. 

And, we call: 

 1st metric descriptor:   baM dbaDlD 1
 

 2nd metric descriptor:   caM dcaDlD 2
 

 3rd metric descriptor:   daM ddaDlD 3
 

 4th metric descriptor:   cbM dcbDlD 4
 

 5th metric descriptor:   dbM ddbDlD 5
 

 6th metric descriptor:   dcM ddcDlD 6
 

To ensure resistance to scale change of the proposed 
descriptors, we divided each geodesic path by the 
corresponding Euclidean distances. 

 

Fig. 3. Example of Geodesic descriptors calculation. 

B. Zernike moments 

The Zernike moments are a series of calculations that 
converts an image into vectors with real components 
representing moments Aij. 

By definition, the geometrical moments of a function f(x, y) 
is the projection of this function on the space of polynomials 
generated by xp yq where (p, q)N2. Zernike   introduced a set 
of complex polynomials which form an orthonormal basis 

inside the unit circle as x2 + y2   1. The form of such 
polynomials is [7]: 

     )exp().(,,*  jmRVyxV nmnmnm   

Where: 

n: a positive or null integer; 

m: an integer such that | m |   n ; 

r: length of the vector from the origin to the pixel (x, y); 

θ: angle between the vector x and p; 

Rnm: radial polynomial. 

V * (x, y): complex polynomial projection of f (x, y) on the 
space of complex polynomials. 

Such polynomials are orthogonal since: 

    10),(.,*
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The geometrical Zernike moments are the projection of the 
function f (x, y) describing an image on a space of orthogonal 
polynomials generated by: 

 dxdyVyxf
n
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For identification of the image, the Zernike moments 
modules are used: 

 )(Im)(Re 22

nmnmnm AAA   

III. CLASSIFICATION 

The choice of the classifier is primordial. It is the decision 
element in a pattern recognition system. In this context, we 
compared the performance of six Data Mining algorithms. 

A. CART Algorithm  

CART (Classification And Regression Tree) builds a 
strictly binary decision tree with exactly two branches for each 
decision node. The algorithm partitions or divides recursively 
the training set using the principle of "divide and conquer" [9]. 

B. KNN (k-nearest neighbor) 

The k-nearest neighbors algorithm (kNN) [10] is a learning 
method based instances. To estimate the associated output with 
a new input x, the method of k nearest neighbors is taken into 
account (with the same way) the k training samples whose 
entrance is nearest to the new input x, according to distance 
measurement to be defined. 

C. SVM (Support Vector Machines) 

Support Vector Machines (SVM) [11] are a class of 
learning algorithms that can be applied to any problem that 

(a)   (b) 

(d)        (c) 
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involves a phenomenon f that produces output y=f(x) from a 
set of input x and wherein the goal is to find f from the 
observation of a number of couples input/output. The problem 
is to find a boundary decision that separates the space into two 
regions, to find the hyper-plane that classifies the data 
correctly. This hyper-plane must be as far as possible of all the 
examples in order to maximize the margin which is the 
distance from the nearest point of the hyper-plane. 

D. ADaBoost Algorithm 

AdaBoost [12] is a meta-algorithm to boost the 
performance of a classifier based on neural network. The 
algorithm combines weak assumptions made by a classifier 
trained on a small training subset which the distribution of 
elements is reinforced, iteration after iteration, so that learning 
can be focused on examples that pose the greatest difficulties 
to the trained classifier. 

E. ANFIS 

The ANFIS (Adaptive Network Fuzzy Inference System 
based) [13] where the adaptive network fuzzy inference system 
uses a hybrid learning algorithm to identify the parameters of 
the association function of the single output type systems 
Fuzzy Inference of Sugeno (FIS) [13]. A combination of the 
square and back-propagation gradient descent methods are 
used for the parameters of the training of the FIS and functions 
to model a given set of input / output data. The program 
ANFIS is available Matlab fuzzy toolbox. 

F. ANN (Artificial Neural Networks) 

Multi-layers Artificial Neural Networks (ANN) are 
typically built according to a normalized model that includes 3 
or 4 layers in total (i.e. 1 or 2 hidden layers). 

The method of changing weight is easy with the algorithm 
of Rosenblatt, but it involves some learning limitations [14]. In 
the case of multilayer perceptrons, since the desired output of 
hidden layers are not known, only those of the last layer are 
known, it is necessary to propagate the errors responsibility of 
the last layer to the first layer in the opposite direction of 
network execution, hence the name back-propagation. 
Multilayer neural perceptrons use the sigmoid activation 
function; it allows the necessary nuances for proper use of 
back-propagation. 

IV. RESULTS & DISCUSSIONS 

In this paper, the recognition approach of Tifinagh 
character is tested on the database [15], it is composed of 2175 
Tifinagh printed characters with different sizes and styles. 

The feature vector of each character is the combination of 
geodesic descriptors and the seven first Zernike moments. 
Also, the recognition rates and the execution time have been 
calculated for the used algorithms: ANFIS, ANN, SVM, 
CART, KNN and AdaBoost. 

The following table (Table 1) shows the obtained results for 
a test of 2000 isolated characters. 

TABLE I.   
OBTAINED RESULTS: RCOGNITION RATES AND EXECUTION TIME  

(PC WITH 2GHZ PROCESSOR AND 4GO OF RAM) 

 Zernike Geodesic 
Zernike + 

Geodesic 
Time (s) 

CART 41 62 68 4.9 

KNN 40 73 81 6.05 

ANFIS 63 68 77 23.7 

SVM 78 76 93 15 

ANN 79 73 94 21 

AdaBoost 73 67 93 16 

 

An overview in Table 1 shows that the combination of the 
two methods (geodesic descriptors and Zernike Moments) used 
together to calculate the character image parameters in the 
extraction phase increases the recognition rate. One might also 
note that the ANN present the best recognition rate, but with a 
large computation time. The SVM and AdaBoost algorithms 
show similar results, but with a less hard learning time. The 
CART algorithm has the best computation time, but with a 
lower recognition rate. 

 

 

Fig. 4. Comparison of recognition rates for the used algorithms: ANFIS, 

ANN, SVM, CART, KNN and AdaBoost. 

The Figure 4 and 5 gives respectively a comparison of 
recognition rates and execution time for the used algorithms 
that are ANFIS, ANN, SVM, CART, KNN and AdaBoost. 
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Fig. 5. Comparison of the execution time for the used algorithms: ANFIS, 

ANN, SVM, CART, KNN and AdaBoost. 

All the tests are performed using a database containing a set 
of 2000 images of isolated characters [15]. The proposed 
system has been implemented and tested on a core 2 Duo 
personnel computer with 2 Ghz processor and 4Go of RAM 
using Matlab software. 

V. CONCLUSION 

This work presented a Tifinagh character recognition 
system that uses Data mining tools (ANFIS, ANN, SVM, 
CART, KNN and AdaBoost) in the classification phase. Also 
the geodesic descriptors and Zernike moments are adopted to 
extract the attributes in the features extraction phases. It can be 
concluded that each one of the tested algorithms has 
advantages and disadvantages regarding to the recognition rate 
or execution time. In the future work, the performance of the 
combination of these classification Data mining algorithms will 
be studied. 
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