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Abstract—After conducting the historical review and establishing the state of the art, the authors of this paper focus on the incorporation of Project Based Learning (PBL), in an adaptive e-Learning environment, a novel and emerging perspective, which allows the application of what today constitutes one of the most effective strategies for the process of teaching learning. In PBL, each project is defined as a complex task or problem of reality, for which resolution, the student must develop research activities, planning, design, development, validation, testing, etc. For the proposal of the Hybrid Architecture of the e-Learning system model, the authors use artificial intelligence techniques, which make it possible to identify the Learning Styles (LS), with the purpose of automatically assigning the projects, according to the characteristics, interests, expectations and demands of the student, who will interact with an e-Learning environment, with a high capacity of adaptation to each individual. Finally, the conclusions and recommendations of the research work are established.
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I. INTRODUCTION

Over the last few years, important research has been carried out concerning teaching-learning environments, with the support of Information and Communication Technologies, such as: intelligent tutor systems, Pedagogical Agents, Trainer Tutors and, mainly, environments with multiple functionalities and, in some cases, oriented to operate using the emerging resources of the Internet, such as e-Learning, m-Learning and u-Learning systems, among others, and more recently the Massive Open Online Courses (MOOC) that are gaining popularity very quickly, attracting a large number of users and expanding the market for this type of technological solutions. Special attention is given to adaptive e-learning systems for this research.

The development of these environments was based on the use of Artificial Intelligence techniques, such as: Intelligent Agents, Back Propagation Neural Networks, Fuzzy Logic and Case Base Reasoning (CBR); ability to handle large amounts of data (Big Data); as well as diverse techniques and teaching-learning approaches, such as Project Based Learning (PBL), which focuses on the realization of a project that seeks to integrate theory, practice and cooperative work; developing critical and creative thinking, and promoting active learning; being the approach considered by the authors. According to [1], the PBL approach: “is opposed to the behaviorist pedagogy which is based on a unilateral and passive transmission of the knowledge from the teacher to the student”.

However, the most commercially used Learning Management Systems (LMS) do not natively support the PBL approach or content personalization based on Learning Styles (LS), and even fewer developments have addressed the combination of both approaches, as proposed in this paper. For the development of this proposal, several Artificial Intelligence techniques were incorporated, which have made it possible to propose an original and singular Multi-Agent Architecture, as well as a Neural Network for the online identification of LS, through the analysis of user’s interactions with the system, and a CBR module for the assignment of course projects to be developed by the students.

The rest of the paper is organized as follows. Section II presents a literature review of the state of the art and related works; Section III, describes the model system development, including the architecture proposal and a brief description of the main components, a module for automatic online recognition of LS, and a module for course project selection and assignment; Section IV, shows the results obtained in the tests carried out and the analysis of these; and finally, Section V presents the conclusions and future recommendations established in the work.

II. LITERATURE REVIEW

In this section, the authors conduct a historical review, identifying the state of the art and exploring the theoretical foundation of the research project.

A. Project Based Collaborative Learning

According to [2], PBL is a collaborative learning methodology for stimulating critical thinking, autonomy and creativity on students. One of the main advantages of this method is that it “produces the skills and strengthens the cognitive attributes that are necessary for one to succeed in the twenty-first century” [3], and it’s considered as one of the most effective methods for developing employability skills [4], students’ attitudes toward sustainability, such as severity, susceptibility, self-efficacy, response-efficacy [5], and others complex sustainability issues [6].

This approach has been adopted by many U.S. organizations as part of a government campaign to increase the rigor and relevance of STEM education [7], which was declared as a national priority for maintaining economic stability and innovation capacity. According to [7], PBL is engaging, rigorous, teacher-facilitated, student-centered, standards-based, and relevant. In [8], 46 comparisons were analyzed, based on 30 eligible journal articles published from 1998 to 2017, which
together represents 12,585 students from 189 schools in 9 countries, and the results obtained showed that the overall mean weighted effect size \(d_+\) was 0.71, indicating that project-based learning has a medium to large positive effect on students’ academic achievement in relation to the traditional instruction.

In [9], the concept of Learning Progressions is related to the PBL approach, as a way of measuring and analyze the effectiveness of this approach, by defining nodes of learning, giving rise to the concept of PBL Learning Progressing, and concluding that “there are numerous teaching and learning benefits from both learning progressions and project-based learning” and that the evidence found in the study suggests that “learning progressions occur through project-based learning paradigms”.

According to [10], collaborative learning approaches, such as PBL, transfers the responsibility for learning to the student, who becomes a researcher, encourages active and responsible participation, and can generate many positive impacts in the process [11]; however, for [10] the achievement of the objectives also requires strategies designed according to the LS of the students, and should be both group goals and individual goals for ensure that each group member has learnt something new.

While collaborative learning can be of great value to the student, the implementation of technological environments that support such a paradigm can be a great challenge, where recent studies suggest that wikis and forums are the most promising tools in this area [12]. In [13], a comparison between the use of wikis and forums is shown, revealing that these activities involve different processes: “processes such as inferencing, evaluating, organizing and supporting characterized forum discussions while wikis induced mainly processes of producing and developing”, so the use of the tools should be oriented towards the purpose to be achieved.

The collaborative learning approach can be used with various technologies, such as: virtual worlds and blended reality environments [14], augmented-reality learning environments [15], [16], mobile devices and interactive digital media [17],[18], collaborative and competitive game-based learning [19], social networks and networks analytics [20], cloud-based technologies, big data and massive open online courses, among others.

B. Learning Styles

According to [21], the implementation of any Learning Management System (LMS) presents two major challenges, one of which is the identification of each student’s preferred learning style (LS), and the personalization of contents and learning materials based on those preferences. For [21], the LS are directly related to online participation, academic achievement and course satisfaction.

Recent studies on the importance and effectiveness of LS show that “adaptive e-learning environments based on specific LSs are not only more productive, but also create higher student satisfaction levels, decrease learning times, and increase students’ academic achievement” [22] [23], while on the other hand: “students with a strong preference for a specific LS have difficulty learning when it is not supported by the teaching environment”[22].

According to [24], there is a relationship between the use of some collaborative tools and LS, so it is possible to say that considering LS could not only improve the personalization of content, but also could improve the design of collaborative learning strategies [11]. The LS also have some relation with the personality of the students [23], this being another aspect to consider for the design of the architecture.

The identification of learning styles has been approached in different ways, among which the following stand out: using behavioral features and twin support vector machine [25], social learning analytics [26], SVM and PCA based learning feature classification [27], dynamic modeling of student profiles, learning patterns and feature extraction [22], fuzzy C means [28], machine learning approaches and learning analytics [29], among others.

The main application of the LS can be summarized in the personalization and adaptation of learning contents, resulting in the adaptive LMS approach used in various work [30], [31], [32]. For example, [30] presents a cloud oriented LMS model, with autonomous task grading and task assignment, based on intelligent context-aware implemented with fuzzy logic techniques, using the concept of TMA (Tutor Marked Assignments), with the aim of achieving a high degree of personalization of content, in an environment centered on the user experience, focused from the pedagogical experience of the tutors.

C. Intelligent Agents

The use of intelligent agents is closely related to the implementation of adaptive systems and virtual assistants, for example, [33] implemented an Adaptive Intelligent Tutoring System, which includes three main models: the domain model, the student model and the pedagogical model, considering the concept of LS as part of the student model, as well as an interface model, responsible for customizing and adapting content, based on the information provided by the other models. This technology has also been widely used in recommendation systems, either based on concepts such as LS [34], [35] or in combination with other techniques.

Multi-agent systems have also been applied to other more complex tasks, such as the analysis of emotions during the learning process [36], where three emotional measurement methods (automatic facial expression recognition, self-report, electrodental activity) and their agreement regarding learners’ emotions are used; or an approach to the never-ending learning paradigm within the machine learning field [37], which is based on the premise that humans are better learners because they “learn many different types of knowledge from diverse experiences over many years, and become better learners over time”, and uses intelligent agents to try to replicate that human behavior.

Intelligent agents have also been used for the identification of learning styles, through Conversational Intelligent Tutoring Systems, in combination with fuzzy decision trees [38]; the construction of fuzzy predictive models that use behavioral variables obtained from expressions in natural language, or
in combination with ontologies [39], to realize adaptive personalization according to the learner’s changing behavior and validate its integration with the semantic web environment; and even as a tool to analyse the relationship between personality and emotions within learning contexts [40], through interactions with pedagogical agents (agent-directed emotions), to predict the emotions that could generate certain contents and adapt them for each user, making the learning experience more agreeable and pleasant.

D. Back Propagation Neural Network

According to [41], neural networks are the most widely used data mining tool for classification and clustering tasks, whose main objective is to build machines that can mimic brain processes and the ability to learn, and within this approach the Back Propagation algorithm is one of the most popular, due to its simplicity and generalization ability. Author in [42] reviews some recent theories on how neural circuits in the brain might approximate the back propagation algorithm used by artificial neural networks, including experimental evidence on neural connectivity, responses, and plasticity.

The power of Back Propagation neural networks has made them be used in several fields, such as prediction of time series [43], prediction of the concentration and behavior of Air pollutants considering the meteorological conditions [44], information security through anomaly network intrusion detection [45], Molecular Classification of Breast and Prostate Cancers [46], among others.

E. Case Based Reasoning (CBR) and Recommendation Systems (RS)

For [47], CBR is a process in which specific experiences are retrieved, reused, revised, and retained for use in problem solving and/or interpreting the state of the world. CBR has been described, alternately, as a cognitive theory of human problem solving, a paradigm for conducting AI research, and as a knowledge engineering methodology for deploying practical systems. One of the highest impacts of CBR applications areas is recommender systems. In addition to their practical challenges, according to [48] they provide a rich vein of research challenges, especially related to determining product similarity.

The selection and assignment of projects can be seen, in a general way, as the application of the systems recommendation approach, which has been applied in various areas of real-world knowledge and applications. In the state of the art, this approach has been approached mainly through two techniques of Artificial Intelligence: Expert Systems and CBR, the latter being the technique that will be used in this work. For example, in [49], CBR is used for the selection and recommendation of pedagogical strategies, from an initial set of strategies stored in the student’s model, considering the particular characteristics of each individual, such as personality profiles, multiple emotions and intelligences, and cognitive processes of the students, within virtual learning systems [49]; while in [50], the assumption is considered that “learners struggle to identify and retrieve the optimal case to solve a new problem”, and proposes a CBR-based recommendation system to “support the decision-making process about which case is most relevant to solve new problems”.

The potential of CBR means that it can be applied to large-scale systems, such as [51], where it is used in the implementation of Massive Open Online Courses (MOOCs) platforms, with the aim of finding the best online learning resources, from different providers, filtering requests based on user profiles, using Crawler’s specialised in information retrieval, based on Levenshtein’s distance, in combination with RBC, where case adaptation uses operations such as: transformational adaptation (including substitutional and structural adaptation), and generative adaptation; and [52], where it is applied to the implementation of an intelligent tutorial system with Big Data and Internet of Things (IoT) management, with the ability to customize the contents and select the most appropriate learning resources for each student, according to their user profile, in real time.

RBC has also been applied in content personalization by [53], where the tool is capable of automatically producing and generating a model curriculum based on e-Learning standards, in a large number of real scenarios, naming this approach as Case-Based Planning adaptation process, which “reduces the differences between the original and the new route, thus enhancing the learning process” [53]; the same approach has been used by [52], where learning materials are also classified from the most recommendable to the least suitable for each specific user, according to their preferences, allowing to present different alternatives or learning routes, which allow to improve the efficiency and effectiveness of the teaching/learning process.

Other applications of interest of the RBC are: Ontology-Based Learner Categorization through Case Based Reasoning and Fuzzy Logic, which: “exploits the machine learning based techniques for learner categorization taking into account the cognitive and inclinatory attributes of learners at finer level of granularity” [54]; A novel method of case representation and retrieval in CBR for e-learning, where Artificial Neural Networks (ANN) is combined with Data mining (DM) and CBR, to adapt the contents of the course and the levels of difficulty to the specific characteristics of each student [27]; an artificial intelligence case based approach to motivational students assessment in e-learning environments, where RBC is combined with Knowledge Representation techniques, to evaluate “the different dimensions on student’s motivational assessment in e-learning environments” [55], integrating knowledge-based reasoning and collaborative filtering into e-learning material recommendation system [56], etc.

However, according to [56], recommendation-based approaches also present some problems such as data preprocess, feature extraction, and clustering, proposing the combination of knowledge-based reasoning and collaborative filtering algorithms, to obtain a complex hybrid recommendation system, capable of offering better predictions and more precise recommendations of learning materials, comparing it with techniques such as rule-based reasoning (RBR), CBR and Matrix Factorization (MF).

This work proposes a project assignment module, which is based on the results of the identification of learning styles, carried out by the Fuzzy Neuro subsystem detailed in [57], assigns projects in a personalized way, considering the learning objects that best contribute to the objectives proposed within the framework of the Adaptive e-Learning system strategies.
F. Fuzzy Logic

Fuzzy logic can be seen as a “formalization mode of imprecise reasoning that represents certain human capacities to make approximate inferences and judgements within conditions of uncertainty” [58]. According to [59], determining the learning style most adequate to the individual capacities of the student is very important for quick, easy, and effective learning. However, the quantification of said capacities and the rules to follow in order to determine the most convenient learning style are of an imprecise nature, for which any approach one wishes to follow should incorporate fuzzy-logic techniques.

In [60], the study part from the premise from which it is possible to define much more practical mechanisms adjusted to the real educative action for the detection of learning styles, utilizing techniques associated with fuzzy logic. The proposed approach is based on the concept of learning pathways to establish the type of preference that the learners possess with respect to how they perceive and process information [60], where the inputs are defined by fuzzy combinations.

III. Model System Development

Next, we will describe the different elements that were developed, as well as the procedural steps that were followed in order to build the adaptative e-learning-model system.

A. Multiagent System Model Architecture Proposal

Technology of Intelligent Agents Systems was used as the basis for the implementation of the virtual learning platform, and the main advantages are:

- They allow to model an individual profile of each student, facilitating tasks like the search of information and contents.
- They facilitate the incorporation of a model of knowledge representation, and can facilitate the tasks of adaptation and customization of content in the proposed platform.
- They allow the incorporation of machine learning characteristics, together with other Artificial Intelligence approaches and techniques.
- They can be endowed with characteristics such as autonomy, initiative, mobility (even between different platforms), adaptability, among others.

The general architecture of the multi-agent model proposed in this paper is shown in Fig. 1.

The implementation of the proposed intelligent agents was carried out using the JADE platform, which provides a container for each host in which the agents are executed, has support for various languages and ontologies, and complies with the FIPA (Foundation for Intelligent Physical Agents) specifications, so it can be easily integrated with agents developed in other languages and platforms, including proprietary ones. Six classes of Intelligent Agents have been implemented, defined as follows:

- Student Modelling Agent: represents the student and is in charge of building and maintaining the student’s profile, including his or her achievements, needs and learning objectives. The software agent is associated with an interface that allows direct interaction with the student.
- Centralizing communications agent (BlackboardAgent): centralizes communications within the proposed model through a shared data structure, which allows the storage of any message or information that may be useful for a user or group of users, associated with keywords, message source, among others.
- Monitoring Agent: monitors student activities, to determine possible profile changes that require updating the learning style or content types within the platform, and notifies the teacher or other platform components of detected inconsistencies or problems in order to take appropriate action.
- Course/Project Generator Agent: responsible for the consolidation of the teacher’s requirements and specifications, and for generating the structure and contents of the course, through interaction with the CBR mechanism, represented by the CBRAgent. To execute this task, the agent consults the activities and resources available for the course, stored in the Activity Server, in order to select the most appropriate and relevant.
- Activity Manager: is a reactive agent whose purpose is to manage the flow of activities or resources required...
within a course for a particular user, according to their characteristics or user profile, and to the requirements established by the tutor, with the objective of achieving the proposed learning objectives. This agent manages a highly specialized repository of content, learning resources, activities, links to external resources, etc., designed or compiled by various specialists (tutors) over time, and designed to be highly interactive. This component favors the reuse and availability of content, optimizes the use of resources, and facilitates the maintenance tasks of the platform.

- **CBR Agent:** represents and interacts with the CBR module, implemented in the Back-end of the platform, which will be described in more detail in Section III-C. This agent is oriented to two specific tasks: (i) to provide the Course Generator Agent with a selection of contents and a course structure that responds to the student’s background and profile; and (ii) to collaborate with the Activity Manager in the selection of the most appropriate learning activities and/or resources for each student throughout the course.

### B. Module for Automatic Recognition of Learning Styles based on Neural Networks and Fuzzy Logic

The online learning styles identification module, developed as part of this work, considered as a reference the learning styles model proposed by [61], where four learning styles are defined: active, reflective, theoretical and pragmatic, because this model focuses on how information is perceived and processed by the user, a particularly relevant aspect in the development of e-Learning platforms.

For the development and implementation of this module, four stages were followed, which will be explained in detail in the following sections. These are:

1) **Experimental data collection:** The experimental data were obtained by applying the questionnaire proposed in [61], which consists of 80 questions of type Yes/No, to a group of 34 undergraduate students of the Professional School of Marketing of the National University of San Agustín de Arequipa - Perú. It is worth mentioning that the selected group was the only group enrolled in said course of the virtual platform during the indicated semester, representing the entire universe for that course.

The distribution of the preferences of the group of students, according to the different LS, is shown in Fig. 2, in which it can be seen that there is a significant number of cases where it is not possible to determine a predominant learning style, an interesting fact from the point of view of the use of educational technologies, since it allows inferring that at present students adapt better to different types of learning materials and contents.

The data obtained through the traditional method (questionnaires) was also used for the validation of the results obtained from the backpropagation neural network, for which the data were divided into two sets of equal cardinality, which were used as a training set and test set in the implementation of the Neural Network.

2) **Input pre-processing:** During the initial tests of the proposed model some disadvantages were found in the performance and results of the implemented neural network, which, according to the analysis carried out, will correspond to two facts:

- The level of “noise” present in the input data set of the Neural Network: for example, for the case of the user whose answers are reflected in Table I, where according to the proposed method the “pragmatic” style would correspond to him; however, the values of the four categories are very close to each other, to the point that a single answer could change the identification made, as shown in Table II, which makes it difficult to establish a clear differentiation between their preferences.

| TABLE I. EFFECT OF NOISE ON INPUT DATA - CASE I |
|------------------|------------------|------------------|-------------------|
| Active | Reflexive | Theoric | Pragmatic |
| 14 | 16 | 15 | 17 |

| TABLE II. EFFECT OF NOISE ON INPUT DATA - CASE II |
|------------------|------------------|------------------|-------------------|
| Active | Reflexive | Theoric | Pragmatic |
| 14 | 16 | 16 | 16 |

- Input sets, for which it is impossible to define a single output; for example, the user whose answers are shown in Table III, where it can be seen that, according to the proposed model, it would not be possible to identify a predominant learning style.

| TABLE III. DATA SETS WITH UNDEFINED OUTPUT |
|------------------|------------------|------------------|-------------------|
| Active | Reflexive | Theoric | Pragmatic |
| 15 | 15 | 13 | 15 |

In order to reduce the impact of the inconveniences mentioned above on the model’s performance, it was decided to include a pre-processing stage for the input data of the
neural network, using a fuzzy set that represents a better categorization of users’ preferences for a certain type of resources (Fig. 3), considering the percentage and relevance of user interactions in each resource category. For the definition of the fuzzy set, the trapezoidal function was used, since it is the one that best adapts to the nature of the problem.

This decision was based on the premise proposed by [60], who points out that determining the specific learning style of a student may become a problem of a fuzzy nature, since situations and evaluative characteristics must be considered with a certain level of imprecision, characteristic of human nature, that require a treatment according to the nature of the problem, as in this case.

On the other hand, for the analysis and classification of user interactions, 20 resource categories were defined, considering all types of resources available on the Moodle platform, so that each and every one of the selections (click’s) made by the user can be considered, and a log of their interactions can be stored on the platform, and therefore a record of their preferences. Each of these categories was related to the four learning styles defined in the Honey model, through the application of fuzzy logic concepts in relation to the theoretical and behavioral characteristics associated with each learning style, as shown in Table IV.

A Backpropagation Neural Network (BPNN) was used for the identification of the LS of each student, consisting of an input layer, a hidden layer and an output layer, as shown in Fig. 4. Among the reasons for using this model we have to: (i) allow to train the weights of a neural network with an indeterminate number of layers, an important characteristic given the starting point of the problem; (ii) allow to use differentiable transfer functions to execute approximation, association and classification functions according to the objective; (iii) the versatility of this approach.

The input neurons represent each of the previously defined resource categories (Table IV), so 20 input neurons have been defined, which take as input value the percentage of interactions in that category, as a value between 0 and 1, calculated from the user’s activity log on the platform, where 0 indicates that the user did not choose any type of resource in that category, and 1 indicates that the user only uses resources in that category.

Sigmodidal function was used for the activation of neurons, due to the fact that it permits the modeling of temporal progressions, which go from beginning levels, in which the contents are generic and do not require sophisticated knowledge of the users preferences, to advanced levels, which with the passage of time, as content personalization is refined, permit the attainment of the required knowledge for a more precise identification of LS.

As mentioned in [57]: “In the neural network, the hidden layer increases the processing capacity, and the number of neurons in the hidden layer directly affects the capacity of the ‘neural network’ for learning”. In the proposed case, during the initial experimentation phase, before pre-processing the inputs, tests were conducted with distinct numbers of neurons in the hidden layer. After experimentation with different network architecture configurations, the performance of the network was evaluated by means of the classification rate, precision, recall and F1-score, using the K-fold cross-validation technique, and the best results were obtained with 50 neurons in the hidden layer.
designs and number of hidden layers, the best balance between results obtained and execution time was obtained by placing in a single hidden layer the same number of neurons as in the input layer.

For the testing of this model, user interactions obtained through the activity logs of the online platform, and test data, obtained through the traditional method (questionnaire), were used, which were divided into two sets of data: the training set and the test set.

C. CBR-based Project Selection and Assignment

The model is based on the application of CBR techniques, according to the architecture shown in Fig. 5, where cases are associated with course projects (PBCL approach), so that the problem to be solved can be defined as:

“Given a learning objective and a student or group of students with certain learning styles: What will be the most appropriate project for the achievement of the proposed objectives?”

For the implementation of the techniques, the starting point was the JColibri tool, which features a layered architecture, and the Colibri Studio environment. The methodology used to solve the problem consists of five steps or tasks:

1) Case representation: A case represents a previous experience, which is to say projects utilized in previous years or similar courses. What is more, they must store the knowledge necessary for the functioning of the reasoning model. The available, previous case set can be labeled ‘case base’. Therefore, in a case or project (Fig. 6), as a minimum the following attributes can be understood: (i) the problem: description of the topic or necessity according to which the project will be laid out and which must also be associated with a learning objective; (ii) the solution: the description of the project laid out in order to satisfy the problem or necessity; (iii) the available resources for the execution of the project, defined as learning objects (LO); (iv) the characteristics recommended for the team members, which can include recommended LS; (v) the restrictions or limitations established.

2) Case retrieval: This consists of cross-referencing or comparing the current problem with the problems stored in the case base, utilizing some measurement of similarity, with the objective of determining the degree of similitude and pertinence, in order to retrieve the project most similar to the proposed problem. The quality of the results obtained will depend on the measurements of similitude utilized, for which a relative weight is established for each one of the attributes according to its importance (Fig. 7).

3) Case reutilization: This consists of copying or integrating the retrieved cases’ in order to solve the current problem, formulating a new project according to the objectives and requirements laid out, for which this phase is also known as ‘case adaptation’. There
are three principle ways of reutilization: substitution, transformation, and generative adaptation.

4) Case revision: This consists of evaluating the solution that originated in the reutilization or adaptation phases in the resolution of the new case. This task is conducted by field experts, and in the case that the solution requires some adjustment or improvement, solution repairing is carried out iteratively until it can be validated.

5) Case retention: Once the new solution is validated, the new case is stored in the case base for future use under criteria previously defined, hence increasing the case base. It should be highlighted that while a greater number of cases is kept stored, new solutions will also become more and more complete and precise.

In the context of the proposed platform, a Learning Object is defined as digital material which can be taken advantage of for educative purposes, starting from an explicitly or implicitly defined intentionality for educative objectives, and which contain metadata that allow for their description and retrieval, among those which can be utilized: subject, pedagogic style, format, difficulty level, or age range, and these can include keywords and descriptors. This facilitates their reutilization and adaptation to different environments.

In this way a typical question (Fig. 8), is based on the student’s learning style, taking as an input datum the output of the automatic-identification-of-learning-style module, the topic to solve, the learning objective, the duration of the project, and available resources or OAs to which one has access in the online repository, among other attributes.

Fig. 8. Example of RBC query.

The linear comparison for each of the attributes is utilized as a similitude function in the following way:

- If a search characteristic is equal to a stored characteristic, the linear score of the case is increased by the weight of the similarity (match weight), previously defined for that attribute.
- If a search characteristic is partially similar (like the textual responses), the linear score of the case will be increased by a fraction of the weight of the similarity, depending on the quality of the similarity.
- A mismatch weight is defined, in which case a distinct response with respect to the search case results in a decrease in the linear score of the case.
- An absence penalty is also defined, applied to the linear score of each stored case, which consists of a small decrease applied to each search-case characteristic that is not shared by the stored case.
- Finally, the linear score is tallied for each case and normalized within each assigned range, which restricts the final value to the range [-100,100], where a normalized value of 100 indicates a perfect similarity, and in which case the project selection will be automatic.

IV. RESULTS

This section will first detail the results obtained from the Automatic Identification of Learning Styles module, which serves as the input for the Project Selection and Assignment module, the results of which will be detailed in the last part of this section.

A. Learning Style Identification Module Results

For the experimentation, the students were asked to perform some activities as part of a university course throughout the semester. It is important to note that the identification must be made throughout a period of platform-utilization time, given that the data analyzed in just one session might be seen as influenced by the time available for the identification of the style, the emotional state of that particular moment, problems in the environment, etc. making it possible for errors in the perception, analysis and identification of the learning style to arise.

For example, Fig. 9, shows the identification of the LS of four students throughout each week of the 20-week duration of the semester, where it can be appreciated that, for example, for the ‘case-1’ student, the identification realized in weeks 3 and 20 might indicate that the student fits into second category. However, when the general panorama is observed, it is clear that instead, this student fits into the first category.

Fig. 9. Identification of LS of four students throughout time. Source: [57]

This phenomenon is relatively normal, given the proximity among some LS and the mixed preferences of some students. In this sense, the most feasible option would be to identify the LS during some introductory course or previous activities, before starting with the tasks of adapting and personalising the contents of the e-Learning platform, and then validating
and iteratively refining the identification carried out in the following activities or courses.

Finally, the results obtained by the neural network demonstrated a 77.1% coincidence with those obtained through the traditional method, which is to say that the learning styles of 26 of the 34 students were obtained correctly with respect to the manual method proposed by Honey. It is worth mentioning that the results obtained with other techniques are in the range between 66% and 79.6% efficiency [62][63], [64], [65], [66], so it is considered an acceptable result within the methods found in the literature review.

B. Project Selection and Assignment Module Test Results

For the tests of this module, 50 case recovery consultations were carried out, following the procedure shown in Fig. 8, which translates into selection and assignment tests of projects, taking as main search criteria the learning objective, the problem to be solved, the duration of the project, and the learning style previously identified.

These consultations were carried out using a library of cases generally defined by specialists in LS and LO, obtaining that for 90% of the consultations, the module could find at least 3 similar cases, and at least one of them with a measure of similarity greater than 90%, as shown in Fig. 10, where it can be appreciated that the alternatives are ordered from greater to lesser according to the degree of similarity, and the first alternative has a similarity of 1.0, i.e. 100%.

Fig. 10. Results of example query for project assignment. Source: [57]

Table V shows the summary of the tests conducted and the best similitude value obtained for each one of them, utilizing the comparison by linear similitude, in which it can be appreciated that the results are highly acceptable.

The main objective of the work was to identify the LS, so that according to the student’s profile, the projects are assigned with the learning objects that best contribute to the users’ interaction with the system. It would be convenient to subsequently add data from several semesters to make more tests and analyze the real impact of the proposal on student learning.

<table>
<thead>
<tr>
<th>Test</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85</td>
</tr>
<tr>
<td>2</td>
<td>81</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>82</td>
</tr>
<tr>
<td>5</td>
<td>91</td>
</tr>
<tr>
<td>6</td>
<td>69</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>80</td>
</tr>
<tr>
<td>9</td>
<td>87</td>
</tr>
<tr>
<td>10</td>
<td>92</td>
</tr>
<tr>
<td>11</td>
<td>84</td>
</tr>
<tr>
<td>12</td>
<td>72</td>
</tr>
<tr>
<td>13</td>
<td>82</td>
</tr>
<tr>
<td>14</td>
<td>86</td>
</tr>
<tr>
<td>15</td>
<td>91</td>
</tr>
<tr>
<td>16</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>66</td>
</tr>
</tbody>
</table>

V. Conclusion

- An adaptive e-Learning system model based on Intelligent Agents was proposed and developed incrementally, using the Project Based Learning approach, and with a high degree of personalization, for the assignment of projects and learning objects whose tests and results obtained were satisfactory in relation to other works that use diverse approximations.
- A neurodiffuse subsystem was proposed and developed for the automatic on-line identification of learning styles, based on the analysis of the user’s interaction with the system.
- It was proposed and developed, a subsystem based on CBR, using the J-Colibri Software, which allowed a project assignment, with quite high percentages of relevance to the learning styles and student profiles.
- The use of a neurofuzzy neural network and the CBR, allowed a novel approach and approach to the treatment of this complex problem, with satisfactory results.

Finally, the author’s recommends as future work, explore the possibilities of incorporating students thinking styles into the model, and Immersive Virtual Reality and Augmented Reality resources into the adaptive e-learning model, so that interaction with students problems and learning objects are based on direct experiences.
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