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Abstract—In this study, the impact of the common items 

between a pair of users on the accuracy of memory-based 

collaborative filtering (CF) is investigated. Although CF systems 

are a widely used recommender system, data sparsity remains an 

issue. As a result, the similarity weight between a pair of users 

with few ratings is almost a fake relationship. In this work, the 

similarity weight of the traditional similarity methods is 

determined using exponential functions with various thresholds. 

These thresholds are used to specify the size of the common items 

amongst the users. Exponential functions can devalue the 

similarity weight between a pair of users who has few common 

items and increase the similarity weight for users who have 

sufficient co-rated items. Therefore, the pair of users with 

sufficient co-rated items obtains a stronger relationship than 

those with few common items. Thus, the significance of this paper 

is to succinctly test the impacting of common items on the quality 

of recommendation that creates an understanding for the 

researchers by discussing the findings presented in this study. 

The MovieLens datasets are used as benchmark datasets to 

measure the effect of the ratio of common items on the accuracy. 

The result verifies the considerable impact exerted by the factor 

of common items. 

Keywords—Collaborative filtering; memory-based; similarity 

method; data sparsity 

I. INTRODUCTION 

Currently, Internet users have faced information overload 
issues. Therefore, these users resort to traditional 
recommendation methods to make their decisions, such as 
asking friends, scanning newspapers and following 
advertisements. These basic solutions might help alleviate 
information overload [1]. However, the amount of information 
on the Internet increases tremendously every day, thus 
complicating the decision-making process of Internet users. 
To assist the users in dealing with information overload, 
researchers have developed a recommender system (RS) that 
can provide a list of preferable items among the huge amount 
of items available by predicting users’ preferred items [2-7]. 
State-of-the-art RSs can be grouped into content-based, 
collaborative filtering (CF) or combined (i.e. hybrid) 
approaches [4, 8-11]. 

CF, which is one of the most successful recommendation 
methods, uses the feedback provided by the users to generate 
recommendations [2, 12-15]. CF can be classfied as model- or 
memory-based [1, 16]. In the former, a part of the dataset is 
used to build a model that can predict the preferred items. By 
contrast, the latter does not require a model. Instead, user 
feedback (e.g. ratings) is used to compute the similarity 
amongst the users directly. The computation of the similarity 
can be conducted in the space of users (user-based) or items 
(item-based) [1, 8, 17]. The idea behind CF is that the users 
will have similar favourites in the future if they have shared 
similar preferences in the past [18, 19]. The key step in CF is 
finding the right neighbours. Therefore, selecting the 
appropriate similarity is fundamental to the system’s 
performance. Several methods have been introduced in CF 
systems, including Pearson’s correlation coefficient (PCC), 
cosine similarity and other derivative methods [20, 21]. 
However, the key challenge faced in a CF system is providing 
high-quality recommendations to users who do not have 
enough information preferences. Most users do not evaluate a 
sufficient number of items in the database, thereby making the 
user–item rating matrix sparse [22-27]. As a result, calculating 
the similarity amongst these users may lead to locating 
unsuccessful neighbours and consequently low performance. 

Therefore, the primary goal of this study is to investigate 
the impact of co-rated item size based on sigmoid function on 
enhancing the accuracy of the recommendation. This 
evaluation will rely on the various sizes of common items, 
which will be represented by threshold values, to measure the 
impact on solving the issue of data sparsity. PCC and cosine 
similarity will be used and modified by adopting a sigmoid 
function under several thresholds. The correlation weight 
between the pair of users should be devalued if the number of 
the co-rated items is smaller than the threshold. The 
experiments will be conducted using MovieLens benchmark 
datasets. 

The remainder of this paper is organized as follows. 
Section 2 presents the literature review. Then, the developed 
similarity method and its phases are discussed in Section 3. In 
Section 4, the evaluation process and the experimental results 
are presented. The conclusions are provided in Section 5. 
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II. RELATED WORK 

Given the great impact of the quality of similarity measure 
on the accuracy of recommendation, several similarity 
measures have been developed based on the ratio of common 
items. In this section, certain methods that consider the 
proportion of co-rated items in improving the accuracy of 
recommendation will be presented, as well as how these 
factors influence the quality of recommendation. 

Resnick, et al. [2] applied PCC similarity measures to 
compute the linear correlation between two objects. The 
outcome was between 1 and −1, where 1 denoted the total 
positive correlation, 0 meant no correlation and −1 denoted 
complete negative correlation. However, the PCC similarity 
method exerted a remarkable influence on the sparsity of data. 
Therefore, the correlation calculation amongst users who had 
few co-rated items was difficult and might lead to high/low 
similarity and weak recommendations. To scale the similarity 
properly when the number of common items was not enough, 
[28] introduced a significant factor (             ⁄ ) to devalue 

the similarity weights. They applied these weights for the 
users who had fewer common co-rated items than the 
threshold. In addition, they used threshold   to determine the 
minimum number of co-rated items. In their experiments, 
when   ≥ 25, the accuracy of the predicted ratings improved; 
the optimal result was when   = 50. However, the proportion 
of the common ratings was not considered. Thus, the sparsity 
issue still influenced the determination of neighbours who had 
common items that were bigger than the threshold. 

In [24], the authors introduced a heuristic measure called 
Proximity–Impact–Popularity (PIP), which consisted three 
essential factors that played important roles in identifying the 
relationship amongst users. PIP utilised the ratings given by a 
set of users to enhance the accuracy of RS under cold-star 
conditions. However, PIP ignored the proportion of the 
common ratings and performed excessive similarity 
computations [29]. Author in [30] proposed a weighted item-
based similarity measure based on the sigmoid function. This 
function devalued the similarity weight if few co-ratings were 
available. If the size of the set of common items was 
sufficiently large, the weight value was 1. Otherwise, the 
weight value was 0.6. Another improved similarity measure 
was introduced by adding the similarity impact factor ε to the 
traditional similarity measure to alleviate the effect of data 
sparsity [31]. This factor represented the proportion of the 
common items rated by a pair of users. If the pair of users did 
not have co-rated items, then the in-between similarity was 0, 
which was considered a weakness in this method. Author in 
[32] formulated a weight distance model to compute the 
association between two users based on the ratio of the 
common ratings and the relationship between the target and 
the co-rated items. The proportion of the common ratings was 
computed using the Jaccard index, whereas the relationship 
between the target and the co-rated items were computed 
using PCC. A singularity-based similarity measure was 
introduced in [33]. This method hypothesised that a stronger 
relationship existed between two users if they rated the items 
that had been rated by few users than if they rated the items 
that had been rated by numerous users. The singularity values 
of each user replaced the similarity value to improve the PCC 

method. The Jaccard measure was then modified based on 
singularity to consider the proportion of the common items. 

A new weight similarity model called NWSM was 
proposed by Zang, et al. [34]. This model took into account 
the proportion of the common rating, user rating preference 
and the different contributions of other users to the target. To 
improve the accuracy of the recommendation, the final 
similarity formula was obtained by integrating three factors: 
(1) the PCC method with influence weight (i.e. 
neighbourhood’s rating information), (2) the Jaccard measure 
to compute the proportion of co-ratings and (3) the mean 
variance of the rating to calculate the differences in the 
preference of each user. Zhang, et al. [35] presented a new 
effective CF method to decrease the impact of data sparsity 
based on user preference clustering. The users were first 
grouped into clusters according to preferences before the 
neighbour for the active user was selected from these clusters. 
Zhang and Yuan [26] presented an improved similarity 
method to overcome the problem of data sparsity by analysing 
the shortcomings of a traditional memory-based CF similarity 
method. In the enhanced similarity method, the relationship 
between the users’ common rating items and all items rated by 
the target user was considered. Author in [29] proposed a new 
linear combination similarity method called weight-based 
modified heuristic similarity measure to solve the problem of 
data sparsity. 

The above-mentioned studies highlighted the significance 
of the ratio of common item in the process of developing a 
similarity measure that can improve the recommendation 
accuracy. However, studies on the determination of the 
optimal size of co-rated items amongst users are lacking. 
Therefore, the sigmoid function will be used in this study to 
test the impact of the item size on the accuracy of 
recommendation using co-rated items with various sizes. 

III. METHODOLOGY 

This section details the step in obtaining the ratio of the 
common items. Firstly, the Bray–Curtis (BC) distance 
measurement is used to compute the distance between two 
different sites based on the counts at each site [36]. 
Normalisation is performed using absolute difference divided 
by the summation. The output value of the BC ranges from 0 
and 1, where a value of 0 indicates a complete matching of the 
two data records in the n-dimensional space, and 1 means that 
the records are different. The BC distance performed better 
than the 10 and 9 distance measures used in [37, 38], 
respectively. The general formula for the BC distance can be 
expressed as 

   (   )    (  
∑ |           |

 
   

∑       
 
   ∑      

 
   

)      (1) 

where k represents the number of item categories in the 
database, and the       and      represent the ratio rating of 

type g for users u and v, respectively. The computation of ratio 
rating values are provided in the previous work [21]. 

Then, the BC similarity is multiplied by the sigmoid 
function (  ) to devalue the similarity in cases of few co-
ratings. The   in the equation below is used to determine the 
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minimum size of co-rated items. If the size of the set of 
common items is sufficiently large, then the sigmoid value 
will be higher than 0.9. Otherwise, the value will be less than 
0.9. For example, if   = 1 and the number of the common 
ratings of the pair of users is equal to 0, the sigmoid value will 
be 0.5. If the size of co-rated items is greater than 3, the 
sigmoid value will be greater than 0.95. The sigmoid function 
can be computed as 

  (   )    (   )  
 

      
( 

|    |

 
)

     (2) 

where |    | represents the number of items rated by users 

u and v. The Blazing Signature Filter (BSF) method can then 
be defined as 
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Several denominator values of the sigmoid function are 
tested to determine the acceptable number of common items. 

After the similarity is computed, the most similar users in 
the database will be located as neighbours. Then, the adjusted 
weighted method is used to compute the predictions score for 
the user u on each neighbours’ item as can be defined in Eq. 4. 

       ̅  
∑       (   )   

∑     (   )    
 (4) 

Where      is the prediction value for u about a specific 

item i, and N is the nearest neighbour of user u. 

In the next phase, M-top items will be provided to the 
target user as a set of recommendation. 

Finally, the performance accuracy of the BSF similarity 
method is evaluated using MovieLens 100K dataset with 
holdout splitting methods using selected metrics (MAE, 
Recall, Precision, and F-measure). All these steps are 
presented in Fig. 1. 

 

Fig. 1. Methodology. 

IV. EXPERIMENT AND RESULT 

To include the proportion of the common ratings in the 
calculation of the similarity between a pair of users, the 
necessary size of the co-rated items to increase or decrease the 
weight of similarity between the pair of users should be 
determined. The use of the sigmoid function depends on the 
denominator value. Therefore, several experiments have been 
conducted to determine the appropriate denominator value that 
can improve the similarity measure and produce acceptable 
results. Table I presents the description of various initial 
testing denominator values and their corresponding effect on 
the sigmoid value. 

Fig. 2 illustrates the mean absolute error (MAE) rate for 
the CF-BSF using MovieLens 100K. The numbers of 
neighbourhoods were 30, 50, 70, 100 and 150. A slight 
improvement can be observed in the MAE value when the 
number of neighbours increases. Similarly, the MAE value 
increases when the denominator increases. In summary, the 
MAE values are acceptable when the size of the neighbours is 
150 in all denominator values. Moreover, the lowest MAE rate 
is observed when the denominator is equal to 13. When the 
denominator is nine, the MAE rate is approximately near the 
optimal value. 

TABLE. I. DESCRIPTION OF VARIOUS DENOMINATOR VALUES 

  Description 

5 

The sigmoid value will be greater than 0.9 if the number of co-rated 

items is more than 10. Otherwise, the value will be less than 0.9. 
However, if the number of the common ratings of the pair of users 

is equal to 0, the sigmoid value is equal to 0.5. 

7 
The sigmoid value will be greater than 0.9 if the number of co-rated 
items is more than 15. Otherwise, the value will be less than 0.9. 

9 
The sigmoid value will be greater than 0.9 if the number of co-rated 

items is more than 20. Otherwise, the value will be less than 0.9. 

11 
The sigmoid value will be greater than 0.9 if the number of co-rated 

items is more than 25. Otherwise, the value will be less than 0.9. 

13 
The sigmoid value will be greater than 0.9 if the number of co-rated 
items is more than 30. Otherwise, the value will be less than 0.9. 

 

Fig. 2. MAE of CF-BSF vs.  . 

Fig. 3 presents the comparison of the recall rates for CF-
BSF using the initial denominator values. The subfigures A, 
B, C, D and E represent the respective recall rates for 
neighbour sizes 10, 20, 30, 40 and 50. The horizontal axis 
represents the sizes of the recommendations. Based on the 
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illustrations, the recall rates in most cases are the highest when 
the denominator value is 9. Similarly, the recall percentages in 
some cases demonstrate a good rate when the denominator is 
less than 9. The lowest recall values are observed when the 
denominator exceeds 9. 

Fig. 4 shows the precision rate of CF-BSF under five 
different denominator values: 5, 7, 9, 11 and 13. The 
subfigures represent the respective precision rates of 
neighbour sizes 10, 20, 30, 40 and 50. When the denominator 

value is 9, the rate of precision is the highest in most cases. 
The opposite is true for the denominator values equal to 11 
and 13. Moreover, the precision rate does not exceed the 
precision rate of the denominator values less than 9. The 
highest precision rate is observed when the number of 
recommended items is small. The precision rate slightly 
decreases when the number of recommended items increases. 
In summary, the precision rate has exhibited variations, 
wherein the precision is higher than any other values when the 
denominator is equal to 9. 

   
(a)      (b)     (c) 

   
(d)        (e) 

Fig. 3. Recall of CF-BSF vs.  . 

   
(a)      (b)     (c) 

  
(d)        (e) 

Fig. 4. Precision of CF-BSF vs.  . 
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(a)      (b)     (c) 

  
(d)         (e) 

Fig. 5. F-Measure of CF-BSF vs.  . 

Fig. 5 depicts the F-measure rate of CF-BSF under the five 
initial denominator values. The result shows that the highest 
rate is observed when the denominator value is equal to 9, and 
the lowest rate appears when the denominator is equal to 11 
and 13. For denominator values less than 9, the F-measure rate 
has approximately the same rate as when the denominator 
value is 9. The highest percentage of F-measure is observed 
when the number of recommended items is 50. The F-measure 
rate was slightly enhanced when the number of recommended 
items increases. Similar to the results of the precision rates, 
the F-measure rates exhibit variation under the five 
denominator values. Nevertheless, the F-measure rate almost 
reaches the highest value when the denominator is equal to 9. 

V. DISCUSSION AND FINDING 

Fig. 1 to 4 indicates that the denominator value has 
affected prediction and performance accuracies. In addition, 
the size of neighbours and the number of recommended items, 
as significant variables, have an impact on both metrics. As 
previously mentioned, the aim of these experiments is to 
determine the appropriate value of the denominator. This 
value will be used as a primary input for the sigmoid function 
to identify the right number of the common rating items 
amongst the users. If the number of co-rated items between a 
pair of users is insufficient, the similarity weight will be 
devalued using the sigmoid function. 

Although the MAE rate is superior to the other rates for 
denominators higher than 9, the recall, precision and F-
measure rates do not produce acceptable values. By contrast, 
the MAE rate is the lowest when the value of the denominator 
is less than 9; the recall, precision and F-measure percentages 

are not higher than the percentages when the denominator is 
equal to 9. In conclusion, the most appropriate value for the 
denominator is 9. However, the result is dependent on the type 
and size of the dataset. Thus, using datasets with different 
sizes and types might produce different results. 

VI. CONCLUSION 

In this work, the effect of the size of co-rated items among 
users on recommendation accuracy was tested using 
exponential function. Sparsity problems had a negative impact 
on the accuracy of memory-based CF. The similarity weight 
between a pair of users with a small number of ratings, 
regardless if the similarity was high or low, produced an 
unrealistic relationship amongst users compared with a real 
relationship with either a high or low similarity. Therefore, the 
exponential function using varying threshold values was used 
to determine the optimal number of the common items 
amongst the users to revalue the similarity weight of the 
traditional similarity methods. The exponential function could 
devalue the similarity weight between a pair of users who had 
few co-rated items. Consequently, the similarity weight 
between users who had sufficient co-rated items would be 
increased. Moreover, the MovieLens 100K was used as the 
benchmark dataset to quantify the impact of the ratio of co-
rated items on memory-based CF accuracy. The results 
showed that the factor of common items exhibited a 
significant impact on the accuracy. Several evaluation metrics 
were utilised for the investigation, namely, MAE, recall, 
precision and F-measure. A similarity method can be 
developed in the future to improve the accuracy of memory-
based CF by considering the co-rated item size and the 
different rating degrees of users and different datasets. 
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