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Abstract—With the growing demand for telecommunications 

services, the number of calls to telecommunications companies 

related to issues of using services, setting up and maintaining 

equipment, as well as resolving possible problems arising in the 

process of using services is also growing. From the point of view 

of system analysis, the problem is the mismatch between the 

existing and the required (target) state of the system for a given 

state of the environment at the moment in time. Based on this 

definition, we consider the problem of the subscriber of the 

cellular network a mismatch between the existing and the 

required state of the cellular network in this state of the 

environment at the moment in time. The state of the cellular 

network is characterized by the functioning of all devices, the 

proposed range of services. A short time for analyzing problem 

situations and making decisions, a large amount of information 

characterizing the current situation, the difficulty of solving 

poorly formalized and poorly structured tasks in the absence of 

complete and reliable information about the state of the cellular 

communication network and the functioning of its elements lead 

to a mismatch of human capabilities to effectively solve these 

problems. In this regard, the development and implementation of 

a precedent based neural network expert system for solving the 

problems of subscribers of a cellular communication network is 

an urgent scientific and technical task. 

Keywords—Neural network expert system; telecommunications 
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I. INTRODUCTION 

Development of precedent based neural network expert 
system on an integrated approach to the problem of effective 
relationship management with subscribers of a cellular 
communication network [4,17,31], including the use of expert 
systems technologies, neural networks, case-based reasoning, 
as well as the creation of models [10,24,37], algorithms and 
support programs for decision-makers interacting with 
subscribers of a cellular communication network. 

Research Objectives of this manuscript are considered 
analysis of the most popular systems for managing cellular 
networks [5,19,32,40] and customer relationships; research of 
existing methods and techniques for decision support for tasks 
of managing relationships with subscribers of cellular 
communication networks; analysis of various technologies of 
intelligent systems, methods of their interaction and 
combination [15,29]; building mathematical models of 
precedent based neural network expert system components: a 
production fuzzy knowledge base about subscriber 

problems[16,30,42], a fuzzy controller based on a neural 
network, a knowledge base of precedents for problems; 
development of a complex of algorithms: processing subscriber 
applications, finding solutions to subscribers' problems based 
on precedents and using a fuzzy neural network[3,18,34]; 
creation of a neural network expert system based on precedents 
for solving problems of subscribers of a cellular 
communication network; study of the effectiveness of the 
developed precedent based neural network expert system using 
the following groups of indicators: functional suitability, 
efficiency, reliability, cost-effectiveness of the system[2,8,39]; 
development and implementation in trial operation of the 
precedent based neural network expert system software[6,13] 
to solve the problems of cellular network subscribers. 

Scientific novelties of this research are mentioned in the 
existing approaches to solving the problems of managing the 
relationships of operator companies with subscribers of cellular 
networks[11,25]; theoretically substantiated a new approach to 
building an intelligent system to solve the problems of 
subscribers of a cellular communication network, based on the 
integrated use of technology expert systems, neural networks, 
fuzzy logic and reasoning based on precedents; software was 
developed for building a precedent based neural network 
expert system, including: a production fuzzy knowledge base 
about problems of subscribers, a fuzzy controller based on a 
neural network[7,20], a knowledge base of precedents for 
problems; algorithms have been created for finding solutions to 
subscribers' problems based on precedents and using a fuzzy 
neural network; a neural network expert system based on 
precedents was developed to solve the problems of subscribers 
of a cellular communication network[21,33,38]; experimental 
studies were conducted to verify the effectiveness of the 
developed system. 

The practical value of this research was explored as a first 
version of the software neural network expert system based on 
precedents for solving the problems of subscribers of a cellular 
network after testing and evaluating specialists in 2009, where 
it was used to apply as an integrated approach to the 
development of precedent based neural network expert system, 
methods for building knowledge bases of fuzzy products and 
use cases[1,14,41], algorithms for finding solutions based on 
use cases and a neural networks. 

II. RESEARCH FRAMEWORK 

The first stage of the research will focus on analyzes 
methods and software tools for solving problems associated 
with servicing subscribers of cellular communication 
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networks[9,22]. The study showed that making decisions in the 
field of telecommunication network management, and in 
particular, in solving problems of servicing subscribers of such 
networks is a complex and multi-criteria task [23,28]. One of 
the bottlenecks in its solution is the procedure for finding the 
cause of problems with the provision of cellular services to the 
subscriber. This task requires a minimum of time to solve it 
and a maximum of reliability of the found solution to the 
identified problem [12,35]. The complexity of the problem also 
lies in the fact[26,38,43] that the state and dynamics of the 
processes of functioning of a cellular communication network 
cannot be unambiguously described using clear mathematical 
models. 

Based on the analysis of operators serving cellular network 
subscribers, it is concluded that it is necessary to use intelligent 
systems (IS) [7,39] that combine previously accumulated 
experience in the field of operation of a cellular 
communication network. As a result of research on various IS 
technologies and methods of their interaction, the feasibility of 
hybridization of various intellectual components is 
substantiated [5,27,36]. This stage of the work concludes with 
the goals and objectives of the study. 

III. PROPOSED METHODOLOGY 

The next stage of this research discusses the theoretical 
foundations and resolves issues of developing mathematical 
support for a precedent based neural network expert system to 
solve the problems of subscribers of a cellular communication 
network. The mathematical description of a neural network 
expert system based on precedents has the form: 

 pnnp

p

p IIIRpAKBKBNES ,,,),(,, 2

 

In a precedent based neural network expert system, the 
knowledge base contains knowledge in the form of products 

KB and in the form of precedents
pKB , R  - systemic 

relations of IS. The search for solutions is divided into a neural 

network 2nI  and case law pI with )( pA - an algorithm for 

determining similar use cases. Neural network training 
npI is 

based on data from precedents. 

A model of a system for solving subscriber servicing 
problems is presented as a nonlinear object (Fig. 1) with many 

inputs  ix
 
and output variables ky : 
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Fig. 1. Model of a System for Solving Problems of Customer Service. 

Input variables are characteristics of the problem that the 
subscriber has. The output variables are the causes of the 

problem. Input   nixi ,1, 
 
and outputs   qkyk ,1,   

variables can take only qualitative values, and the set of all 
possible values of these variables is known 

 mjj uuuU ,...,, 1              (2) 

Where 
j

u - score corresponding to the lowest value of the 

input 
i

x  or outputs 
ky  variable; 

m
u - score corresponding to 

the largest input value 
ix  (or output value

ky ) variable m is 

the power of the set U. 

We accept that the vector  **

2

*

1

* ,,, nxxxX   - 

fixed values of input variables of the considered system model, 

where niUxi ,1,*  . 

The task of finding a solution is based on the vector *X  
define output vector  **

2

*

1

* ,,, qyyyY  . Input and 

output variables will be considered as linguistic variables 
defined on universal sets U. 

To evaluate linguistic variables, qualitative terms from the 
following term set are used: 

 mjj aaaA ,,, 1  ,            (3) 

Where A is the term set of variables ix
 and ky

, 
ja - j-th 

linguistic term of a variable ix
 or ky

, 
ni ,1

, 
mj ,1

, 

qk ,1
. 

Linguistic terms 
mjj aaa ,,, 1 

 are calculated as 

follows:  
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j

a
uj  - degree 

of membership of an element Uu j  of term Aa j  , 

lp ,1 , mj ,1 . The task of constructing membership 

functions of elements Uu j   term set 

 mjj aaaA ,,, 1   comes down to determining 

degrees of belonging  p

j

a
uj  for all lp ,1 , 

mj ,1 . 

In accordance with (1), the MIMO structure (Multiple Input 
- Multiple Output) of a fuzzy knowledge base of the form: 

If (x1=a1
 l
) and (x2=a2

 l 
) and … and (xn=am

 l
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 l
) 

and (y2=b2
 l
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 )            (4) 

Where l is the rule number, Ll ,1 , L is the number of 

rules, l

ja  and l

jb  - fuzzy terms to evaluate the input variable 
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ix  and output variable 
ky , ( ni ,1 , mj ,1 , 

qk ,1 ) in the l-th rule, respectively. 

We transform the system of logical statements (4) using 

operations (or), (and): 
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tt k
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Where 

qj ,1
, 

qk ,1
, ktp ,1

 

IV. IMPLEMENTATIONS AND EXPEREMENTAL RESULTS 

DISCUSSIONS 

To implement the process of extracting knowledge from a 
fuzzy knowledge base, a neuro-fuzzy logical inference 
mechanism is used in the form of a fuzzy controller based on a 
neural network - NNFLC (Neurons Network Fuzzy Logic 
Controller) (Fig. 2). 

Structurally, NNFLC is a multilayer network for direct 
signal propagation, and different layers perform different 
functions. 

Layer 1: represents membership functions implemented as 

radial basis neurons:       221 2exp iiii cxxy  . 

Layer 2: models the and- conditions of the rules:
       11

1

2 ,...,min ni yyy  . 

Layer 3: is an OR combination of rules with identical terms 

in consequents:       22

1

3 ,...,max ni yyy  . In the training 

mode, the layer adjusts the parameters of the membership 
functions of the output variables. In operating mode, forms an 
output. 

Layer 4: in operating mode, neurons perform 

defuzzification:    
 

j
ijii yz 34  . In training mode, this 

is an additional input that performs normalization, which 
allows you to configure the membership function of the output 

variable:         









j j

jijiiii yzy 344 . 

The structure of a fuzzy neural network NNFLC is 
initialized on the basis of the formation of a complete matrix of 
rules. 

The mathematical definition of the knowledge base of 

precedents has the form:  IKBP n ,,,...,, 21  , 

where 
n ,...,, 21

- a lot of precedents, I - a set of index 

terms that determine whether the precedent belongs to class K. 

Next stage of this research discusses the architectural 
features of precedent based neural network expert system (Fig. 
3) to solve the problems of subscribers of a cellular 
communication network. Fig. 3 shows the structural diagram of 
the system. The input data for the precedent based neural 
network expert system is information from the application 
submitted by the network subscriber. The application contains 
general data, technical parameters, a list of actions carried out 
on the application. 

 

Fig. 2. The Structure of the Neuro-Fuzzy Controller NNFLC. 

 

Fig. 3. Structure of Neural Network Expert System. 
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An algorithm for extracting precedents from the knowledge 
base using the Euclidean metric is developed. The input to the 
algorithm is: 

1) a description of the subscriber’s problem 

 npppP ,...,, 21 , including n values of parameters 

characterizing the situation; 

2) BP is a non-empty set of precedents; 

3)  nWWWW ,...,, 21 - weight (importance factors) 

parameters; 

4) M - the number of precedents under consideration from the 

knowledge base, 

5) K - threshold value of the degree of similarity. 

Output: a lot of precedents SP, which have a degree of 
similarity greater than (or equal to) the threshold value K. 

Step 1. SP=, j=1 and go to the next step. 

Step 2. If j≤M we choose the use case Aj from the set BP 

(AjBP) and go to step 3, otherwise the use cases are 
considered and go to step 7. 

Step 3. We calculate the distance according to the 
Euclidean metric between the selected use case Aj and the 
current situation P, taking into account the importance factors 

of the parameters:     i

n

i
iij wpaAPD  

1

2
,  

Step 4. We calculate the distance according to the 
Euclidean metric for the boundary values of the parameters: 

    i

n

i

wppPD  
1

2

minmaxmax

 

Step 5. In this step, we calculate the degree of similarity 

   max1, DDPAS   or as a percentage 

    %1001, max  DDPAS , if the threshold 

value of K is set in percent, and go to step 6. 

Step 6. If   KPAS , , then this precedent Aj is added 

to the result set SP (AjSP), means we extract this precedent 
from the knowledge base. After checking, j = j + 1 and go to 
step 2. 

Step 7. If SP=, then no precedents for the current problem 
situation were found and go to step 9 with a message for the 
operator about the need to reduce the threshold value K, 
otherwise the precedents for the current situation were 
successfully extracted and go to the next step. 

Step 8. The found precedents are sorted in decreasing order 
of similarity with the current situation and presented to the 
operator. 

Step 9.The end (completion of the algorithm). 

Neural network training is as follows: 

In step 1. A training sample is set, consisting of many 
examples of the following form: 

                k

q

kkkk

n

kkk yyyyxxxx ,...,,,,,...,,, 321321
, 

Kk ,1 , where 
 k

ix - values of input variables 
ix     (

ni ,1 ) and  k

jy - values of output variables
jy     (

qj ,1 )in k-th example; K is the total number of examples 

in the training set. The values of the input and output variables 
are determined by the membership functions of the 
corresponding terms: 

            k
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k
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, 

Kk ,1 . 

We introduce the notation 
 k

ix and  k

jy  as values of 

membership functions of the terms of input and output 
variables, respectively. 

In step 2. Configuring the parameters of membership 

functions includes determining the centers 
ic
 
and widths

i  

for membership functions represented by shape functions: 
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The training data self-organization algorithm is used, which 

automatically divides the space into clusters. The center 
ic of 

the cluster is identified with the center of the radial basis 
function. The preliminary selection of centers is carried out 
randomly on the basis of uniform distribution. 

The matrix of bond weights
 ji  is specified following the 

conditions: 















,,0
1

1

,1

ji
T

ji

ii



  where T is the number 

of neurons in the input layer. 

After presentation of the k-th vector 
 kx  the center is 

selected from the training set
ic  closest to  kx  according to 

the Euclidean metric:    



T

t
iti

k cxcx
1

2 . 

This center is subject to refinement in accordance with the 
winner algorithm (WTA algorithm): 

          kcxtkckc i

k

ii  1 , where 

 t  - monotonously decreasing level of training. Other 

centers do not change. All training vectors 
 kx  presented 

several times in random order until the stabilization of the 
values of the centers. 

Width Adjustment 
i  carried out heuristically, on the 

principle of "first closest neighbor":     ii
, 

where  is the overlap parameter. The outputs of each layer are 
calculated by the formulas: 

      11

1

2 ,...,min ni yyy 
, 

      22

1

3 ,...,max ni yyy  , 

     
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Winner Algorithm Looks For Weight Matrix 
ji , which 

evaluates the quality of relations between the left and right 
parts of the rules:       nn jiji 1 , where 

    jiij yy   23 . 

In step 3. The combination of rules is carried out with the 
participation of an expert. 

In step 4. Final configuration of membership functions is 
performed using the error back propagation algorithm for the 

error function   24

kii dye   regarding vectors  kx . 

For K learning pairs, the objective error function is defined 
as: 
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The magnitude of the error determines the gradient vector of 
the objective function relative to specific centers 

ijc  and width 

ij : 
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
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. 

Repeated training cycles lead to complete and fast network 
learning. 

The search for a solution to the subscriber’s problem using 
the neural network mechanism is carried out according to the 
created algorithm (Fig. 4). 

 

Fig. 4. Algorithm for Neural Network Search for a Solution to a Problem. 

The next main stage of this research discusses the features 
of the software implementation of a precedent based neural 
network expert system. The choice of the object-oriented 
programming language Java as a part of the Microsoft Visual 
Studio with a program development environment as the main 
precedent based neural network expert system programming 
tool is substantiated. The modern database development tools 
are analyzed and the choice is made in favor of the Microsoft 
SQL Server DBMS. 

A production fuzzy knowledge base has been developed for 
a system for solving problems of cellular network subscribers, 
training data sets have been generated for a neural network 
search mechanism. A software implementation of a fuzzy 
neural network was made, an algorithm for training and finding 
a solution using a neural network was implemented. A 
database of customer applications has been developed. A 
precedent presentation form is defined, a precedent knowledge 
base is built (Fig. 5), and a software implementation of the use 
case search is implemented. 

 

Fig. 5. Knowledge base Structure of Precedent based Neural Network Expert 

System. 
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To increase the speed and efficiency of the search for a 
precedent in the knowledge base, the full space of precedents is 
classified by the number of incidents in the precedent. 

V. RESULTS ANALYSIS AND PRACTICAL STRENGHS 

Next main important stage in this research is devoted to an 
experimental study of the operability and effectiveness of 
precedent based neural network expert system to solve the 
problems of subscribers of a cellular communication network. 
Four groups of indicators were selected as performance 
indicators: functional, operational, economic indicators and 
reliability indicators (Table I). 

TABLE. I. A LIST OF INDICATORS FOR ASSESSING THE EFFECTIVENESS 

OF PRECEDENT BASED NEURAL NETWORK EXPERT SYSTEMS 

№ Indicator Assessment Object 

1) Functionality 

1. 
The total number of applications 

of subscribers 
System as a whole 

2. Problem Identification Factor 

Use Case Search Subsystem 
Neural Network Search 

Subsystem 

System as a whole 

3. 
The ratio of unprocessed 
applications 

Use Case Search Subsystem 

Neural Network Search 
Subsystem 

System as a whole 

4.  
Problem Identification Criteria 

Accuracy 

Use Case Search Subsystem 

Neural Network Search 

Subsystem 

System as a whole 

5. Problem Level System as a whole 

2) Efficiency 

6. Application Processing Duration System as a whole 

7. 
Duration of finding a solution to a 

problem 

Intellectual part of the system 
The non-intellectual part of the 

system 

8. Average processing time 

Use Case Search Subsystem 

Neural Network Search 

Subsystem 
The non-intellectual part of the 

system 

9. The number of operators  

3) Reliability 

10. System uptime System as a whole 

4) Profitability 

11. Development cost System as a whole 

12. Operation cost System as a whole 

13. 
The average cost of processing 

one subscriber application 
System as a whole 

14. Annual cost savings System as a whole 

15. Annual economic effect System as a whole 

16. 
Coefficient of economic 
efficiency 

System as a whole 

17. Payback period (years) System as a whole 

A technique has been developed for conducting an 
experiment to check the operability and effectiveness of the 
developed information system. When testing a precedent based 
neural network expert system in real conditions, the system 
was installed on the computers of two operators of the call 
center of cellular network subscribers. One operator used only 
the database of customer requests, and another used an 
additional intelligent subsystem for servicing applications. The 
experiment was carried out during the week around the clock 
to take into account the influence of the day of the week and 
time of day on the frequency of receipt and processing time of 
subscribers' applications (Table II). 

An economic assessment of the effectiveness of the 
implementation of a neural network expert system based on 
precedents for solving the problems of subscribers of a cellular 
network was carried out according to the following particular 
criteria: development cost, operating cost, annual cost savings, 
annual economic effect, cost recovery period. 

The calculations showed that the costs of creating and 
maintaining the system pay off for 3.5 years of operation, and 
the use of intellectual support of the precedent based neural 
network expert system in the work of the mobile operator gives 
well enough annual savings. 

TABLE. II. RESULTS OF TESTING PRECEDENT BASED NEURAL NETWORK 

EXPERT SYSTEM IN REAL CONDITIONS 

Indicator 

Intelligent Subsystem 
The non-

intellectual 

part of the 

system 

System as 

a whole 
Use Case 
Search 

Subsystem 

Neural 

Network 

Search 
Subsystem 

Total number of 

customer 

requests 

347 471 
572 

1390 
 

818 

Problem 

Identification 
Factor 

93,37% 100,00% 
91,96% 

95,11% 

 
96,69% 

The ratio of 

unprocessed 

applications 

6,63% 0,00% 

8,04% 
4,96% 
 

6,63% 

Problem 

Identification 

Criteria 

Accuracy 

96,50% 99,72% 

81,33% 
92,52% 

 
98,11% 

Application 
processing time 

(hours) 

35,16 24,54 
143,00 

168 

 
59,59 

Duration of 
finding a 

solution to a 

problem 

1,39 0,59 

12,45 
4,51 

 
1,09 

Average 
processing time 

5,54 3,13 
15 

7,59 
 4,33 

The number of 

operators 
1 1 2 
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VI. CONCLUSION 

The main scientific results of this research is a theoretical 
justification, a study of construction methods and the 
development of a neural network expert system based on 
precedents for solving the problems of subscribers of a cellular 
communication network. 

It was also investigated modern systems for managing 
cellular networks and customer relationships. The methods for 
solving problems that arise during the operation of a cellular 
communication network are analyzed, and it is concluded that 
it is advisable to hybridize various intelligent technologies in 
order to create a single advisory system for solving subscribers' 
problems. Also a mathematical model of a neural network 
expert system based on precedents for solving the problems of 
subscribers of a cellular communication network is developed; 
the system components and the processes of interaction of its 
intellectual components are mathematically described. In 
additional, a mathematical model of a fuzzy knowledge base 
with a MIMO structure has been built, including knowledge 
about the problems that subscribers have during the operation 
of a cellular network. The composition is determined and the 
characteristic of input and output linguistic variables and their 
terms is given. Beside the previous mentioned outputs and 
concludes a mathematical model of a fuzzy neural network 
output system using a fuzzy controller based on the NNFLC 
neural network has been developed. The use of a neural 
network approach to the implementation of fuzzy inference is 
justified. A module for explaining the solution obtained by the 
neural network search engine has been implemented. 

A neural network expert system based on precedents for 
solving the problems of subscribers of a cellular network is 
implemented programmatically. A database of subscriber 
applications has been developed, which is used both for 
registering applications and for creating precedents and 
knowledge base rules on their basis. Also performance 
indicators of the developed precedent based neural network 
expert system are determined. An experiment to verify the 
health and effectiveness of the system. The calculated 
indicators suggest that the developed precedent based neural 
network expert system has reliable software, good ability to 
identify the causes of subscribers' problems, and can identify 
these causes with a high degree of reliability and high speed. 
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