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Abstract—With the remarkable technological evolution of 

mobile devices, the use of computing resources has become 

possible at any time and independent of the geographical position 

of the user. This phenomenon has various names such as 

omnipresent diffuse computing, pervasive computing, or 

ubiquitous systems.  This new form of computing allows users to 

have access to shared and ubiquitous services focused on their 

needs, and it is based on context prediction, especially the 

prediction of the user’s location. This paper aims to present a 

new approach for predicting a user’s next probable location, by 

presenting an ontological model which is based on the pattern 

technique. This is carried out by using an ontological model that 

comprises different user behaviors and presents details about the 

environment, where the user is located. The results after tested 

on real data show that the presented ontological model was able 

to achieve 85% future location-prediction accuracy (in the case of 

no similar patterns). Future work will focus on the integration of 

the Bayesian network to improve the results. This approach will 

be implemented in smart homes or smart cities to reduce energy 

consumption. 
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I. INTRODUCTION 

Advances in technology have recently led to the emergence 
of more complicated computing systems. Small devices such as 
smartphones and other devices providing personal digital 
assistance have become part and parcel of people’s daily life. 
Such devices come to facilitate user’s access to information 
anywhere, anytime. Regardless of their geographical location, 
users can exchange data easier and quickly. These qualities 
made the newly invented devices omnipresent. The fact led to 
the emergence of a new trend of systems, namely, ubiquitous 
computing or pervasive systems. 

The term “ubiquitous computing” was introduced by Mark 
Weiser, who defined it as many computers serving each person 
[1]. His vision about ubiquitous computing is summed up as 
follows: “In the twenty-first century the technology revolution 
will move into the everyday, the small and the invisible''[1]. He 
emphasized that the effect of technology will be grew tenfold 
because they will become a part of daily life. Also. he said that 
''as technology becomes more imbedded and invisible, it calms 
our lives by removing annoyances while keeping us connected 
with what is truly important” [1]. Furthermore, he mentions that 
in the 21st century, the computers will act as an active and 
smarter companion rather than an ordinary office assistant. 
They will go beyond the form of an omnipresent physical 
infrastructure to an intelligent ambient infrastructure that assists 
its users in an active and intelligent manner. 

In daily life, a variety of pervasive systems, as predicted by 
Mark Weiser, are already used: smart glasses [2], interactive 
maps [3], wearable computers [4], magnifying glass [5], mobile 
healthcare industry [6] etc. 

To offer better services to users, these systems should be 
aware of contexts (context awareness) [7], so that a system can 
adapt automatically to a context [8], [9], [10]. Many researches 
have focused on this field, especially on context prediction, and 
more specific, location prediction. Depending on prediction, the 
system will be capable to prepare adequate services to be 
offered to the user. 

The rest of this paper is organized as follows: Section II 
discusses work related to context prediction. Section III presents 
the various components of the proposed architecture. Section IV 
describes the approach to predict future location. Section V 
shows the use case and results. The conclusion is presented in 
Section VI. 

II. RELATED WORK 

According to the widely acknowledged definition, context is 
“any information that can be used to characterize a situation of 
an entity. An entity is a person, place, or object that is 
considered relevant to the interaction between a user and an 
application, including the user and an application and 
application themselves” [11]. In other words, context is any 
piece of information used to describe the situation of an entity 
that can be a place, a person, or an object. The aspects of 
context comprise, but are not restricted to, location, weather, 
identity, activity, and time [12]. 

Context prediction is one of the most imperative tasks in the 
field of ubiquitous computing. The studies concerning model 
context or context [13], [9, 14] sensitivity have shown that 
predicting future features (context) has a direct influence on 
providing the most adequate services to the user without his/her 
direct involvement. Therefore, the system will be capable to 
proceed autonomously on behalf of users. 

Several researches have focused on the future location of the 
user, such as [15], [16], [17], because it is considered an 
important contextual information. Its determination helps to 
provide the most appropriate services to the user: for example, a 
teacher in his/her office likes to find, for the next lecture (next 
location: class), that the computer and projector are turned on 
and that the slides are projected for the desired chapter. 

The related works presented many techniques to predict 
future contexts, such as expert systems and decision trees [18], 
[19], [20]. These techniques are founded on rule-based engines 
and expert system and they aim to define the rules for 
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prediction. They provide a very clear view of the system. They 
are simple to comprehend, and they can handle the non-linear 
interactions between contexts. They are not influenced by 
outliers and they can handle large categorical and numeric data. 
Markov chains [20], [21] is another technique. It is based on the 
decomposition of the context into a finite set of non-overlapping 
states. Using this method will determine a user’s behaviors from 
the sequences of his/her actions record. The goal of this method 
is to determine the transition probability from one state to 
another using the following equation: 

     ( (   )       ( )    ) 

Where:                  

t=0,1,2, 3, …. 

Furthermore, the neural networks approach is one of the 
popular approaches for machine learning. It is inspired by the 
way natural nervous systems works, such as the brain [22, 23]. 
Many studies have used this approach to predict the next feature 
or context, such as Mikkluscak [24], Mozer [25], Vintan [26], 
Lin and al. [27], etc. Mozer [25] uses feedforward neural 
networks trained with back propagation to predict the most 
probable zone soon to be entered. This approach helps to 
estimate hot water usage. In [26], the authors also use the neural 
network to predict the next room number. “They chose multi-
layer perception with one hidden layer and back propagation 
learning algorithm.” 

Subsequently, neural networks have turned out to be a 
practical way to predict context for many useful use cases. 
However, the main flaw of this approach is the use of the black 
box which limits the detection of the exact regularities. 

    The active LeZi [28], [29] algorithm was proposed as 
good candidate for context prediction. This algorithm is based 
on the LZ78 compression data algorithm of Abraham Lempel 
and Jacob Ziv. It exploits the information of the user’s context 
behavior by using a sliding window to perform a sorting and 
determine the probabilities for each likely context transition. 

Ensemble-learning algorithms: Multiple classifiers can 
improve the performance of context prediction by exploiting the 
advantage of individual classifiers in data parts [30]. There are 
several ways of combining individual classifiers, and the most 
popular are: 

 Voting [30]: Each base classifier predicts a class 
depending of the number of votes. 

 Bagging [30]: Several training subsets Ei are created 
from the initial training set E by random re-sampling 
with replacement. A base classifier is obtained from 
each training subset. Using vote base classifiers, the 
final class is selected [30]. 

However, to our knowledge, the cited works with their 
techniques have rarely modeled context in an ontological form. 
In contrast, this model is mainly characterized by its ability to 
be shared and reused through the inclusion of semantic 
relationships between the contextual items and the predicted 

location. Moreover, the number of contexts used to predict the 
next location was restricted to just two location and time rarely 
involving other relevant contextual information that would help 
predict future location more authentically and accurately. Thus, 
we consider the use of a pattern model on an ontological model 
with contexts to be more efficient. 

III. PROPOSED FRAMEWORK 

A general overview of the proposed prediction process is 
shown in Fig. 1. It illustrates the different components of the 
environment and shows how a user or objects supply events. 
These components are as follows: 

 Environment: It is the milieu where the system exists; 
it contains the user, objects, places, and sensors. 

 Ontology: It is the knowledge base that presents each 
feature in the environment, context, and patterns of 
scenarios that have happened previously. 

 Location prediction: This module has the interaction 
context as input [10] from the environment and the 
predicted location as output. The aim of this module is 
to use the patterns stored in the ontology to predict the 
next location. This is done by creating a research 
pattern which corresponds with the existent pattern in 
the ontology to find the adequate next location. 

 Adequate services: This module’s role is to provide 
adequate services according to location. It has the 
predicted location as input and the adequate services as 
output. The module allows interaction with the 
ontology to select the adequate services depending of 
the location. 

 

Fig. 1. General View of the Prediction Process. 
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IV. APPROACH: MOBILITY PREDICTION: PATTERN 

TECHNIQUE 

In this section, a detailed approach is presented regarding 
location prediction. Predicting a future location will allow the 
provision of adequate services to the user in advance. 
consequently, the system will be proactive. For example, if the 
next location is a mall, the system will provide lists of things to 
buy or will supply lists of shops with sales under way. 

A. Pattern 

In this paper, the prediction process is founded on the use of 
the pattern technique. Usually, these patterns are created by two 
parts: problem and solution (Fig. 2). 

In this paper, these patterns are defined based on users’ 
context history or habits and they are stored in an ontology. 
Fig. 3 shows a simple model of a pattern. 

Therefore, the problem is the command parameters that 
contain the actual contexts and the user’s mobility history. The 
solution is the predicted location. A real example is shown in 
Fig. 4. 

 

Fig. 2. Pattern Definition. 

 

Fig. 3. Example of a Pattern. 

 

Fig. 4. Real Example of a Pattern. 

B. Algorithm 

The detailed algorithm is shown in Fig. 5. As presented, the 
algorithm has user mobility history, events, and the actual 
context as input and the next location as output. If an event is 
detected, then the system creates 'patternSearch', which 
comprises user mobility history and the actual contexts. This 
information is collected from the sensors installed in the 
environment. Then, a connection to the ontology will be 
established by sending a query containing the 'patternSearch' to 
get the matching pattern in the knowledge base. 

C. Ontology Creation 

As mentioned before, the role of the ontology is to describe 
the environment surrounding the user and the prediction system 
by using a tool called PROTÉGÉ. This tool is based on the 
ontology web language (OWL). OWL [31], [32] is a language 
used to define and instantiate Web ontologies. The benefit of 
using the ontology lies in its ability to be shared and include 
semantics. Fig. 6 represents the main concepts needed to 
describe the context and patterns. 

The environment is created by the following classes: 

 The context class contains the user context, the system 
context, and the environment context. Consequently, 
its role is to present the context feature. In this paper, 
the user context has the subclass user locomotion speed 
and the environment class has the subclass weather day 
and time. The system context will be used in a future 
work. 

 The patterns class contains 2,500 subclasses. Every 
pattern contains two subclasses: problem and solution. 

 Algorithm: Pattern Matching 

Input: user history, events, context 

Output: nextLocation 

If event detected then 

   Create patternSearch  

   Connect to the ontology 

    found ←False 

   While (found==False) 

         If (patternSearch == patternProblem) then 

            nextLocation←PatternSolution 

            found←True 

           Else 

           Go next patternProblem 

          end 

       end 

end 

return nextLocation 

Fig. 5. Prediction Algorithm. 
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Fig. 6. Ontological Classes. 

V. USE CASE AND RESULTS 

To generate a user’s behavior, the MDC (Mobile Data 
Challenge) database was used, which was created by the Idiap 
Research Institute from 2009 to 2011 by collecting continuous 
data from 200 users which described the user’s behavior, 
mobility data, social interactions, and phone usage. The public 
data set used in this paper contains 38 participants. This data set 
is divided as follows: 

 Speed: 4 ranges; very slow, slow, normal, and fast. 

 Time : 6 ranges ; t-0-8, t-8-16, and t-16-24. 

 Weather: 3 ranges: bad weather, normal weather, and 
good weather. 

There are many dynamic variables such as time, speed, 
actual location, weather conditions, days. The way they are 
integrated can affect decisions. More variables can be added, if 
it may affect the result. 

In this research, 60 % of the data set was used as learning to 
determine the patterns and 40 % as testing. The patterns are 
created after the application of the cluster for every day. Then, 
2,500 patterns are defined. These patterns are modeled in Fig. 7. 

As shown in Fig. 7, for instance, pattern 4 is composed of: 

 Pattern_problem_4: history location 
(C2_PC9_PC4_PC6_P) and contexts of time 
(12–20), day (Sunday), and weather (good weather). 

 Pattern_solution_4: C1_6 

The patterns are created according to the cluster of the data 
set. For instance, Fig. 8 shows a part of the file for Wednesday. 

As we can see in Fig. 8, in column C (the column of the 
cluster), the user moves from location C2 to C3 to C1 to C4 to 
C7 to C6. Therefore, in this case, the pattern is: pattern problem: 
C2C3C1C4C7, pattern solution: C6.  

 

Fig. 7. Ontology. 
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Fig. 8. Excel File Clustering. 

The different algorithms were presented in the related work 
section. These algorithms were implemented in [33] and they 
were compare the results obtained by every algorithm using a 
real data set. The same data set is used, in this paper, for the 
simulation. Compared to the result obtained in [33] as shown in 
Table 1, the results obtained are: 

The diagram result chart (Fig. 9) sums up the prediction 
results for each algorithm. In this chart, each line represents the 
location-prediction accuracy for each algorithm. The horizontal 
axis represents the days and the vertical axis represents the 
accuracy. 

As shown, the obtained results are unreliable compared to 
the other algorithms. This is due to the existence of many 
similar patterns. For instance: 

Pattern problem: C1C3C5, Pattern solution: C7 

Pattern problem: C1C3C5, Pattern solution: C4 

Pattern problem: C1C3C5, Pattern solution: C6 

Therefore, for the same pattern problem, there are many 
solutions. To avoid this issue, all similar patterns are discarded 
and didn’t take them into consideration for the next first results 

(Fig. 10, Table 2). Then, we select randomly, in case of 
similarity (ambiguity), one of the similar patterns (Fig. 11, 
Table 3). 

In conclusion, a remarkable improvement of the result is 
noted. Therefore, the similar patterns influence the results in an 
odd way. Therefore, to avoid ambiguity and uncertain decisions, 
a probabilistic method will be introduced to overcome this issue 
in future work. 

 

Fig. 9. Diagram result chart 

 

Fig. 10. Diagram result chart without similar patterns 

 

Fig. 11. Diagram result chart with a randomly similar pattern 
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TABLE I. MOBILITY PREDICTION ACCURACY [33] 

Day Pattern 
Naïve Bayes 

% 

BayesNet 

% 

Decision trees 

J48=C4.5% 

SVM 

% 

Nearest Neighbor 

Lbk (K=1) % 

Saturday 56.35 29.69 77.30 92.37 69.54 93.20 

Sunday 58.85 31.64 74.25 91.22 59.56 92.46 

Monday 63.21 52.94 69.73 88.06 65.43 89.47 

Tuesday 60.05 40.36 65.18 87.58 55.69 89.74 

Wednesday 55.33 54.80 75.60 92.11 65.04 93.98 

Thursday 51.45 31.100 61.41 84.72 54.1 86.39 

Friday 50.65 51.26 67.96 86.72 58.99 89.89 

TABLE II. RESULTS OBTAINED WITHOUT SIMILAR PATTERNS 

Day Saturday Sunday Monday Tuesday Wednesday Thursday Friday 

Pattern 83.52 86.47 87.89 88.01 85.62 83.94 89.63 

TABLE III. RESULTS OBTAINED WITH SIMILAR PATTERNS 

Day Saturday Sunday Monday Tuesday Wednesday Thursday Friday 

Pattern 77.02 75.21 74.54 70.96 68.84 65.78 67.05 

VI. CONCLUSION 

This paper proposes a new approach to predict future 
location of the user. This approach is based on the use of 
patterns modeled on an ontology with many contextual 
parameters considered important, such as time, weather, 
locomotion. The pattern is composed essentially of two parts: 
problem and solution.  The approach is tested using a real data 
set. The result obtained is considered competitive compared to 
other algorithms in the case of no similar patterns, but the 
accuracy of the result is unreliable in the case of similarity. We 
believe that adding another technique, like the Bayesian 
network, will improve the results. Therefore, future work will 
involve the integration of the Bayesian network. This approach 
can be implemented in smart homes or smart cities to reduce 
energy consumption. 
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