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Abstract—Nodes’ clustering in wireless networks is one of
the solutions that used to improve network performance. This
paper discusses the clustering in wireless networks. Then it
presents a novel clustering algorithm named Pragmatic Genetic
Algorithm (PGA). It combines two of the well known artificial
intelligence techniques: K-means and Genetic algorithm. The
proposed algorithm aims at minimizing the execution time of
the clustering, especially in time-sensitive wireless networks
applications. The performance of PGA has been compared with
the classical clustering algorithms, namely, K-means and KGA.
The experiments have been conducted using synthetic and real
data from public repositories. PGA obtained excellent results in
execution and stable accuracy even when the number of nodes
was increased.
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I. INTRODUCTION

Machine-based decisions making is an important aspect
that attracted the scientific research community. Artificial
intelligence (AI) has proposed a plethora of machine learning
algorithms to improve the decision-making process. These
algorithms have been embedded in many modern devices such
as cars, cameras, sensors, and networks, to make the proper
decision and improve overall performance. Some of these
decisions must be made in a real-time manner to maintain
system stability. For example, in mobile networks, the decision
of moving the current connection from one access point to
another for the handover [1] must be done in a time faster
than the node speed. The delay in such a process can break the
connection which will affect the user satisfaction level (USL).

However, finding the optimum decision (solution) using
machine learning algorithms needs long execution time to
converge. This long execution makes any system manager
choose the approaches that make the decision in a shorter
time even if its accuracy was not the best. Clustering is one
of the unsupervised machine learning algorithms. It classifies
data elements into groups based on the similarity between
them. There are many clustering algorithms such as K-means,
DBSCAN, Mean-Shift, etc. K-means is the most common
algorithm because of its short execution time and acceptable
results, but it faces the problem of local minima [2].

Clustering has been used in wireless networks to improve
network performance. It divides nodes into small groups based
on specific criteria such as distance, energy, or route as shown
in Fig. 1. Clustering has proved its ability to simplify the
networks’ task management. Its applications can be found in
sensor networks [3] where the nodes are clustered to send their
data to the sink node which is responsible for forwarding them
to the server.

Also, it is used in dense networks to increase the networks’
capacity and coverage area through tethering or relaying [4],
[5]. Edge-nodes in such networks are tethered to the closer
nodes to the access point, cluster-head, to forward their data.
The cluster-head needs to have a certain amount of energy to
forward the received packets or it must be replaced. To change
the cluster-head, a real-time clustering must be conducted. This
re-clustering process is critical and needs to be executed in a
short time to maintain stable performance.

Moreover, the clustering is applied in proactive mobility
management approaches [6]. In such approaches, the next
attaching point of a mobile node is pre-predicted on the go,
based on its mobility behavior. This type of clustering is time
sensitive and need to be updated frequently.

Fig. 1. Nodes Clustering

This paper’s contribution is to propose an algorithm called
Pragmatic Genetic Algorithm (PGA) to enhance the clustering
execution time in wireless networks.

The rest of the paper is organized as follows. Section II a
brief background is presented including the wireless network
characteristics, definitions of K-means and genetic algorithm,
and reasons for using them in this paper. Section III shows the
related works that combine K-means and genetic algorithm
for the clustering process. Section IV presents the proposed
algorithm PGA. The simulation environment and results are
discussed in Section V. The conclusion is in Section VI.

II. BACKGROUND

This section overviews wireless networks challenges and
how the clustering is used to overcome their effects. After that,
it justifies the reasons behind choosing to combine K-means
and Genetic Algorithm (GA). Followed by a brief explanation
of both approaches.
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A. Wireless Networks Characteristics

Wireless networks provide a location independent connec-
tion, where a node can be connected anywhere at anytime.
The media in such networks is the air, which propagates a
variety of electromagnetic waves in different frequencies and
powers. These waves [7], in addition to the weather effects, can
attenuate by distance, interfere and congest with each other. To
control such effects many solutions have been proposed such as
specifying the coverage area of the access points, determining
the transmission power, and selecting frequencies for each type
of wireless technology. Wireless networks have characteristics
that challenge the network management processes which must
be considered while clustering the network. Some of these
characteristics summarized below.

1) Architecture: Wireless networks are classified into two
architectures: infrastructure and infrastructure-less [8]. Infras-
tructure scheme has pre-constructed access points, that control
the connection between the network’s nodes. On the other
hand, nodes in the infrastructure-less scheme can be connected
directly as in the Ad hoc networks. Based on the network
architecture the clustering algorithm could be done central-
based or distributed-based.

2) Coverage area: Wireless signals [9] can propagate for
a specific distance based on its band, which includes different
frequency, phase, and amplitude. Hence, each wireless technol-
ogy has a specific coverage area based on the used wireless
band. For instance, IEEE802.11g works on 2.5 GHz band
[10] with a coverage area up to 60 m2 . On the other hand,
LTE tower works on 698–787 MHz band and could cover an
area up to 1 Km2.

3) Energy: Mobile nodes have limited power and in many
cases cannot be recharged immediately which represent a
challenge in network design. Nodes’ clustering can minimize
the power limitation and increase the network lifetime using
cooperative communication.

4) Mobility: The most convenient feature in wireless net-
works is mobility. The mobility represents a hot topic in
network management which plays a major role in providing
seamless movement between a network access points. Cluster-
ing the network nodes or the access points can provide better
mobility management in the network.

B. Why K-means with GA

This paper studies the combination of Genetic Algorithm
(GA) and K-means for the following reasons:

• K-means is a simple fast-executing clustering tech-
nique.

• GA is the most popular heuristic approach used based
on Jones et al. [11] overview.

• GA can optimize multiple objectives which go along
with wireless networks which have multi-conflicting
parameters needed to be optimized.

• K-mean and GA are computationally simpler com-
pared to other AI techniques such as neural networks.
This is because they require only swapping and shift-
ing of genes in chromosomes.

C. K-means

K-means clustering algorithm [12] starts by generating
random k centroids. The first clusters are created based on
the Euclidian distance between the centroids and the nodes.
After that the centroids are updated based on the calculated
mean of each cluster. This process is repeated until the new
centroids remain the same as the previous ones.

D. Genetic Algorithm

Conventional Genetic Algorithm (GA) is inspired by the
theory of evolution. In nature, weak organisms are faced with
extinction. The stronger ones have the opportunity to pass
their genes to next generations via reproduction. In GA, a

Fig. 2. Genetic Algorithm

chromosome represents a unique solution in the population.
The population is usually randomly initialized. The GA uses
two operators to create a new generation of chromosomes
from previously existing chromosomes. These two operators
are selection and reproduction. In the selection step, two
chromosomes are selected that have the highest fitness value to
be the parents for the next generation. After that, reproduction
will start with two sup-steps: crossover and mutation. In the
crossover, an offspring is generated by combining the two
parent’s chromosomes. This gives the offspring the opportunity
to inherit good genes. Usually, the crossover rate is very
high, typically 0.9 percent. In mutation, a random change is
introduced into characteristics of chromosomes. The mutation
rate is very small, typically less than 0.1 percent. After that
the next generation is reproduced as depicted in the flowchart
in Fig. 2.

The procedure of the basic genetic algorithm is given as
follows [13]:

1) Set t =1. Randomly generate N solutions to form the
first population P1.

2) Fitness Assignment: Evaluate and assign a fitness
value to each solution x ∈ P1 based on the objective
function.

3) Selection: Select two solutions x and y from P1 which
have the best fitness values to be used in the creation
of the new population Pt.
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4) Crossover: Using a crossover operator (one point or
more) to generate the new offspring and add them to
Qt.

5) Mutation: based on predefined mutation rate (always
a low rate) mutate some of the new offspring x ∈ Qt

.
6) If the stopping criterion is satisfied, terminate the

search and return the current population, else, set t
=t+1 go to Step 2.

III. RELATED WORKS

This section presents the previous works that combine GA
with K-means to enhance the clustering process. These works
can be classified into three categories: improving the centroid
location, reducing the local minima, and generating a unique
solution at each run. A brief description of these categories
presented below.

In [14], author added the GA algorithm to K-means to
find the optimal clustered data. The clusters went through GA
operations (selection and reproduction) to create generations.
These generations recreated many times based on the distance
fitness-function. The results show a better clusters formation
compared to clustering by K-means. The main drawback of
this solution is the high number of iterations needed to find
the optimal solution.

On the other hand, a combination of K-means and the
genetic algorithm has been used in [13], [15] to search for
the optimal centroids. The clusters are initially created around
random centroids of n dimensions. The new centroids are
calculated based on the mean of the nodes that belongs to
that cluster (the fitness function). When the newly calculated
centroid has the same value as the previous centroid the
process will be terminated. To evaluate the performance of
GA-clustering, artificial and real-life data sets are used. GA-
clustering outperformed K-means clustering results. The n-
dimensional centroids could add complexity to the calcula-
tions.

Moreover, [16] also uses a K-means and GA as a solution
to the multi-objective resource allocation problem. The K-
means clustering algorithm used to divide the population into
different-sized populations. The crossover and mutation are
alternately applied to create the next generation. The aim of
the work is to preserve diversity into the solutions, instead of
having a similar solution each time.

IV. PROPOSED ALGORITHM

This paper proposes a pragmatic clustering algorithm
combines K-means and GA, because of the need for a fast
executing clustering algorithm for the wireless networks.

The proposed PGA is different from the previous works
by adding two fitness values to the clustering process. PGA
flowchart is depicted in Fig. 3. The first fitness value is
calculated between the centroids and the population, while
the second fitness value is calculated between the centroids
themselves. This fitness could eliminate unwanted crossovers.
Hence reduces the execution time that is needed to define the
clusters. The PGA algorithm steps are as follows:

1) Generated a number of k chromosomes based on K-
mean algorithm.

2) Calculate the fitness value of each node to the chro-
mosomes using distance Eq. 1.

3) Specify node’s cluster such that the node belongs to
the shortest distance centroid.

4) Calculate the fitness value between the chromosomes
using distance value (proposed step) Eq. 1.

5) Starts the GA operations between chromosomes such
that crossover will start if the crossover-centroids are
apart away. This step could eliminate the creation
of very close centroids which will result in unfitted
individual. This will reduce the execution time needed
if this crossover included.

Fig. 3. Proposed Pragmatic GA Clustering PGA.

The details of PGA steps follow the main five steps of the
GA as follows:

A. Representation and Initial Population

The initial individuals P1 is randomly chosen and stored
in a list of decimal numbers. Each individual (chromosome)
in the population represent k centroides.

B. First Fitness Value Calculation

The mean of the distances between the each individual and
nodes is calculated based on equation 1. The result is saved in
the last digit of each chromosome, which represents the first
fitness value.

d =

√
x2 − x1

y2 − y1
(1)

C. Selection

There are many selection strategies used for the GA. PGA
uses the Roulette wheel selection strategy [17] which selects
two individuals (parents), that have the highest first-fitness
values to create the new individuals (children), for the next
generation Pt.
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D. Second Fitness Value Calculation

The second fitness value is calculated based on the distance
between the individuals themselves based on the equation
1. This step is added in order to eliminate the crossover
between adjacent-centroids. The crossover between adjacent
centroids will create non-uniformed clusters. Also, it will add
unwanted calculations to the first-fitness step, where the newly
created clusters will have low fitness values. The second fitness
step will calculate the fitness of all combinations between
the selected individuals (centroids). Then the highest fitness
combination will be used in the crossover process.

E. Crossover

Crossover exchanges the genes of the individuals (parents)
to generate the offspring. The crossover in GA could be done
on a single point or more. In this paper, a One-point crossover
strategy is used as appeared in Fig. 4. The probability of
crossover is usually high, but for this paper, it depends on the
second fitness value. If the fitness value is high, the crossover
will be conducted otherwise it will not.

Fig. 4. Crossover in PGA

F. Mutation

Mutation is an occasional alternative of a character in
a chromosome. In mutation, a character will be changed
if a randomly generated number is equal or less than the
probability of the mutation. The probability of mutation in
GA is usually very small.

G. Elitism

The purpose of the elitism strategy is to move the good
genes from the previous iteration to the next. So the centroids
that has the best fitness values can be used in the creation of
the new population.

H. Stopping Criterion

The algorithm will stop when it reaches to the predefined
number of generations.

V. EXPERIMENTS AND ANALYSIS

To validate the proposed PGA algorithm, we use synthetic
and real data sets. The experiments and their results are
described below. The initial values of the GA algorithm, for
all experiments are shown in Table I. Two metrics are used to
evaluate the performance of the proposed algorithm as follows:

• Execution time: It is the time the program takes to
reach to the final clusters.

• Accuracy: The percentage of the right created clusters
by the algorithm, compared to pre-known results of the
used data set.

TABLE I. THE USED GA PARAMETERS

Parameter Value

Crossover Probability 0.8
Mutation Probability 0.01

Number of Individuals 20
Generations 100

A. Experiment 1

In this experiment, “Iris” data set [18] is used, which
is commonly used for testing machine learning algorithms
performance [19], [20]. This data set represents different
categories of irises with four feature values: the sepal length,
sepal width, petal length and the petal width in centimeters.
It has 150 records which are categorized into three classes
with 50 samples each. Therefore the chosen number of clusters
(k) is three. The aim of this experiment is to compare the
performance of the proposed PGA algorithm with the K-
means and KGA. KGA [16] is an algorithm that uses the GA
algorithm to improve the K-means centroid. The accuracy is
calculated by comparing the clustering results with the pre-
known correct answers of the Iris data set.

It can be seen in Table II that PGA has the best accuracy
compared to K-means and KGA. On the other hand, K-means
has the best execution time but with the lowest accuracy. PGA
is better than KGA by 5% in execution time and accuracy in
this experiment. Fig. 5 shows the result of clustering the “Iris”
data set by PGA.

TABLE II. EXPERIMENT 1 RESULTS

Algorithm Iteration accuracy

K-means 0.03 49%
KGA 28 79%
PGA 21 81%

B. Experiment 2

In this experiment 200-400 points in R2 are randomly
generated to from four classes. The classes are taken in such
a way that the distance from a point to its class-centroid is
less than the distance of that point to other classes centroids
as appeared in Fig. 6.
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Fig. 5. Iris Clustering by PGA

Fig. 6. Exp.2 Nodes Distribution.

TABLE III. EXPERIMENT 2 RESULTS

Number of Nodes 200 300 400

Algorithm Time Accuracy Time Accuracy Time Accuracy

K-means 0.1 50% 0.3 25% 0.5 24%

KGA 78 65% 81 68% 108 75%

PGA 51 75% 56 71% 76 75%

The results of experiment 2 are depicted in Tables III. PGA-
clustering attains the best value of accuracy compared to K−
means and KGA. PGA has stable accuracy even when the
number of nodes increased. K-means, on the other hand, attains
the best execution time but with the lowest accuracy especially
when the number of nodes is increased.

The addition of the second fitness value to the PGA
eliminate the unwanted calculations. These calculations could
be added if the incorrect clusters (clusters with close centroids)
are generated by the crossover process. This is can be seen in
the result of PGA in the former experiments.

VI. CONCLUSION

In this paper, we have presented a new clustering technique
called PGA. It aims at improving the execution time that is
needed to cluster group of nodes. Clustering is an important
class of unsupervised learning techniques that have attracted
the attention of the research community over the last few years.

The proposed approach is a novel contribution, which
adds a second fitness value to the clustering process. PGA

combines the benefits of Genetic algorithm and K-means.
This combination can omit some of the drawbacks of each
algorithm such as the local minima of the K-means and the
long execution time of GA.

We have tested the proposed algorithm in different syn-
thetic and real clustering problems. The results of our testing
of execution times clearly show that PGA outperformed K-
means and KGA algorithms while maintaining good accuracy
results.
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