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Abstract—Cloud computing technology enables sharing of 

computer system resources among users through internet. Many 

numbers of users may request for sharable resources from a 

cloud. The sharable resources must be effectively distributed 

among requested users with in a less amount of time. Task 

scheduling is one of the ways of handling the user requests 

effectively in a cloud environment. There were many existing 

biologically inspired optimization techniques worked with task 

scheduling problems. The proposed paper is aimed at clubbing 

clustering techniques with biologically inspired optimization 

algorithms for deriving better results. A new hybrid methodology 

KPSOW (K-means with PSO using weights) has been proposed 

in the paper, which makes use of the strengths of both the K-

means and PSO algorithms with the inclusion of weights concept. 

The results have shown that KPSOW has made considerable 

changes in reducing the makespan and improves the utilization 

of computing resources in the cloud. 
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I. INTRODUCTION 

In the Computer science and information technology field, 
usage of internet plays an important role for sharing of 
resources among many people. Many technologies came for 
supporting the distribution of resources through a network. 
Distributed computing is one of the technologies which 
support the distribution of resources in a network. Task 
scheduling is the mostly used key factors in distributed 
system. Simulated annealing techniques [1] can be applied for 
scheduling tasks in a distributed environment for better 
results. Cloud computing is one of the distributed technologies 
which provides a platform for sharing of resources via pay per 
use model through internet. Cloud provides services [2] to 
users in three categories. The categories are Platform-as-a-
Service (PaaS), Software-as-a-Service (SaaS) and 
Infrastructure-as-a-Service (IaaS). Cloud can be viewed as a 
Network-as-a-Service (NaaS) [3] using virtualization process. 
There are many challenges/issues [4,5] to be faced for a 
reliable cloud computing environment. Clouds can be of 
different types like private cloud, public cloud and hybrid 
cloud which is the combination of both the private and public 
clouds. To utilize the cloud services effectively, task 
scheduling can be used in the cloud environment. For effective 
utilization, the parameters that can be considered are 
makespan, energy consumption, resource utilization etc. There 
must be minimum energy consumption while handling the 
cloud tasks. How energy can be minimized using virtual 

machine scheduling [6] in cloud centers was shown by 
Chaima Ghribi, Makhlouf Hadji and Djamal Zeghlache. 
Balancing of load in cloud environment [7, 8, 9] is another 
important aspect to be considered for speedy response from 
the cloud. If the load is properly balanced, the computing 
resources can evenly get the cloud tasks from the scheduler 
which creates a balancing environment, even when high 
complexity tasks or more tasks enter the cloud. Priyansh 
Srivastava, Bhavesh Gohil, and Dhiren Patel [10] showed the 
load balancing model for a cloud using Cloudsim tool. Genetic 
algorithms [11, 12] can also be useful for task scheduling. 
Genetic algorithms belong to a class of evolutionary 
algorithms which are used for generating high quality 
optimization solutions. They rely on bio-inspired operations 
like selection, crossover, mutation etc. Another way of giving 
optimizing solutions to task scheduling is through bio-inspired 
algorithms like Particle Swarm Optimization (PSO) [13, 14, 
15, 16] and Ant Colony Optimization algorithms [17, 18] etc. 
PSO imitates the behavior of birds searching for food. Birds 
move to next location where more food is available. The 
bird‟s movement is based on its local search criteria. Every 
time bird‟s best position and its velocity is considered to meet 
the global search criteria which is final optimized solution 
whereas ACO imitates the behavior of ants searching for food. 
When an ant finds food, it moves to that location by releasing 
a pheromone on its travelled path. Now the other ants follow 
the path by smelling that pheromone. The pheromone may 
evaporate as the time goes on. So the ant‟s movement during 
the search path is based on the concentration of pheromone 
laid on that path. Optimized paths are found using the above 
ant‟s behavior. 

The tasks to be scheduled are of different types like having 
different complexity levels. If the similar tasks are taken into 
groups before allocating them to computational resources, 
then there is a chance of generating optimizing solutions for a 
cloud environment. Hence to obtain better makespan results in 
cloud environment, the proposed paper is made making use of 
clustering techniques with the help of bio-inspired algorithms 
for cloud task scheduling problem. A new hybrid algorithm 
KPSOW has been proposed in the paper. KPSOW combines 
the strengths of both K-means [19, 20, 21, 22] and PSO 
algorithms using weights concept. 

The rest of the paper is organized as follows. Sections 2, 3 
and 4 explain the working nature of K-Means algorithm, 
FCFS scheduling algorithm and Particle Swarm Optimization 
algorithm, respectively. The three sections also explain how 
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these algorithms can be mapped to task scheduling problem in 
cloud environment. Section 5 explains methodology which 
gives a complete idea of proposed work. Section 6 describes 
and depicts the results of proposed work. Finally, conclusions 
are given in Section 7. 

II. K-MEANS CLUSTERING 

K-means clustering algorithm is one of the popular used 
algorithms for clustering. K defines number of clusters to be 
generated from the process. It collects a set of tasks as input 
and separates them into clusters by finding distances between 
mean values of the clusters. Euclidean distance measure is 
used for finding mean distances. Number of clusters to be 
generated is to be given as domain knowledge to the 
algorithm. The algorithm proceeds as follows. Let us assume 
K value is 2 and there are n tasks. Initially, each cluster is 
allocated a single task randomly. Now the clusters task length 
is considered as mean value in the first iteration. Euclidean 
distances are applied to all the remaining task lengths in the 
set from the mean values of cluster1 and cluster2. The task 
lengths which are having minimum mean distance is allocated 
to those corresponding clusters. Now, new mean values are 
calculated for the newly generated clusters. Mean squared 
error value is calculated at each iteration step to find error 
while forming clusters. Calculation of mean squared error 
value is shown in the equation (1). 

   ∑ ∑ |     |    
 
                (1) 

Where e    Mean squared error 

            K   number of clusters to be generated 

            C   represents a cluster 

             t    is a task in the cluster Cq 

         mdq    a mean value in the cluster Cq 

Current error value is compared with the previous iteration 
error value. If the error is converged or there are no more 
changes in the cluster objects then the algorithm is stopped. 
The K-means clustering algorithm can be used in cloud 
environment for grouping similar type of complex tasks. 

III. FCFS SCHEDULING ALGORITHM 

FCFS is one of the simplest scheduling algorithms used for 
scheduling tasks from the task ready queue. It is commonly 
referred to as First-Come-First-Serve scheduling algorithm. 
FCFS is used when all tasks are given similar priority. The 
working nature of FCFS algorithm is: it executes the tasks as 
their arrival order in the ready queue: i.e. as the FCFS name 
suggests, the task which comes first will get executed. FCFS 
has the property called FIFO (First-In-First-Out). The same 
original FCFS algorithm can be used to process the tasks by 
computational resources in the order of their presence in the 
cloud environment. Let as assume there are 15 tasks in the 
ready queue and 3 computational resources (virtual machines) 
in a cloud environment. By using FCFS algorithm, task1 is 
assigned to virtual machine1 and task2 is assigned to virtual 
machine2 and task3 is assigned to virtual machine3. When 
task1 is executed successfully then task4 is assigned to virtual 
machine1 and when task2 is executed successfully then task5 
is assigned to virtual machine2. The same process is repeated 
until all tasks get executed. For this scenario, a total of 5 tasks 

are assigned to each virtual machine on an average. Non-
preemption and not having resources utilization in parallel are 
the common problems of FCFS. But FCFS is the simplest task 
scheduling algorithm for optimizing resources. There were 
papers [23] giving an analysis of scheduling algorithm with 
priority was done based on FCFS. 

IV. PARTICLE SWARM OPTIMIZATION 

One of the Bio-Inspired Optimization algorithms is 
Particle Swarm Optimization (PSO) algorithm. As the name 
suggests, PSO simulates the behavior of birds in the process of 
searching for food. The birds follow a certain strategy to 
search for food. The strategy which takes less time to search 
for food is called a best strategy. In PSO algorithm, bird 
strategies are called as particles. Each strategy is assigned a 
fitness value. Depending upon the application, the particle 
which has an optimum fitness value is treated as an optimum 
solution to the given problem. The algorithm starts with a set 
of particles. Fitness values are calculated for all particles in 
each iteration. For each iteration, two values are updated. First 
one is „pbest‟ and the second one is „gbest‟. „pbest‟ is personal 
best position of each particle and „gbest‟ is global best 
position of particles so far in all iterations. From the next 
iteration, particle positions and velocities are updated with the 
help of previously calculated best values as shown in the 
equations (2) and (3). 

UV[] = UV[] + l1 * rand() * (pbest[] – current[]) + l2 * rand() 

* (gbest[] – current[])             (2) 

current[] = current[] + UV[]            (3) 

where 

UV[]      array of updated velocities of particles 

current[]   array of current positions of particles 

l1 and l2   learning factors, usually value 2 is taken to both the 

factor variables 

rand()   random function which takes values between 0 and 1 

The above process is repeated up to a maximum number of 
iterations or up to the optimal solution is converged. The same 
PSO approach can be mapped to cloud task scheduling 
problem for obtaining an optimal solution. The assignment of 
cloud tasks to virtual machines is considered as a particle. The 
time it takes to execute tasks by respective virtual machines is 
considered as a fitness function. The position of particles is 
the placement of tasks to the virtual machines. Better optimal 
solution can be obtained using PSO approach compared to 
FCFS algorithm. 

V.  METHODOLOGY 

One of the main problems in cloud computing 
environment is the task-scheduling problem. The task-
scheduling problem is mainly concerned about the mapping of 
application tasks and computing resources in order to achieve 
the balanced work load and efficient execution of application 
tasks using the limited resources. There are different task-
scheduling algorithms that can be adopted, but suitable to the 
situation. There were many surveys done on task scheduling 
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[24, 25, 26]. Selecting the best scheduling policy is the prime 
concern. Based on this scheduling policy, the application tasks 
can be mapped to the computing resources and then executed. 
The scheduling goal assumed in the proposed algorithm 
KPSOW is the minimization of task completion time. 
KPSOW makes use of the strengths of both the K-means and 
PSO algorithms with the inclusion of weights concept. The 
working behavior of KPSOW is shown in Fig. 1. 

The basic idea of proposed work is separating the cloud 
tasks into low complexity tasks and high complexity tasks and 
assigning low complexity tasks to low performance computing 
resources and high complexity tasks to high performance 
computing resources, thereby makespan of the scheduling 
tasks can be reduced. Let us consider there are N number of 
tasks T1, T2, T3…..TN and M number of computing resources 
VM1, VM2, VM3 … VMM in a cloud. Here the tasks can be 
considered as cloud tasks and computing resources can be 
considered as virtual machines (VMs). Let the lengths of tasks 
be TL1, TL2, TL3……. TLN.  and performances of virtual 
machines be VMP1, VMP2, VMP3 …… VMPM. By using the 
length of each task, total cloud tasks are separated into two 
separate groups by calculating the Euclidian distance between 
them. K-means algorithm is used for separating the cloud 
tasks into groups. Let the generated groups be C1 & C2 and 
number of tasks in each group be nc1 and nc2. Later find out 
the weights for each cluster using the equation (4) 
equation (5). 

WC1 = ∑    
   
                 (4) 

WC2 = ∑    
   
                 (5) 

where WC1   weight of cluster1 

           WC2   weight of cluster2 

 

Fig. 1. Working Nature of Proposed KPSOW. 

Now compare the weights generated from equation (4) & 
(5) and assign low weight value to Light Weight Cluster 
(LWC) variable and high weight value to Heavy Weight 
Cluster (LWC) variable. LWC represents the low complexity 
tasks group and HWC represents the high complexity tasks 
group. Next step is assigning low complexity tasks group to 
low performance VM (LPVM which are low VMP machines) 
and high complexity tasks group to high performance VM 
(HPVM which are high VMP machines). At last, do schedule 
tasks from LWC group to LPVM and HWC group to HPVM 
by minimizing the makespan using the algorithm PSO. PSO 
has been implemented as explained in the section4. After 
running the PSO algorithm, the final Task-Resource Map list 
is collected. The final Task-Resource Map list is considered as 
the best scheduling solution for minimizing the makespan. 
Makespan is calculated by using the equation (6). 

makespan = ∑
  

    
      + ∑

  

    
       + ........................ + 

∑
  

    
                    (6) 

where VM1   1
st
 Virtual machine 

           VMM   M
th

 Virtual machine 

           VMP1   1
st
 Virtual machine performance 

           VMPM   M
th

 Virtual machine performance 

The objective of proposed method is to find out the 
minimum makespan when cloud tasks are executed by the 
virtual machines in a cloud. 

VI. EXPERIMENTAL RESULTS 

Cloudsim simulation tool has been used for evaluating the 
performance of proposed KPSOW method. Simulation has 
been performed with a total of 5 virtual machines. These 5 
virtual machines are grouped into two categories based on 
their performances. Assume that first three virtual machines 
(VM1, VM2, VM3) are considered as low performance VMs 
and the last two virtual machines (VM4, VM5 ) are considered 
as high performance VMs. The constraint that is considered 
for low performance VMs is VMP1 < VMP2 < VMP3 and for 
high performance VMs is VMP4 < VMP5. The constraint 
makes sure that less number of tasks is allocated to low 
performance virtual machines and more number of tasks is 
allocated to high performance virtual machines. Virtual 
machine performances have been taken in the range 500 to 
600 MIPS and 1100 to 1300 MIPS for low performance VMs 
and high performance VMs respectively. Cloud task lengths 
are taken randomly in between 500 to 1000 MIPS. The 
proposed KPSOW method has been run for 50, 100, 150, 200 
cloud tasks separately with all five virtual machines and 
makespan is compared with the existing methodologies FCFS 
(First come First Serve) and PSO (Particle Swarm 
Optimization). Comparison of makespan is shown in Table I 
and Fig. 2. Results show that KPSOW just took 12.64 sec to 
schedule 50 cloud tasks where as FCFS and PSO took 15.23 
and 13.35 sec respectively. Similarly KPSOW took 23.45 sec 
to schedule 100 cloud tasks where as FCFS and PSO took 
32.07 and 24.33 sec respectively. To schedule 150 cloud tasks, 
KPSOW took 33.23 sec where as FCFS and PSO took 45.25 
and 40.59 sec respectively. At last KPSOW took 38.6 sec to 
schedule 200 cloud tasks where as FCFS and PSO took 57.47 
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and 47.81 sec respectively. The results show that KPSOW has 
done well in reducing the makespan. 

The proposed paper has also tested the VM utilization 
percentage against the above said methodologies for all 50, 
100, 150, 200 tasks separately. VM utilization percentage has 
been calculated using the equation (7). 

     
   

 
                   (7) 

Where 

      represents the utilization percentage of i
th

 virtual 

machine 

      represents the total tasks distributed to i
th

 virtual 

machine. 

    total tasks considered 

Comparison of VM utilization in percentages is shown in 
Tables II to V and Fig. 3 to 6. 

 

Fig. 2. Comparison of Makespan. 

TABLE I. MAKESPAN COMPARISON VALUES 

Techniques 
No. of Tasks  

50 100 150 200 

FCFS 15.23 32.07 45.25 57.47 

PSO 13.35 24.33 40.59 47.81 

Proposed 

KPSOW 
12.64 23.45 33.23 38.6 

TABLE II. VM UTILIZATION IN % FOR 50 TASKS 

Techniques 
VIRTUAL MACHINE NUMBER 

VM1 VM2 VM3 VM4 VM5 

FCFS 20.0 20.0 20.0 20.0 20.0 

PSO 26.0 16.0 10.0 4.0 44.0 

Proposed 

KPSOW 
16.0 28.0 56.0 24.0 76.0 

TABLE III. VM UTILIZATION IN % FOR 100 TASKS 

Techniques 
VIRTUAL MACHINE NUMBER 

VM1 VM2 VM3 VM4 VM5 

FCFS 20.0 20.0 20.0 20.0 20.0 

PSO 24.0 8.0 17.0 23.0 28.0 

Proposed 

KPSOW 
32.07 30.18 37.77 36.17 63.82 

TABLE IV. VM UTILIZATION IN % FOR 150 TASKS 

Techniques 
VIRTUAL MACHINE NUMBER 

VM1 VM2 VM3 VM4 VM5 

FCFS 20.0 20.0 20.0 20.0 20.0 

PSO 26.66 11.33 16 14.66 31.33 

Proposed 

KPSOW 
26.25 32.5 41.25 27.14 72.85 

 

Fig. 3. Comparison of VM Utilization % for 50 Tasks. 

 

Fig. 4. Comparison of VM Utilization for 100 Tasks. 

 

Fig. 5. Comparison of VM Utilization for 150 Tasks. 

 

Fig. 6. Comparison of VM Utilization for 200 Tasks. 
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TABLE V. VM UTILIZATION IN % FOR 200 TASKS 

Techniques 
VIRTUAL MACHINE NUMBER 

VM1 VM2 VM3 VM4 VM5 

FCFS 20.0 20.0 20.0 20.0 20.0 

PSO 23.5 14.0 20.5 12.0 30.0 

Proposed 

KPSOW 
30.55 33.33 36.11 35.86 64.13 

Utilization figures state that KPSOW algorithm has 
utilized virtual machines with proper load balancing. The 
proposed algorithm has followed the initial constraint 
assumption. Results show that the number of tasks allocated to 
VM3 is greater than VM2 and VM2 is greater than VM1 in 
LPVMs & number of tasks allocated to VM5 is greater than 
VM4 in HPVMs for proposed KPSOW algorithm. PSO has 
better utilization ratio compared to K-means. So the proposed 
methodology effectively allocates less number of tasks to low 
performance virtual machines and more number of tasks to 
high performance virtual machines.  Hence, KPSOW has 
given better utilization ratio for all virtual machines compared 
to FCFS and PSO methodologies. 

VII. CONCLUSION 

Task scheduling is an effective way of scheduling for 
getting tasks executed faster in cloud environment. Scheduling 
tasks with a clustering approach is one of the ways of ordering 
jobs in cloud environment for effective execution. The 
proposed KPSOW algorithm is the one such method. KPSOW 
has effectively used cluster weights concept for forming low 
complexity and high complexity task groups. KPSOW can be 
used in a cloud when there is more number of cloud tasks with 
varied complexities. Results are stating that KPSOW has 
made remarkable changes in reducing the makespan and also 
improves the utilization of computational resources when 
compared to the earlier methodologies. KPSOW shows 
simplicity in executing complex tasks in a speedy way and 
will be helpful to the society where the reliable cloud 
environment is required. 
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