Fragile Watermarking based on Linear Cellular Automata using Manhattan Distances for 2D Vector Map
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Abstract—There has been a growing demand for publishing maps in secure digital format, since this ensures the integrity of data. This had led us to put forward a method of detecting and locating modification data that is extremely accurate and simultaneously guarantees that the exact original content is recovered. More precisely, this method relies on a fragile watermarking algorithm that is developed in accordance with a frequency manner and, for every spatial feature, it can embed hidden data in 2D vector maps. The current paper proposes a frequency data-hiding scheme, which will be examined in accordance with Linear Cellular Automata Transform using Manhattan distances. Various invertible integer mappings are applied in order to find out the Manhattan distances from coordinates. To begin with, the original map is transformed into LCA, after which the watermark insertion process is carried out to transform the coefficient of the transformation result frequency into LSB. Lastly, a watermarked map is created by applying the inverse LCA transform, meaning that a LCA-transformed map is produced. Findings indicate that the suggested method is effective since in terms of invisibility and the capacity to allow for modifications. The methods also allow the detection of modification data, the addition and removal of some features, and enable the exact original content from the 2D vector map to be included.
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I. INTRODUCTION

The digital map is very a very accurate, automated procedure, which is highly beneficial. It also has lossless scaling in comparison to paper maps [1]. Other advantages of it include easy storage and simple distribution, as well as easy data manipulation. It generates a higher need for map producers to ensure that publication maps are subject to high security services as a means of protecting the integrity of the map. It also requires distortions resulting from these security services to be eliminated from the map. Fragile watermarking is deemed to be a highly effective technique for carrying out authentication and integrity for vector map verification. In comparison to conventional methods (such as digital signatures), fragile watermarking allows for both the detection and locate of any modifications made to the original content.

The integrity of the data refers to the authenticity of the data, that is, whether the data has been manipulated with a common or malicious data processing. A digital watermarking technology is used to embed hidden information in a digital map in order to indicate the author of the content [2-7], and authenticate the integrity of the content [8-12]. To remove the distortions introduced by authentication and tamper detection ability, fragile watermarking for digital maps can be included in frequency watermarking [13]. The watermark in frequency watermarking is different from the space domain present in transform-domain embedding methods, since the watermark is not inserted by adapting the vertices’ coordinates, but rather by changing their transform coefficients. Fragile watermarks are typically applied to safeguard integrity and authenticity of data content. When this is modified, the watermark becomes damaged, and jeopardizes the data integrity, meaning it cannot be ensured that the data is authentic A fragile watermark thus takes advantage of reversible watermarking techniques in order to insert the authentication data. And this not only enables the location of malicious attacks, but allows for the original content to be recovered [14]. In the present research paper, we will propose a reversible method for conducting fragile watermarking in vector maps. The proposed technique will be developed in accordance with Linear Cellular Automata Transform [15], with Manhattan Distances being employed. This is a new approach that is yet to be used for the first time in research. The Manhattan distances used here will be those between the adjacent vertices, and they will be applied to cover data, with the aim of creating a distance-based scheme [16] that can allow for the coordinates in which the watermark is embedded to be located. Linear Cellular Automata Transform will be used to enhance the ability and invisibility of the final, resulting maps. This suggested method will be able to accurately locate and detect any features that have been tampered with once data has been manipulated. It will also be possible to recover the original vector map in its exact form by extracting the hidden data in cases when there has been no attack.

The purpose of this research is to create a successful method to ensure that the integrity of geospatial data can be protected in a more effective and efficient manner than is currently possible and then has been proposed by previous research into the topic. The research results are expected to heighten confidence in the development of digital maps created in computerized environments. In order to enhance content authentication in vector maps, the present research paper puts forward a new and innovative approach to vector map watermarking. This method will rely on the LCA transformation algorithm. It is important to note that the cellular automata transform (CAT) algorithm has been used frequently in the past in cases of multimedia watermarking [17-18], however there is yet to be any research that has used...
vector maps as the embedded media. The primary advantages of our new approach are that there is a high degree of reversibility and invisibility, as well as low computational complexity, and insertion outcomes [19] that are of advanced quality. Another key point here, is that the approach proposed in the current paper provides various features that enable and promote data origin authentication, primarily resulting from the scrambling technique [20]. What’s more, as the approach can only be used on a single transform plane, it is very unique in comparison to current frequency domain watermarking methods. Additionally, it provides multi-frequency domains that can allow for successful DW. The rest of the paper will be organized in the following way: Section 2 will focus on exploring Linear Cellular Automata. Section 3 will discuss the reversible fragile watermarking scheme that is used in our technique in great depth. Section 4 is where we will present the experimental findings and algorithm analysis. Finally, section five will present summarized conclusions.

II. LINEAR CELLULAR AUTOMATA

Linear cellular Automata Transform can be described as an important algorithm that is applied to represent a certain dynamic given in a discrete time and a frequency domain. Cells are organized to create a regular lattice structure, and it is imperative that each of these cells possesses a finite number of states. As a whole, LCAT is applied as a means of working out the discrete transformation in a fast and efficient manner, and can often be useful in lowering the number of complexities. In general, the following equation can be used to explain the LCAT formulation (1) [21].

\[(C^{t+1})^T = M_n, (C^t)^T (\mod 2) \]

When \(M_n\) indicates the following local transition matrix, if \(n = 5k\), then:

\[
M_n = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & \ldots & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & \ldots & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 0 & \ldots & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \ldots & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & 1 & 1 & 1 \\
\end{pmatrix}
\]

If we use \(M_n\) to represent the transition matrix for the cellular automaton \(A_n\). As previously stated, the matrix is an \(n\)th order and is pentadiagonal in nature. This matrix has non-zero coefficients that equate to 1. In cases where \(M_n\) is representative of the pentadiagonal matrices, \((C^t)^T\) is representative of the linear matrix that is made up of a number of random parts. However, it is important to point out that the inverse formulation for LCAT is expressed using the following equation (2).

\[(C^{t+1})^T = M_n^{-1}, (C^t)^T (\mod 2) \]

The formula for the transition matrix of the inverse cellular automaton of \(A_n\) is as follows: if \(n = 5k\) then:

\[
M_n^{-1} = \begin{pmatrix}
\frac{1}{n-1} & B & B & \ldots & B \\
B^T & M_n^{-1} & B & \ldots & B \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B^T & \vdots & B^T & \vdots & B^T \\
B^T & \ldots & B^T & \ldots & B^T \\
\end{pmatrix}
\]

Where

\[
M_n^{-1} = \begin{pmatrix}
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}, B = \begin{pmatrix}
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

The size of the transition matrix starts from 5 elements as defined in the following equation (3):

\[|M_n|_{mod2} = \begin{cases} 1, \text{ if } n = 5k \text{ or } n = 5k + 1, \text{with } k \in N \\ 0, \text{other wise} \end{cases} \]

A. Linear Cellular Automata Transform

In order to improve the copyright protection performance features of vector maps, the present research paper suggests that fragile digital watermarking domain transformation is used to serve as proof of copyright, and this watermarking is achieved through LCAT data transformation algorithm. The CAT algorithm is commonly employed throughout the multimedia watermarking field [22,23], but has never been inserted into a vector map in embedded media form before. In the current paper, the watermark is inserted as a form of copyright indicator that is visible on the vector map and this is achieved by using a transformation domain on the vertices’ coordinates. The procedure for inserting the watermark is a process in which the coefficient of the transformation result frequency has to be implemented into the vector map data. The map coordinates have to be adapted into a Linear Cellular Automata Transform (LCAT) in order to transform the vector map into a domain frequency signal. The key principle underpinning the process is that the coordinate \(v_{x1}\) on the original map is transformable by applying LCAT. The following equation can be used to explain the LCAT (4):

\[T(M) = \sum_{n=0}^{N-1} M_n \cdot v_{x1} (\mod 2) \]

Fig. 1. The Flow Chart of the Linear Cellular Automata Transform Algorithm.

\(T(M)\) represents the domain transformation of the original map, whilst \(v_{x1}\) represents the digital media value of the original map. Furthermore, \(N\) represents the number of
vertices that must be modified into a frequency domain. $M_n$ is the transition matrix of Linear cellular automaton.

The key principle of the method is that the $v_{x1}'$ coordinate of the original map can be modified using the LCAT, after which the encrypted watermark can be implemented. The following formula explains this method of embedding the watermark (5):

$$v_{x1}'' = v_{x1}'+\alpha W$$

(5)

$\alpha$ here represents the embedding parameter, with $W$ the $n$ representing the watermark bit. As can be seen in the watermark (5) formulation previously outlined, the higher the $\alpha$, the greater the changes will be on the vector map file. However, the strength of the watermark resistance will be much greater. The $\alpha$ value used in the present research will be as high as 3 bit, which is very much an acceptable level for vector map changes. This value also shows a high level of resistance. The numerous stages of the linear cellular automata transform algorithm can be seen in Fig. 1.

In the meantime, the inverse formula for LCAT can be seen in the following equation (6):

$$i\mathcal{I}(M) = \sum_{n=0}^{N-1} M_{n}^{-1} v_{x1}'' \mod 2$$

(6)

$i\mathcal{I}(M)$ represents the inverse domain transformation value for the original map, whilst $v_{x1}''$ represents the original map’s transform digital media value.

### III. Proposed Watermarking Scheme

Throughout section three, the proposed watermarking method will be introduced in two primary stages. Firstly, we will discuss the method used to insert watermarks into the vector MAP for every spatial feature (see Fig. 2). Secondly, we will discuss the method used to extract the watermarks and for the recovery of the original vector map (see Fig. 3).

#### A. Watermark Embedded Procedure

A polyline feature refers to a structured group of vertices that come together to create a single or multiple line segments. This happens in such a way that precisely two segments will share the endpoint of every segment (otherwise known as a vertex) $v(x, y)$. When the endpoints are the same, then a polyline will be closed (this is known as a polygon). As a whole, the coordinates of D vector map vertices are in the form of floating-point numbers.

If we allow $d_{max}$ to serve as the maximum number of digits following the decimal point, $(x, y)$ can represent the original coordinates. In order to allow for the restoration of the original coordinates $(x, y)$, equation (1) can be used to extract the integer coordinates $(x_i, y_i)$.

$$\lfloor (x, y) \times 10^d \rfloor, d \leq d_{max}$$

(7)

The three consecutive vertices for every feature can be grouped as an insertion unit. The structure of an insertion unit can be seen in Fig. 4. The following formula represents $N$ units in $F$:

$$\{ (v_1^i, v_2^i, v_3^i) \} = \{ (x_1^i, y_1^i), (x_2^i, y_2^i), (x_3^i, y_3^i) \}, i \in \{1, 2, \ldots, N\}.$$  

(8)

The following formula shows the relative coordinates $(\Delta x, \Delta y)$ for every insertion unit, with $v_2^i$ serves as the center point $O(0,0)$, resulting from equation (8).

$$\{ \Delta x_i^i = x_i^i - x_2^i, \Delta y_i^i = y_i^i - y_2^i \}$$

(9)

As demonstrated in both Fig. 4 and equation (9), the Manhattan distances $l_1^i$ and $l_2^i$ refer to the distances between the center point and the two nearest neighbouring vertices, respectively. Moreover, $r$ represents the integer mean.
difference value, and this will not be impacted by modifications at all during the embedding process. In a given pair, the following formula shown in equation (10) can be applied to work out the difference (di) and integer-mean (mi) of the two Manhattan distances.

\[
\begin{align*}
    d_i &= l_1^i - l_2^i \\
    m_i &= \frac{l_1^i + l_2^i}{2}
\end{align*}
\]  

(10)

The primary purpose of calculating the Manhattan distances is to allow for the location of the implemented watermark bits to be detected through the modification of the difference di (see equation (5) and Fig. 5).

\[w_k \in W (k = 1, 2, \ldots, NW)\]

This is based on the premise that the insertion unit fulfills the two conditions required of embedded data. W represents the embedded data, and may be in the form of cryptographic hash value for the host vector map, the purpose of which is to verify the integrity of data or to highlight any secret data.

1) The coordinates acquired by working out the difference di between the vertex points are subsequently converted into LCAT.

2) The method presented in [20] can be employed in order to encrypt the factors relating to W* and to identify any patterns in data \(W^* = \{w_1^*, w_2^* \mid \{0, 1\}, i = 0, 1, \ldots, i - 1 \}\).

3) If one is to assume that there is a double floating-point number in the form of a 16-digit coordinate value, and that this is inserted in decimal fraction format, and if \(W^*\) is embedded into the two final successive digits, then they will have relatively little impact on accuracy. Precision. What’s more, the embedded value is not in line with the integer resulting from the two digits, then the following formula is to be applied:

\[W^* = \begin{cases} 
    \text{if } w_i^* \text{ is 0 then } D \leq 50 \text{ and saved at the positions; } \\
    w_i^* = 1, \text{otherwise}
\end{cases}\]

(11)

4) When the LCAT is used after the watermark has been embedded, the frequency domain vector map can be restored to the original form.

5) The third and fourth steps can be repeated K number of times in high capacity situations, with blind watermarking and LCAT able to be employed as a means of extract the watermark.

To enable, secret communication, two criteria must be fulfilled in the proposed method:

Criterion 1. To guarantee the ability to recover the original 2D vector map, each watermarked vertex has to remain in the same region as the original vertices. To clarify, this means that the relative coordinates of original vertices \((\Delta x, \Delta y)\) have to possess the exact same numbers as the corresponding watermarked vertices \((\Delta x', \Delta y')\).

**B. Watermark Verification Procedure**

There are three fundamental processes underpinning the watermark verification procedure. These are the extraction of watermarks, the verification of such watermarks, and recovering of the original map. When the watermarked vector map has been obtained \(M'\), the following formula can be used to extract the watermark:

\[\sqrt{(x_i^* - x_i^{'})^2} \leq \tau\]

(12)

If the embedding of \(w_k\) is complete, then the modified Manhattan distances \(l_1^i\) and \(l_2^i\) can be acquired from the \(d'\) and \(mi\) by using equation (13). Subsequently, the vertices coordinate of the watermarked unit \((v_1^{'}, v_2^{'}, v_3^{'})\) may be worked out using the formula: \(l'_1\) and \(l'_2\) and by subsequently employing equations (14) (15). This is chosen based on the values of \(\Delta x_1^{'}, \Delta y_1^{'}, \Delta x_2^{'}, \Delta y_2^{'}, \Delta x_3^{'}, \Delta y_3^{'}\).

\[\Delta x_i^{'}, \Delta y_i^{'}, \Delta x_3^{'}, \Delta y_3^{'}\]
The watermark can be extracted from the watermarked map $M'$ into $\{F'_1, F'_2, F'_3\}$ feature groups. These groups are in the form of integers. In every group $F'_i$, three consecutive vertices must be separated to form a watermarked insertion unit.

$$\{v_i^0, v_2^0, v_3^0\} = \{(x_1^0, y_1^0), (x_2^0, y_2^0), (x_3^0, y_3^0)\}, i \in \{1, 2, ..., N\}$$

2) For each of the watermarked unit insertions, steps two to six outlined below must be carried out.

3) Work out the units’ Manhattan distances $l^1_i$ and $l^2_i$ by employing equations (13) and (14).

4) Use equation 15 to work out the difference $d$ and the integer $\text{mean } m_i$ of $l^1_i$ and $l^2_i$.

5) After acquiring a set of coordinates for every feature, this is then to be transformed into an LCAT form.

6) To extract the embedded watermark location and watermark bits, equation (16) must be employed.

$$W^* = \begin{cases} 
\{\text{if } D \leq 50 \text{ then } w_i^* = 0 \} \\
\{w_i^* = 1, \text{otherwise} \}
\end{cases}$$

1) Private key K must be used here to extract the initial embedded watermark pattern W. To do this, the inverse watermark pattern must be used.

Once the outlined process is complete, then the original difference $d_i$ for each unit will be obtained. When collaborating these with the integer- mean $m_i$, it is then possible to work out the original coordinates of each unit by applying equations (13) to (15). To work out the watermark $W$ through the given method, the process above must be used. A group $F_i$ is considered to be authentic when two watermarks $W$ and $W'$ are equal. The watermark is considered tampered, and thus unauthentic, if they are not equal.

IV. RESULTS AND ANALYSIS

In the proposed method, the shape file format (.shp) of Environmental Systems Research Institute, Inc. (ESRI) is used. A simple shape file (.shp) vector map of “King Salman road map in Riyadh city” is the original map used to explore and test our proposed method. The map used to be a vector map, and has thirty polyline features and 130 vertices. Given the identical nature of geometric data structures of both polygon and polyline features, the findings of the polyline features will be presented in detail. Experiments have been carried out on computer using the software CPU 2.3 GHz, 16GB RAM, Win 10 Professional, QGIS Version 3.0, python language. When attempting to hide data, the secret bits corresponding to each transform coordinate carried α in LSB. $M_n$ is matrix size equal = 35 and $T = 1$ represent iterative embedding.

It is worth noting that the proposed scheme was implemented to vector maps. Furthermore, in this case, the map employed represents the Riyadh Development Authority. Additionally, to serve as the watermark, an image was utilized (see Fig. 6). During the first test, we attempted to verify the quality of our proposed watermarking technique. To assess the subjective quality of the embedded vector map, comparisons were between the watermarked map and its original vector map counterpart. By adhering to Fig. 7(a) and 7(b), it is evident that the watermarked vector map is invisible.

We made effective use of the root mean square error (RMSE) to work out the objective quality of the watermarked vector map using equation (17).

$$RMSE = \sqrt{\frac{\sum_{i=0}^{N} \sum_{j=0}^{N} |f_i(j) - f_i(j)|^2}{(l(t))^2}}$$

(17)

On both the original map (M) and the watermarked map (M’), $V_M$ and $V_M$ are the corresponding vertices, with N representing the total vertices. The RMSE of watermarked vector map in our experiment is $1.973 \times 10^{-10}$. As has been previously discussed, when exploring the watermark embedding procedure in Section 3.1, the features of the 2D map play a major role in influencing the quality of the map. To improve invisibility as much as possible, it is important to choose the original vector map that has the highest correlation.

Fig. 4 presents the correlation between insertion distortion created from the Euclidean distances and the quality of the watermarked vector map worked out through RMSEs. To enhance the quality of watermarked vector map, it is crucial to minimize distortion. This is done by raising the map’s precision tolerance. This results in a reduction of the total number of insertion units, and thus lowers the watermark’s ability to be embedded.

Fig. 7 shows the findings of the experiment. The vector map presented in Fig. 7(a) has been subjected to the proposed watermarking scheme. To assess the subjective quality of the embedded vector, a human visual system (HVS) was employed. Through this, comparisons were made between the original vector maps and their watermarked counterparts. As shown in Fig. 7(a) and 7(b), there is a high level of invisibility in the watermarked vector maps. Fig. 7(c) shows the subset of the watermarked vector map and how this overlaps the original vector map, which allows for the differences between the two maps to be seen. Such variations indicate changes to the position of coordinates for original map features caused during the insertion process. It is possible to recover the original map so long as there have been no modifications to the watermarked map and the two watermarks must be identical.
The capacity of the suggested scheme to identify tampering and to localize these was revealed in the second test. Modifications were made to certain areas (such as the coordinates of vertices, the addition of vertices and removal of some vertices). Fig. 7(a) shows the vector map following the process of watermark embedding. It has been modified by employing QGIS. One such modification that was made here is the removal of some features. Subsequently, we assessed the integrity of the manipulated vector maps through the watermark verification procedure. Fig. 8 shows the output of the watermark verification process. The dashed line shows the exact point where tampering occurred.

V. CONCLUSIONS

The proposed scheme of reversible fragile watermarking relies on the implementation of Manhattan distances using certain features as computation units. The watermark can then be inserted into the 2D vector map. Not only is the process beneficial in clarifying the map’s integrity, but it can also precisely detect any modifications to map features. What’s more, the embedding of watermark information accounts for the map’s error tolerance. There is still a high level of practical value in the map following watermark insertion. When data must be very accurate, it is possible to recover the original vector map by conducting integrity verification. The findings of the experiments indicate that it is possible to accurately recover the original vector map following the extraction of watermark, so long as there have been no modifications made to the data. In terms of invisibility, the findings of the test case show that the quality of the relevant data cover is a crucial factor in improving the method’s performance. Cover data that is highly correlated could lead to high capacity and invisibility. In future, we will investigate the scheme in more depth and examine how the scheme can be applied to point features. We will also investigate methods of improving the scheme’s capacity through the iterative embedding on highly correlated data set.

REFERENCES