A Watermarking System Architecture using the Cellular Automata Transform for 2D Vector Map
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Abstract—Technological advancement, paired with the emergence of increasingly open and sophisticated communication systems, has contributed to the growing complexity of copyright protection and ownership identification for digital content. The technique of digital watermarking has been receiving attention in the literature as a way to address these complexities. Digital watermarking involves covertly embedding a marker in a piece of digital data (e.g., a vector map, database, or audio, image, or video data) such that the marker cannot be edited, does not interfere with the quality or size of the data, and can be extracted accurately even under the deterioration of the watermarked data (e.g., as a consequence of malicious activity). The purpose of this paper is to describe a watermarking system architecture that can be applied to a 2D vector map. The proposed scheme involves embedding the watermark into the frequency domain, namely, the linear cellular automata transform (LCAT) algorithm. To evaluate the performance of the proposed scheme, the algorithm was applied to vector maps from the Riyadh Development Authority. The results indicate that the watermarking system architecture described here is efficient in terms of its computational complexity, reversibility, fidelity, and robustness against well-known attacks.

Keywords—Digital watermarking; spatial database; 2D vector map; linear cellular automata transform

I. INTRODUCTION

Although digital technologies have yielded numerous benefits, the unlawful use of data through piracy, counterfeiting, and copyright infringement remains a fundamental challenge. Until recently, the schemes proposed for mitigating these challenges have largely been inefficient and ineffective [1, 2]. One of the principal reasons for this relates to the fact that with suitable software, it is possible to deform, copy, and modify digitally-stored data in a relatively straightforward way.

To date, the most efficient and effective solution to this challenge is referred to as digital watermarking [3]. As a result of the technique’s robustness in protecting digital copyrights, as well as other applications such as source tracking, authentication, and fraud and tamper detection, many researchers have started to investigate the topic. At its heart, digital watermarking involves inserting a marker (also known as the “hidden information”, “payload”, or “watermark”) into a piece of digital data that is amenable to watermarking (also known as a “host signal” or a “cover work”). The types of cover work are varied, ranging from images, audio and videos to vector maps and databases; while the types of watermark range from images and pieces of identification text to secret messages [4-6].

Diverse constraints are necessary for a watermarking system to function effectively. Foremost among these constraints is the requirement for the payload to be (a) undetectable and (b) resistant to replacement or removal. Another critical constraint is that the quality and size of the cover work must not be affected by the insertion of the payload. Furthermore, it is essential for the payload to remain extractable even in situations where the quality of the cover work has degraded. Lastly, the existence or non-existence of the payload must only be perceptible to the party with relevant permissions to access it (e.g., the holder of a private key).

This paper is concerned with presenting an efficient and effective digital watermarking architecture for concealing a payload within a spatial database. The proposed scheme was designed to apply especially to 2D vector maps. The scheme involves the provision of frequency domain information, where the insertion of the payload into the cover work relies on the linear cellular automata transform (LCAT) algorithm. Specifically, the coordinate is separated into the least significant digit (LSD) [7] and the most significant digit (MSD) [8] planes, where the LSD is typically found in the LSD. Given that the human eye cannot detect minor alterations in the LSD planes of 2D vector maps, the payload was concealed in the LSD zones. Additionally, the robustness of the proposed scheme in terms of its security was reinforced by utilising both a public and a private key [9].

II. DIGITAL WATERMARKING

A. Definitions and Concepts

Despite the steganography dimensions of digital watermarking [10], the finality of each is distinct, and the procedures associated with each are distinguished by their roles. That is to say, steganography is concerned with the transmission of a secret message from a sender to a receiver, while digital watermarking architectures are concerned with embedding invisible payloads into cover work without undermining its quality or increasing its size.

As previously noted, digital watermarking is the best-known way to solve the problem of copyright protection for digital content. The aim of the technique is to embed an invisible and non-temporary mark in a piece of digital data that is amenable to watermarking (also known as a “host signal” or a “cover work”). The watermark must not be detectable by any
party other than the data owner, and it should be resistant to all malicious attempts to extract it. When a digital watermarking process satisfies these key constraints, it can be considered robust.

Permission information relevant to the cover work is typically contained in the payload. As noted in the introduction section, document authentication applications can benefit from digital watermarking because these schemes allow data owners to confirm the integrity of the cover work [11-13]. Furthermore, a payload can be used to determine which entity is the owner of the document [14-16]. In terms of what the payload consists of when it is used for document owner identification purposes, it can be a distinctive code that specifies the author or the original purveyor of the document.

Robust digital watermarking schemes that can be deployed in real-world settings are characterised by the following characteristics: firstly, the invisibility of the payload to the human eye and, furthermore, the ability of payload insertion not to degrade or undermine the quality of the cover work; secondly, specificity (also known as unambiguity), which means that the payload must be retrievable by the detection system, and that it must provide a clear indication of the cover work owner; and finally, the resistance of the payload against common attacks (e.g., attempts to remove the payload) must be high, and any removal of the payload should undermine the cover work’s quality.

### B. Watermarking System Process

The embedding component and the recovery component are the fundamental elements of any digital watermarking system. The inputs to the embedding component are the watermark itself (w) and the cover work (c), as well as any required keys and the original map. Significantly, the embedding process in a digital watermarking system involves the utilisation of a private key. In view of this, the private key is also critical for the watermark detection component. An overview of the watermark embedding component is presented in Fig. 1, the output of which is the watermarked map.

![Watermark Embedding Process](image1)

**Fig. 1.** Watermark Embedding Process.

The recovery component of a digital watermark embedding system removes the payload from the cover work, and its inputs are the following: firstly, the test data (t), which could be distorted; secondly, the private key; thirdly, the watermark (w); and finally, the cover work (c). In the event that t was not subjected to malicious removal attempts, then the output of the watermark removal component is the extracted watermark or an indication of its presence [3], which characterises the mark presence probability. Alternatively, if t was subjected to attacks by an adversary, then nothing is outputted from the watermark removal component. An overview of watermark removal component is presented in Fig. 2.

### C. Watermarking Techniques

Traditional digital watermarking techniques are non-complex and lack robustness, but the degree to which these techniques are complex, sophisticated, and robust has increased in recent years. The classification of a digital watermarking technique is typically based on the associated domain, where the principal domains are the following: firstly, the space domain; and secondly, the transform domain. In view of this, the two main groups of digital watermarking techniques are space domain approaches and transform domain approaches. Nevertheless, it is worth noting that some researchers differentiate between digital watermarking techniques based on the nature of the system’s watermark embedding component. From this perspective, the techniques can be viewed as either additive (where the payload is added to the features of the cover work) or subtractive (where coefficients of the cover work are replaced to embed the digital watermark).

- **Space-domain approaches**: Space domain approaches to digital watermarking involve shifting a map’s vertices inside a predetermined tolerance range, and then employing suitable embedding strategies (see the following subsection). In this case, the embedding space can be represented using polar coordinates [17], blocks [18], topological relations [19], or Cartesian coordinates [7] (see Fig. 3).

- **Transform-domain approaches**: Compared to space domain approaches, their transform domain counterparts greatly advance the degree to which the digital watermarking system is robust and resistant to malicious activities [5]. The embedding component of a digital watermarking system that is based on a transform domain approach first applies a transformation on the cover work. As shown in Fig. 4, this is achieved using the discrete cosine transform (DCT), discrete wavelet transform (DWT), discrete Fourier transform, or fast Fourier transform (FFT) [20-22]. Following this, the watermark insertion phase begins, which is achieved by changing coefficients within the cover work to produce a transformed, watermarked version of the cover work. The final phase, which involves applying the reverse transformation to the output of the second phase, yields a watermarked version of the cover work. An overview of the watermarking process for transform domain approaches is presented in Fig. 5.
III. LINEAR CELLULAR AUTOMATA

The linear cellular automata transform (LCAT) algorithm is employed to represent a dynamical in a frequency domain and a discrete time domain. The cellular automata are configured into regular lattice structures, each of which possesses a set of states that is limited in size. Generally speaking, LCAT is employed for rapid and efficient calculations of the discrete transformation, and one of the fundamental strengths of the algorithm relates to the fact that it can reduce complexity. LCAT can be expressed as shown in equation (1) [23].

\[(C^{t+1})^T = M_n, (C^t)^T (mod 2)\] (1)

where, \(M_n\), letting \(n = 5k\), is the local transition matrix given below.

\[
M_n = \begin{pmatrix}
1 & 1 & 1 & 0 & 0 & \ldots & \ldots & \ldots & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 0 & \ldots & \ldots & \ldots & 0 & 0 & 0 \\
1 & 0 & 1 & 1 & 1 & \ldots & \ldots & \ldots & 0 & 0 & 0 \\
0 & 1 & 1 & 1 & 1 & \ldots & \ldots & \ldots & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 1 & \ldots & \ldots & \ldots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & 0 & \ldots & \ldots & \ldots & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & \ldots & \ldots & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & \ldots & \ldots & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & \ldots & \ldots & \ldots & 1 & 1 & 1 \\
\end{pmatrix}
\]

Suppose that \(M_n\) is the transition matrix of \(An\), a cellular automaton. Hence, \(M_n\) can be described as an \(n\)th order pentadiagonal, matrix for which the non-zero coefficients are 1. Where, \(M_n\) denotes the pentadiagonal matrices and \((C^t)^T\) is the transposition of a linear matrix containing varying random bits. Equation (2) states the inverse formulation of LCAT.

\[ (C^t)^T = M_n^{-1}, (C^{t+1})^T (mod 2) \]

\[ M_n^{-1} \]

the transition matrix for the inverse cellular automaton of \(An\), letting \(n = 5k\), can be expressed as follows:

\[
M_n^{-1} = \begin{pmatrix}
M_n^{-1} & B & B & \ldots & B \\
B^T & M_n^{-1} & B & \ldots & \vdots \\
B^T & \vdots & \ddots & \ddots & \vdots \\
B^T & \vdots & \vdots & \ddots & \ddots \\
B^T & \vdots & \vdots & \vdots & M_n^{-1} & B \\
\end{pmatrix}
\]

where

\[
M_n^{-1} = \begin{pmatrix}
0 & 0 & 1 & 1 & 0 \\
0 & 0 & 0 & 1 & 1 \\
1 & 0 & 1 & 0 & 1 \\
1 & 1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 & 0 \\
\end{pmatrix} (mod 2) \]

\[
B = \begin{pmatrix}
0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{pmatrix}
\]

As specified in equation (3), the transition matrix’s size begins at 5 elements.

\[ |M_n| (mod 2) = \{1, \text{ if } n = 5k \text{ or } n = 5k + 1, \text{with } k \in N \} \]

\[ 0, \text{ other wise} \]

A. Linear cellular Automata Transform

The need exists for new techniques that can be used to apply digital watermarks to vector maps in a robust, attack-resistant, and efficient way, thereby promoting copyright protection performance. Therefore, this study proposes a novel digital watermarking domain transformation that can serve as proof of copyright on vector maps, which relies on the linear cellular automaton transform (LCAT) algorithm. Although LCAT is widely-used in the field of digital watermarking for multimedia cover work [24, 25], it has not been previously applied to vector maps as the inserted media. For this study, the digital watermark serves as a copyright marker on the vector map, and it is applied on the transformation domain for the coordinate of the vertices. As for the process of embedding the watermark, this is used for the coefficient of the transformation result frequency of the vector map data. The modification of the vector map coordinate into an LCAT takes place in this study in order to facilitate the transformation of the vector map into a domain frequency signal. The key concept to note for the proposed scheme is that \(v_{x1}\), the coordinate of the host map, can be transformed using LCAT. Regarding the formulation of LCAT, this is given in equation (4) (see Fig. 6).

\[ T(M) = \sum_{n=0}^{N-1} M_n \cdot v_{x1} (mod 2) \] (4)

where \(T(M)\) represents the host map’s domain transformation value, \(v_{x1}\) represents the host map’s digital media value, \(N\) refers to the total number of vertices that will be modified to become a frequency domain, and \(M_n\) is the linear cellular automaton’s transition matrix.
The key concept is that $v_{x1}'$, the coordinate of the host map, is transformed using LCAT, after which the encrypted watermark bit is inserted into the cover work. Equation (5) describes the watermark insertion technique associated with the proposed scheme.

$$v_{x1}'' = v_{x1}' + aW$$  \hspace{1cm} (5)

where $W$ denotes the watermark bit and $a$ represents the embedding parameter. A noteworthy feature of equation (5) is that a directly proportional relationship exists between the size of $a$ and the extent of the modifications that will take place to the vector map file. However, the fact should not be overlooked that larger $a$ values are associated with higher watermark resistance. In the proposed scheme, a 3-bit $a$ value is employed, which confers satisfactory resistance and, moreover, vector map alterations that are within acceptable limits. A flow chart for LCAT is given below.

The inverse formulation of LCAT is stated in equation (6).

$$iT(M) = \sum_{r=0}^{N-1} M^{-1} \cdot v_{x1}'' \pmod{2}$$  \hspace{1cm} (6)

where $iT(M)$ represents the value of the host map’s inversion domain transformation and $v_{x1}''$ denotes the host map’s transform digital media value.

IV. OUR CONTRIBUTION

The proposed digital watermarking architecture is robust and appropriate for copyright protection, when a public key is used to Encrypt (three parts, namely a vector map, the size of LCA transition matrix ($Mn$) and a watermark that scrambles the elements) and when a private key is used to decrypt. The proposed scheme relies on the linear cellular automata transform (LCAT) algorithm, and it operates in the frequency domain. Additionally, the proposed scheme does not depend on a previous knowledge of the cover work. This scheme is resistant to all Vertex insertion attacks, including Vertex deletion (50%) and Vertex modification (50%), and it does not fall under geometric attacks, namely, translation, scaling, and rotation

A. Proposed Architecture

As shown in Fig. 7, the architecture of the proposed digital watermarking system is separated into the following three modules: firstly, the vector map base and watermark set comprise the containing information system; secondly, the user interface is an online interface, meaning that users can straightforwardly interact with the spatial database, download existing vector maps, and consult existing vector maps; and thirdly, the watermarking system itself, which constitutes the critical component of the system, and which contains both the embedding unit and extraction unit. It should be noted that the watermarking system in this architecture contains another unit, namely, the evaluation unit, the purpose of which is to verify the watermarking process and evaluate system quality. This is achieved by following up on the output of the watermarking stage. The database owner controls the evaluation unit. For the remainder of this paper, the discussion centres around the third module of the system architecture.

V. WATERMARKING TECHNIQUE

A. Embedding Scheme

The embedding unit of the proposed scheme involves the insertion of the watermark into the details (maps). Noteworthily, one of the fundamental strengths of LCAT is the way in which it guarantees the invisibility of the payload. Additionally, given that minor changes in low frequency do not register on the human visual system, the scheme embeds the digital watermark in the low frequency zones of the decomposed map. Keys were employed for the embedding and recovery phases to increase the degree to which the scheme was robust.

Fig. 8 provides an overview of the process used to embed the payload into the cover work. The steps involved in each stage of the embedding unit’s algorithm are the following:

1) To serve as $M$’s vector map, choose a pair of reference vertices $v_{r1}$ and $v_{r2}$, where $1 \leq v_{r1} \leq v_{r2} \leq n$. This promotes the security of the embedding process.

2) Calculate the number of vertices in $M$, the map file, where the length ($N$) is subsequently changed into a domain frequency without the references.
3) Transform the coordinates collected from the vertex point using LCAT.
4) Employ the approach described in [23] for the purpose of encrypting the factors of $W^*$, and derive the data sequence
   \[ W^* = \{ w_i^* \mid w_i^* \in \{0, 1\}, i = 0, 1, \ldots, l - 1 \}. \]
5) Posit a double floating-point number as a 16-digit coordinate value in a decimal fraction format, and then insert $W^*$ into the final two digits. The final two digits are chosen due to the fact that these have an extremely limited impact on the scheme’s precision.

It is worth noting that the inserted value does not match $w_i^*$, and it falls in the 0-99 range. Thus, supposing that D is the integer created by the final digits, it is possible to state the following:

\[ W^* = \{\begin{cases} 0 & \text{if } w_i^* \text{ is 0 then } D \leq 50 \text{ and saved at the positions;} \\ w_i^* = 1, \text{otherwise} \end{cases} \} \quad (7) \]

6) Once the watermark has been embedded in the cover work, the inverse formulation of LCAT (iLCAT) is used to restore the frequency domain vector map to its original shape file.
7) Repeat the fifth and sixth stages of the algorithm K times under high-capacity situations and blind watermarking, and use CAT to extract the watermark.

B. Detecting Scheme

The procedure followed to embed and extract the digital watermark are comparable, but one is the reverse of the other. The three stages of the extraction procedure are the embedding procedure’s results, which are the following: firstly, $v_{r1}$ and $v_{r2}$ (i.e., the reference vertices); secondly, $M_n$ (i.e., the fixed-size LCA transition matrix); and finally, the watermarked vector map (see Fig. 9). A detailed overview of the seven steps involved in the extraction procedure is given below.

1) Under the control of the private key, select the reference vertices $v_{r1}$ and $v_{r2}$, where $1 \leq v_{r1}, v_{r2} \leq n$, which apply to $M$’s vector map.
2) Calculate the number of vertices in $M$ and the length ($N$) that will subsequently undergo transformation to produce a domain frequency without the reference vertices.
3) Having collected every feature’s set of coordinates, transform into a LCAT transform.
4) Use equation (8) to extract the embedded watermark location, as well as the watermark bits.

\[ W^* = \{\begin{cases} 0 & \text{if } D \leq 50 \text{ then } w_i^* \text{ is 0;} \\ w_i^* = 1, \text{otherwise} \end{cases} \} \quad (8) \]
5) If necessary, apply the third and fourth steps again.
6) Undertake the extraction of the originally embedded watermark $W$ using the private key, which can be achieved by inverting the watermark pattern.
7) Rebuild the watermark pattern to obtain the watermark.

C. Evaluation Scheme

The purpose of the evaluation unit is to assess the digital watermarking procedure’s quality based on specific indicators. These indicators are listed below, and the purpose of Section VI of this study is to provide an account of the proposed scheme’s performance in relation to each indicator (see Fig. 10).

1) Fidelity: Map quality following watermark insertion into the cover work.
2) Robustness: The degree to which the watermarked map is likely to fall under common attacks.
3) Capacity: Watermark coverage.
4) Complexity: The procedure’s computational complexity.
5) Security: The degree to which the watermarked zones within the map are secure.
6) Reversibility: An indication of whether a reversibility technique exists that can restore the initial cover work following the extraction of the watermark data.

Evaluation Unit

<table>
<thead>
<tr>
<th>Fidelity</th>
<th>Robustness</th>
<th>Capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complexity</td>
<td>Security</td>
<td>Reversibility</td>
</tr>
</tbody>
</table>

Fig. 10. The Proposed Evaluation Module Watermarked Vector Map Scheme.
VI. RESULTS

The researchers’ personal computer was used to conduct the performance evaluation, for which the specifications were as follows: CPU 2.3 GHz, 16GB RAM, Windows 10 Professional, QGIS Version 3.0, Python, and MATLAB. For the data concealing operations, the secret bits associated with every transform coordinate conveyed α in LSB, \( M_{at} \) with a matrix size of 30, and \( T = 1 \), which indicates iterative embedding. To create the tests, the initial cover work was modified through watermark insertion, and then a range of attacks were levied against the watermarked vector map (see Fig.11). Following this, the RSME between the watermarked and original maps was computed; the NC between the extracted mark and the original mark was conducted; and finally, the mark was extracted to gauge the level of resistance against attacks.

As indicated in Table I, the proposed scheme was characterised by a high level of resistance against all of the common attacks. In particular, these attacks included Vertex insertion, Vertex deletion (50%), Vertex modification (50%), and the same geometric attacks (namely, rotation, scaling, and translation).

It is worth noting that the proposed scheme was implemented to vector maps. Furthermore, in this case, the map employed represents the Riyadh Development Authority. Additionally, to serve as the watermark, an image was utilised (see Fig. 12). Most importantly, the results of the performance evaluation for the proposed scheme were satisfactory, as shown in Fig. 13 and 14. In particular, Fig. 13 shows that the differences in distance values between the original vector map and the watermarked vector map were not substantial, while Fig. 14 provides an illustration of a well-extracted digital watermark.

Further to the results presented in Fig.13, it is clear that the distance values for the vector maps were lower than 0.1 mm, which is critical because this is indicative of the reversibility of the procedure. In other words, the procedure can be considered reversible and, moreover, as having the ability to meet the precision needs of most applications, under a situation where the disparities between the coordinates of the watermarked and original coordinates are not substantial. To improve watermarked vector map’s quality, it is necessary to lower distortion by elevating the map’s permissible precision tolerance. This is because it lowers the overall number of insertion units, thus lowering the watermark bits’ capacity.

The purpose of the evaluation unit was to assess the watermarking system’s quality based on the evaluation criteria specified in Section V. D. These evaluation criteria are as follows: namely, fidelity, robustness, capacity, complexity, security, and reversibility. The results of the analysis of each of these evaluation criteria are given in Table II.

Table I. RESULTS OF RESISTANCE FACING DIFFERENT ATTACK

<table>
<thead>
<tr>
<th>Deformations</th>
<th>RMSE between watermarked map and original one (dB)</th>
<th>NC between extracted mark and original one (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertex insertion (50%)</td>
<td>0.79</td>
<td>0.76</td>
</tr>
<tr>
<td>Vertex deletion (50%)</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>Vertex modification (50%)</td>
<td>0.82</td>
<td>0.78</td>
</tr>
<tr>
<td>Rotation (( \rho = 60^\circ ))</td>
<td>0.94</td>
<td>0.92</td>
</tr>
<tr>
<td>Scaling (( \varsigma = 0.5 ))</td>
<td>0.90</td>
<td>0.89</td>
</tr>
<tr>
<td>Translation (4.2 , 5.6)</td>
<td>0.91</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Fig. 11. Test Process.

Fig. 12. Example of Watermark.

Fig. 13. Watermark Imperceptivity Proof.

Fig. 14. Well Extracted Watermark.
TABLE II. PARAMETERS ANALYSIS OF LCAT

<table>
<thead>
<tr>
<th>Parameters</th>
<th>LCAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation Metrics</td>
<td>High</td>
</tr>
<tr>
<td>Invisibility</td>
<td>High</td>
</tr>
<tr>
<td>Capacity</td>
<td>High</td>
</tr>
<tr>
<td>Reversibly</td>
<td>High</td>
</tr>
<tr>
<td>Computational Complexity</td>
<td>Low</td>
</tr>
<tr>
<td>Security</td>
<td>High</td>
</tr>
<tr>
<td>Geometrical Attacks</td>
<td>83%</td>
</tr>
</tbody>
</table>

VII. CONCLUSION

This study proposed a technique for 2D vector map watermarking using the linear cellular automata transform (LCAT) algorithm. The algorithm is an example of a blind marking algorithm, and it represents a significant contribution in terms of its possible applications in areas such as copyright protection and digital content authentication. Although the performance evaluation yielded positive results, particularly in terms of robustness against attacks, it is important to recognise that the increasingly sophisticated nature of adversaries means that the proposed scheme may not resist every type of attack. That is to say, while the proposed scheme is the product of years of research and expertise in the field of digital watermarking, attackers themselves, as well as the toolkits they have access to, are progressing at the same time. Thus, the authors foresee that the proposed scheme will hold benefits for applications in copyright protection and authentication, but further research should be conducted to devise new methods, and to identify the robustness of the proposed scheme under a broader range of novel and sophisticated attacks.
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