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Abstract—Schema matching is a crucial issue in applications 

that involve multiple databases from heterogeneous sources. 

Schema matching evolves from a manual process to a semi-

automated process to effectively guide users in finding 

commonalities between schema elements. New models are 

generally developed using a combination of methods to improve 

the effectiveness of schema matching results. Our previous 

research has developed a prototype of hybrid schema matching 

utilizing a combination of constraints-based method and an 

instance-based method. The innovation of this paper presents a 

mathematical formulation of a hybrid schema matching model so 

it can be run for different cases and becomes the basis of 

development to improve the effectiveness of output and or 

efficiency during schema matching process. The developed 

mathematical model serves to perform the main task in the 

schema matching process that matches the similarity between 

attributes, calculates the similarity value of the attribute pair, 

and specifies the matching attribute pair. Based on the test 

results, a hybrid schema matching model is more effective than 

the constraints-based method or instance-based method run 

individually. The more matching criteria used in the schema 

matching provide better mapping results. The model developed is 

limited to schema matching processes in the relational model 

database. 

Keywords—Constraint-based; hybrid schema matching model; 

instance-based; mathematical model 

I. INTRODUCTION 

Schema matching is a crucial issue in applications that 
involve multiple databases from heterogeneous sources, e.g., 
for query mediation and data warehouse [1]. The problem has 
emerged since the early 1980s [2]. Technically schema 
matching is a process of database integration that results in 
generalization or specialization [3]. The method of database 
integration generally faces the constraints caused by 
heterogeneity problems [4]. Database integration solutions 
consist of 3 levels, namely database, middleware, and 
applications [5]. The task of schema matching is limited to 
detecting the similarities and relationships between the 
elements of two schemas [6]. An example of an integration 
effort at the database level for a relational database schema is 
performed on [7] while using ontology is found in [8] and [9]. 
Integration at the middleware level is developed [10], while 
integration at the application level through business process 
integration is among others performed by [11] and [12]. 

Studies at [13] have at least found 36 schema matching 
models ever developed before. The schema matching 

prototype first appeared on SemInt [14], while the latest is 
COMA 3.0 [15]. Schema matching evolved from manual to 
semi-automatic ways. Until the end of the 2002 year, the 
schema matching model has been still done mainly by using 
manual methods [16], only a small developed model for the 
most familiar domain and suitable for applications with 
different schema languages [17]. The manual approach has 
disadvantages that are time-consuming, tedious, and 
impractical when it is applied, which involve many schemas 
[16]. The manual process is also expensive and error-prone. 
So, it needed new methods that are semi-automated to reduce 
manual effort [18]. The goal is to expertly guide users in 
solving schema matching problems [17]. The issue of schema 
matching is how to arrange a mapping between two elements 
of schema or ontology that have in common. The mapping 
process involves two schemas or ontology, one of which acts 
as a source and the other as a target. The schema matching 
model cannot be fully automated because it still encounters 
conflict problems at the naming level and data abstraction 
before it can be generalized for database integration [3]. 

According to [19], schema matching is a work similar to 
pairing, whereas according to [18], [20], and [21] schema 
matching is a process for finding the relation between 
elements in two schemas. The purpose of schema matching is 
given two schema input and or additional information, then 
determining the result of mapping the similarity of schema 
elements entered after verification by a user [22]. Generally, 
schema matching requires knowledge that is not always 
available in the schema so that the process cannot be 
performed automatically and requires user interaction to verify 
or provide suggestions for the model results [23]. 

Schema matching models can be developed using one or a 
combination of methods. The methods of schema matching 
are classifying in different ways, e.g. [7], [24], and [25] 
distinguishing into seven categories, i.e., linguistic-based, 
structure-based, constraint-based, instance-based, rule-based, 
hybrid, and auxiliary information dictionary, WordNet, or 
Corpus. In the case of schema matching performed using more 
than one method, the way of combining is doing using a 
hybrid or composite. The hybrid model runs several methods 
simultaneously [26], [27], while the composite runs the ways 
independently on each schema matched and combines on the 
result [28]. The term hybrid matcher is synonymous with 
intra-matcher parallelism, composite matcher equivalent with 
inter-matcher parallelism, while hybrid schema matching is 
also known as a mixed strategy [15], [29]. 
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Based on survey results [13], research [7] developed a 
hybrid schema matching model by combining simultaneously 
constraints-based method approaches and instance-based 
methods. The model was tested 36 times and yielded the 
interval parameter values Precision (P) between 71.43% -
100.00%, Recall I at 75.00% -100.00% intervals, and F-
measure (F) at intervals 81.48% -100.00 %. The focus on [7] 
is to develop a logical model and operational architecture for 
the hybrid schema matching model. The novelty of this paper 
is to present a mathematical formulation for the hybrid schema 
matching model [7], so it can be run for different cases and the 
basis of development to improve the effectiveness of output 
and or efficiency of schema matching process. The developed 
mathematical model serves to perform the primary task in the 
schema matching process that matches the similarity between 
attributes, calculates the similarity value of the attribute pair, 
and specifies the matching attribute pair. 

The remainder of this contribution is structured as follows: 
Section 2 describes the material and method which is already 
applied in several real-world relational databases. Section 3 
discusses the results and discussion of the results of the 
experiment, and finally, Section 4 contains the conclusion and 
opportunities for further research. 

II. THE MATERIAL AND METHOD 

The process in schema matching requires two types of 
input, i.e., database pairs to match and user verification of the 
mapping output generated by the model. In this research, the 
test data consist of a simulation database and test database. 
Both were developed using a relational database model. The 
input database is called DBSource (database matched) and 
DBTarget (database for matching reference). 

The simulation database is prepared specially by the 
researcher for logical model validity testing. Constraints and 
instances in the simulation database are arranged to vary in a 
controlled manner so that when used for testing, it can display 
possible errors. The simulation database consists of 4 db_loc1, 
db_loc2, db_loc3, and db_loc4, each containing the master 
data of the provincial, district, and sub-district codes used in e-
government applications in Indonesia and developed using 
MySQL. Each of the simulation databases is composed of 3 
tables, eight attributes, and 9.953 instances. The test database 
is the result of a survey that meets the various criteria on 
aspects of DBMS, application domain, and size, used as many 
as 30 pieces. Based on the DBMS used, the test database 
consists of 22 databases developed using MySQL and eight 
others developed using MS Access. Based on the application 
domain, it consists of 8 college educational applications, 12 
high school academic applications, eight e-government 
applications, and two e-commerce applications. By size, the 
most significant test database composed of 204 tables, the 
largest attribute count is 1,851, the largest instance count is 
232,893 items, and the largest capacity is 79,769 Kb while the 
smallest test database contains 1 table, with 16 attributes, 480 
instances, measuring 115 Kb. 

The process sequence in our model is: 

1) accept DBSource and DBTarget input; 

2) extracting constraints and instances; 

3) perform matching and computation of similarity values 

(SIM) in the attribute pair in DBSource and DBTarget; 

4) specify the matching attribute pairs; 

5) displaying the initial result of mapping the similarity of 

the attribute pair for the DBSource and DBTarget pair; 

6) receive user verification of the initial finding of 

mapping the similarity of the attribute pair; 

7) displaying the final result of mapping the similarity of 

the attribute pair that has been verified by the user; and 

calculate and display the values of effectiveness parameters, 

i.e., P, R, and F. 

The output generated by the model includes: 

1) general information about DBSource and DBTarget, 

including constraint and instance; 

2) attribute values (SIM) of each pair of attributes in 

DBSource and DBTarget; 

3) initial results mapping the similarity of the attribute 

pair as an output model; 

4) the result of the mapping of the similarity of attribute 

pair which has been verified by the user; and 

5) the effectiveness parameter values P, R, and F. 

The values of Precision (P), Recall (R), and F-measure (F) 
are calculated using the following formula [30]: 

  
  

     
              (1) 

  
  

     
              (2) 

  
     

   
              (3) 

The TP represents the relevant model output, and the user 
accepts it. TN is outward of the relevant model, and the user 
does not accept it. The FP is an outsource of the model that is 
irrelevant and accepted by the user, and the FN is the outward 
model that is irrelevant and is not accepted by the user. 

Precision reflects the share of real correspondences among 
all found ones, Recall specifies the share of real 
correspondences that found, and F-measure represents the 
harmonic mean of Precision and Recall and is the most 
common variant of F-measure in Information Retrieval. 

Overall this research consists of 7 stages, namely, 
1) development of logical model, 2) development of model 
architecture, 3) development of procedures, 4) development of 
prototype model, 5) testing the validity of the model using the 
database simulation, 6) the development of mathematical 
models, and 7) testing model using the test database. Stage 1-5 
has been performed on [7], and the focus of this paper is to 
present the mathematical model (steps 6) and show the 
comparison of the effectiveness of the hybrid schema 
matching model over the constraint-based method and the 
instance-based method performed separately (stage 7). The 
matching mechanism and the similarity value calculation of 
the attribute pair in the hybrid schema matching model shown 
in Fig. 1. 
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Fig. 1. Matching Mechanism and Computing the Similarity Value.

III. RESULT AND DISCUSSION 

A. A Sample of Hybrid Schema Matching 

To provide an overview process of the hybrid schema 
matching model, the following given a simple example of 
schema matching process for the employee (Table I and Table 
II) and religion (Table III and Table IV). 

Table I to Table IV show the constraints and instances of 
employee and religion. Each possible attribute pair on 
employee and religion is then matched and calculated by the 
value of the similarity to determine the matching pair. Then it 
is verified to ascertain whether the pair that is declared to be 
matched by the model strictly matches, or must be revised, or 
otherwise unpaired. In this example, the calculation of the 
similarity value of each pair of attributes is based on the 
assumption that each matching criterion has the same weight 
so that each value is 0.166. The matching criteria on the 
constraint are of type, width, nullable, unique, and domain, 
whereas in an instance the attribute pair is the same if found at 
least one value of the same value. In each matching process 
using a specific criterion, if found similarity, then the value of 
similarity on the criterion is 0.166, otherwise the value of the 
similarity is 0.000. The attribute pair SIM value calculates by 
summing the similarity values across all criteria. Based on the 
SIM attribute pair values, then determined the attribute pair 
that is declared suitable that has the highest value or 1.00. 

TABLE I. THE TABLE STRUCTURE OF EMPLOYEE 

Column Type Width Null Unique Domain 

employee_id char 3 no yes - 

employee_name varchar 100 no no - 

religion_id char 1 no no - 

TABLE II. THE INSTANCE OF EMPLOYEE 

employee_id employee_name religion_id 

emp_01 Edhy Sutanta M 

emp_02 Erna Kumalasari N M 

emp_03 Rosalia Arum K C 

TABLE III. THE TABLE STRUCTURE OF RELIGION 

Column Type Width Null Unique Domain 

religion_id Char 1 no yes - 

religion_name varchar 10 no yes - 

TABLE IV. INSTANCE OF RELIGION 

employee_id religion_name 

emp_01 Moslem 

emp_02 Christian 

There are three attributes on employee and two attributes 
in religion, so the matching process will doing six times. The 
matching pair of attributes is employee_id in employee and 
religion_id in religion, employee_name in employee and 
religion_id in religion, religion_id in employee and religion_id 
in religion, employee_id in employee and religion_name in 
religion, employee_name in employee and religion_name in 
religion. The result obtained three pairs of attributes that are 
otherwise suitable, is religion_id in employee match with 
religion_id in religion on SIM = 0.664, employee_id in 
employee match with religion_name in religion on SIM = 
0.332, and employee_name in employee match with 
religion_name in religion on SIM = 0.332. Then, when 
verification, only one pair of attributes are found to be suitable 
is religion_id in employee match with religion_id in religion. 
The effectiveness parameter values obtained are P = 1.00, R = 
0.25, and F = 0.40. 

B. The Hybrid Schema Matching Logical Test 

Testing the validity of the model is done to ensure that the 
logical model, model architecture, procedures, and prototypes 
developed are valid logically. Testing is done in 2 ways, 
manually and using a software of model prototype. The test 
was conducted 16 times using a combination of 4 databases 
simulated as source and target. The values of TP, FP, FN, and 
TN, and P, R, and F in each test using the developed and 
manually model are the same as the results obtained in the test 
using the model prototype so that the developed model is 
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validly valid logically. The end result obtained the average 
value of P = 94.42%, R = 100.00%, and F = 97.02%. 

C. The Hybrid Schema Matching Logical Test 

The description of the mathematical model for our hybrid 
matching schema is as follows: 

     *             +, RSi is a table in DS  

    (                  
), 1 ≤ I ≤ n, representation of Rsi as 

attribute pair 

     (                     
), 1 ≤ j ≤ li, tuple to-j in Rsi 

where 

      (   )     (    )    (    )        (     
)  

     *             +, RTi is a table in DT 

    (                  ), 1 ≤ p ≤ m, representation of Rti 

as attribute pair 

     (                     ), 1 ≤ q ≤ sp, tuple to-q in Rti 

where 

      (   )     (    )    (    )        (     ) 

DS declares the source database to be matched 
(DBSource). RS is a relation in DS, and AS is an attribute in 
the RS. tS is a tuple in RS. vS is the data value in tS. M is the 
relation cache in DS. DT is the reference target database for 
matching (DBTarget). RT is a relation in the DT, and AT is an 
attribute in the RT. tT is a tuple in RT. vT is the value of data 
in tT, and n is a relation count in DT. While a DMATCH is 
representing the result of schema matching for the pair of DS 
and DT, where x is a cache attribute in DS, and y is a cache 
attribute in DT, then; 

DMATCH = {(AS1, AT1, AS1, AT2),.. (ASx, ATy)} 

The C represents the set of the match criteria; 

C = {T, W, N, U, D, I} 

where the T, W, N, U, D, and I represent the type, the 
width, the nullable, the unique, the domain, and the instance, 
respectively. 

The similarity value for any pair of attributes in the DS and 
the b attribute in the DT value is calculated as follows: 
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Where the SIMT is the value of similarity for the T criteria. 
The SIMI is the value of similarity for I criteria. The SIMW is 
the value of similarity for W criteria. The SIMN is the value 
of similarity for N criteria. The SIMU is the value of similarity 
for U criteria. The SIMD is the value of similarity for D 
criteria, and the SIMI is the value of similarity for I criteria. In 
general, the calculation of the similarity value of the attribute 
pair for any C member is: 

    (       )  {
   (   )   (   )

                             
         (10) 

where x(A)= criteria x for A. 

While WI is the weight of the instance, WT is the weight 
of type, WW is the width weight, WN is the nullable weight, 
WU is a specific weight, and WD is the domain weight. Thus, 
the ASa and ATb pair similarity values are calculated as 
follows: 

   (       )  ∑      (       )
 

     
          (11) 

Paired attributes that are otherwise matched by the model, 
if the ATb matched to ASa then ATb are taken which meets the 
following conditions: 

   (       )  
 

    
   

    (       )         (12) 

where 

z = 1, 2, .., m. 

D. The Hybrid Schema Matching Test Result 

A valid hybrid schema matching model, then tested 32 
times using a combination of randomly chosen test database 
pairs, and the results displayed in Table V. 

Based on the test results in Table V and Table VI, it is 
known the highest P-value is 93.04% in the hybrid model, the 
lowest P-value is 33.28% in the constraint-based method, 
while the instance-based method is between constraint-based 
and hybrid. These results show that hybrid models provide the 
best results from the precision. Compared to the instance-
based method, there was an increase of 31.94%, while 
compared to the constraint-based approach, there was an 
increase of 59.76%. This condition occurs because the hybrid 
model matches by involving more criteria (6 criteria at once), 
compared to the constraint-based method using five criteria or 
the instance-based method using one criterion. The more 
criteria applied for matching between attributes, and the 
results increase the value of the parameter P because the pair 
declared matched by the model have a higher chance of being 
accepted by the user as the right pair. These results indicate 
that the similarity of instances can be the basis for finding the 
matching attribute pair with an average P of 61.10%. Lowest P 
occurs in the constraint-based method, which is 33.28%. 
These results show that, even if the matching attribute pair has 
the same constraint, the result is still lower than the hybrid 
model and the instance-based method individually. 
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Based on the experiments on each model, effectiveness 
obtained, as shown in Table VI. 

The highest R-value is 100.00% that is in the constraint-
based method and the instance-based method, and both are 
equal. The lowest R-value is 99.83%, in the hybrid model. The 
value of R = 100.00% indicates that all attribute pairs declared 
matched by the model (in the initial result) are perfectly 
matched and accepted by the user (TP = N), and the attribute 
pair stated unmatched by the model (in the initial result) is 
received by the user (FN = 0). 

TABLE V. THE RESULT OF HYBRID SCHEMA MATCHING 

DBSource DBTarget 
Test Result (%) 

P R F 

sipt_admision sipt_admision 89.90 100.00 94.68 

sipt_admision sipt_academic 85.11 100.00 91.95 

sipt_academic sipt_payroll 85.42 98.80 91.62 

sipt_academic sipt_employee 83.08 96.43 89.26 

sipt_academic sipt_tax_pph 91.37 99.45 95.24 

sipt_academic sipt_workshop 82.95 100.00 90.68 

sipt_academic sipt_library 88.46 100.00 93.88 

sipt_academic sipt_user 92.98 100.00 96.36 

egov_dptkp license 94.64 100.00 97.25 

egov_dptkp license_oln 88.48 100.00 93.89 

egov_dptkp egov_dptbgcpt 100.00 100.00 100.00 

egov_dptkp quickcount_bgcpt 94.01 100.00 96.91 

egov_dptkp egov_dptbtl 100.00 100.00 100.00 

egov_dptkp egov_dptkp 100.00 100.00 100.00 

egov_dptkdy ecomm_rsmitra 94.12 100.00 96.97 

egov_dptkdy ecomm_motorcred 90.55 100.00 95.04 

nuptk nuptk 99.41 100.00 99.71 

nuptk hs_sinisa 89.37 100.00 94.39 

nuptk hs_sipp 93.15 100.00 96.45 

nuptk hs_psb 98.01 100.00 99.00 

hs_sipp hs_sinisa 99.69 99.97 99.83 

hs_sipp hs_sipp 99.35 100.00 99.68 

hs_sipp hs_psb 93.73 100.00 96.76 

hs_sipp hs_grade 93.96 100.00 96.89 

hs_sipp hsgrade_ol 90.45 100.00 94.99 

hs_sipp hs_report 98.76 100.00 99.38 

hs_sipp hs_hspwt 94.49 99.98 97.16 

hs_sipp hs_forum 90.06 100.00 94.77 

hs_sipp hs_announcement 87.52 100.00 93.34 

hs_sipp hs_webinfo 98.24 100.00 99.11 

hs_sipp hs_osis 91.05 100.00 95.32 

hs_sipp hs_elearning 98.99 100.00 99.49 

Average: 93.04 99.83 96.25 

TABLE VI. THE RESULT OF HYBRID SCHEMA MATCHING 

Method 
Test Result Average (%) 

P R F 

Hybrid (constraint-based and instance-

based) 
93.04 99.83 96.25 

Constraint-based method 33.28 100.00 38.60 

Instance-based method 61.10 100.00 69.87 

The highest F value is 96.25%, i.e. in the hybrid model, 
while the lowest is 38.60% in the constraint-based method. 
Value F = 96.25% indicates that the estimated level of effort 
required to add FN and eliminate FP has reached the best 
condition. The value of F in the hybrid model, compared with 
the instance-based method has increased by 26.38%, and when 
compared with the constraint-based method, there is an 
increase of 57.65%. This increase occurs because hybrid 
models perform matching by involving more criteria that are 
using six criteria at once, so the attribute pair declared fit by 
the model has a higher chance of being accepted by the user as 
a matching pair. 

The experimental results in this study indicate that the 
mathematical model for hybrid schema matching has 
functioned as expected and provided better effectiveness than 
the original constraint-based method and instance-based 
method. The model that we have developed is still likely to be 
further investigated, at least to improve the effectiveness of 
output, process efficiency, and modification so that the model 
can be applied to non-relational databases. 

This hybrid schema matching model still contains 
problems related to the effectiveness of the outcome because 
the constraint matching criteria and instance are assumed to 
have equal weight when calculating the similarity values (SIM) 
of each pair of attributes. Each criterion on the constraint is 
also considered to have the same weight. These criteria can 
have different weights in determining the value of similarity 
(SIM); one of the weighting ideas ever done [31]. The results 
of the survey at the time of collecting the test database also 
found the fact that the database designer has the freedom to 
make the database schema definition, including determining 
the data size (width) in the string data type. In this test, the 
string attribute pair is declared the same if it has the same size; 
it has not yet accommodated the freedom of the database 
designer. 

Another problem is related to process efficiency. The 
developed model requires repetition of matching steps and 
simulated (SIM) value calculations on all possible attribute 
pairs. When schema matching performed on a database pair it 
involves many foreign keys, the model still encounters 
efficiency problems in matching and simulated values (SIM) 
and user verification steps that can only be done manually. 

IV. CONCLUSIONS 

The main contribution of this paper is to present the 
proposed mathematical model for hybrid schema matching. 
The model is developed based on a combination of two 
methods, namely the constraints-based method and an 
instance-based method. The model has been tested using a 
relational database, and the results are more effective than the 
original constraint-based method or instance-based method. 
Our research further refines the model by adding features to 
improve output effectiveness and process efficiency. Also, the 
model developed to run in non-relational database formats. 
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