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Abstract—In this paper, we propose a convolutional neural 

network model to recognize and classify handwritten and printed 

digits present in Sudoku puzzle, which is captured using 

smartphone camera from various magazines, and printed papers. 

Sudoku puzzle grid is detected using various image processing 

and filtering techniques such as adaptive threshold. The system 

described in the paper is thoroughly tested on a set of 100 

Sudoku images captured with smartphone cameras under 

varying conditions. The system shows promising results with 

98% accuracy. Our model can handle more complex conditions 

often present on images that were taken with phone cameras and 

the complexity of mixed printed and handwritten digits. 
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I. INTRODUCTION  

Profound Neural Network display arrangements have 
demonstrated exceptionally fruitful on digit acknowledgment. 
We thought of different explorations that tended to be the 
issues of perceiving Sudoku digits from paper pictures taken 
with an advanced camera, recognizing computerized numbers 
present in the Sudoku and distinguishing manually written 
numbers. The approach that we are attempting to address in 
this paper is whether such immense neural framework 
structures can manage the interpretation of both handwritten 
and computerized digits, present in Sudoku picture without 
separating them and classify into two characterizations. 

The Sudoku baffle is a Japanese diversion. It is a rational, 
a number-based riddle. This paper centers around the standard 
number Sudoku played on a 9 x 9 network. Each cell should 
contain a digit between 0 and 10. The diversion starts with a 
halfway filled network and the objective is to fill each line, 
segment, and sub 3 x 3 square with numbers, so each number 
is available once [1][2][3][4][5]. In this work, we center 
around filled Sudoku, containing both transcribed and printed 
digits [6]. We employ different picture preparing procedures 
to acquire a commotion free Sudoku picture and use MNIST 
digits dataset to discover the digit’s present in the picture 
[1][5][13]. The dataset is available and accessible online for 
everybody as a free of expenses. Fig. 1 shows one of the input 
images that we used as input. 

 

Fig. 1. Image of a Sudoku Puzzle Planned to be used. 

The remainder of this paper is organized as follows. 
Section II gives the background of the problem and describes 
previous work achieved related to our research reported in this 
paper. Section III presents the methodology used to validate 
the proposed solution followed by the design of the project 
briefly described in Section IV. Section V describes the 
methods used and provides results of the system. Section VI 
presents the significance and scope of the study. Finally, the 
paper ends with conclusion with some ideas and suggestion 
for future work related to the problem. 

II. LITERATURE REVIEW 

A. Sudoku 

Sudoku is a number game played on 9*9 grid. The 
objective is to fill the blank squares with digits 1 to 9. When 
Sudoku is completed, each row and column must contain all 
digits from 1 to 9 exactly once [1][2][3][4][5]. Numbers from 
1 to 9 must be affixed within each grid of 3*3, no row and 
column can contain repeat of the instance [6][7][28]. In real 
life, we come across many Sudoku puzzles of varying 
difficulty levels in newspapers and other books. 

B. Sudoku Image Recognition 

In the year 2012, A. Van Horn proposed a framework to 
perceive and fathom Sudoku puzzles dependent on the Hough 
change. Four corners of the lattice are identified dependent on 
the crossing point of the recognized lines. Van Horn proposed 
a framework to perceive and fathom a Sudoku confuse 
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dependent on the Hough change. Four corners of the network 
are identified dependent on the crossing point of the 
distinguished lines. Digits are centered in their cells and 
passed to an ANN [29][30]. The framework starts with a little 
arrangement of pictures. Versatile thresholding is connected, 
and segments associated with the fringes are expelled to lessen 
clamor and improve later advances. Utilizing another 
calculation, the biggest segment territory is distinguished as a 
network. At last, the digits are grouped according to 
straightforward format machine methodology. None of these 
techniques have been completely tried on characterized 
informational collections and no examination has been done 
on ordering Sudoku with combined printed and handwritten 
digits. 

C. Camera-based OCR 

Content identification and recognition in pictures picked 
up from the scanners have been concentrated eventually with 
powerful courses of action proposed. Another hand, camera-
based PC vision issues stay trying for a few reasons. Center in 
such gadgets are seldom flawless and optical zoom is of low 
quality. Pictures are taken under different conditions and 
different lighting conditions either normal or fake which 
presents shadows and slope of brightening [19]. The text from 
the Sudoku images, which have been taken from the scanner, 
has the perfect images than the distorted captured images from 
the camera. While thinking about the paper, a few different 
wellsprings of fluctuation contemplated the pictures from the 
paper results in twisted pictures. Font sizes and styles in a 
newspaper can also differ. The standard steps of image 
processing (normalization, text localization, enhancement, and 
binarization) are analyzed and different solutions are 
compared. 

D. Image Processing Techniques 

By and large, picture preparation goes through such phases 
as picture import, examination, control and picture yield. 
Advanced (digital) and simple (analog) are the two strategies 
used for picture preparation [17]. Techniques which have been 
applied for image processing are image editing, image 
restoration, independent component analysis, anisotropic 
diffusion, linear filtering, and neural networks. In our 
research, the neural networks approach was investigated and 
used. The neural network techniques which we particularly 
focused on are Contour detection and Hough transform. 

E. Hough Transform 

It is a technique which can be used to isolate features of 
the shape of an image because it requires the desired features 
to be specified in the parametric form. Generalized Hough 
transform can be employed in applications where an analytic 
description of features is impossible. The Hough method is 
especially helpful for figuring a worldwide portrayal of 
features where the quantity of arrangement classes need not be 
known from the earlier given (potentially uproarious) nearby 
estimations [14][20][22][26]. 

The motivating idea behind the Hough technique for line 
detection is that each input measurement (e.g., coordinate 
point) indicates its contribution to a globally consistent 

solution such as the physical line which gives rise to an image 
point [1][5][8]. 

F. Deep Belief Network (DBN) 

A DBN is an unsupervised deep learning algorithm. It is 
composed of a multilayer of latent variables. Latent variables 
are binary, also called as hidden units. It is considered a 
hybrid graphical model. Top two layers are undirected. Lower 
layers have directed connections, with the arrows pointed 
towards the layer that is closest to data. Lower layers have 
acyclic connections that convert associate memory to 
observed variables. There are no intralayer connections. DBN 
is pre-trained using Greedy learning algorithm. This algorithm 
is fast and learns one layer at a time. In the year 2009, Lee et 
al. presented a new type of DBN, a CDBN [1]. This 
arrangement permits to scale the system to bigger picture 
sizes, allowing a CDBN to have the capacity to group full-
sized normal pictures. They exhibited superb execution on 
visual acknowledgment tasks. Additionally, their network 
accomplished cutting edge on the MNIST dataset.   Since 
then, Deep Belief Networks and Deep Architectures, in 
general, have been used in several domains such as face 
recognition, reinforcement learning, and handwritten 
characters recognition. They have demonstrated effective, 
frequently accomplishing cutting edge results by selecting a 
pattern in image. 

G. Digit Recognition 

Digit acknowledgment utilizing OCR is done by 
identifying the length and broadness of the square matrix and 
isolating it into 9 a balance of yielding 81 littler squares. The 
corner to corner x and y co-ordinates of every little square are 
figured and re-allocated values from 1 to 9, determining the 
line and section number of each square. Therefore, the 
centroid estimations of every digit present in the riddle are 
resolved and these facilitate qualities are re-doled out qualities 
from 1 to 9 by over and again looking at the x and y directions 
of the centroid to the directions of each littler square. On the 
off chance that the centroid exists in the x and y directions of a 
square, it takes the estimation of the line and section number 
of that square. At that point the numbers present in the picture 
are perceived and arranged utilizing OCR [10][11]. The OCR 
yields exceedingly precise outcomes under the condition that 
the clamor present around the characters in the picture is 
insignificant. In this way, it is significant that the picture 
handling stages for commotion evacuation yield sharp and 
clear pictures for OCR location as appeared in Fig. 4. The 
recognized digits are put away in a 9x9 grid dependent on 
their new centroid esteems and empty spots are relegated 
zeros in the lattice. 

III. METHODOLOGY 

We will be following the Agile Environment over our 
project. Agile is a theoretical structure for undertaking 
programming structure projects.  Agile methods attempt to 
minimize risk by developing software in short time boxes, 
called iterations, which typically last one to four weeks. Every 
cycle resembles a smaller than usual programming venture of 
its own and incorporates every one of the errands important to 
discharge the scaled down addition of new usefulness: 
arranging, necessities investigation, plan, coding, testing, and 
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documentation. While iteration may not add enough 
functionality to warrant releasing the product, an agile 
software project intends to be capable of releasing new 
software at the end of every iteration. At the end of each 
iteration, the team reevaluates project priorities. Agile 
techniques underline continuous correspondence, ideally up 
close and personal, and overwritten archives. Most light-
footed groups are situated in a warmup area and incorporate 
every one of the general population important to complete the 
product. At the very least, this incorporates developers and the 
general population who characterize the item such as item 
chiefs, business examiners, or real clients. The warmup area 
may likewise incorporate analyzers, interface planners, 
specialized scholars, and the board. Light-footed techniques 
additionally underscore working programming as the essential 
proportion of advancement. Joined with the inclination for eye 
to eye correspondence, coordinated techniques produce next to 
no composed documentation in respect to different strategies. 

The reason for selecting this environmental model is 
because there are three unique phases. Each phase will provide 
an individual set of output. 

IV. DESIGN AND APPROACH 

A. Requirements and Planning 

We used Python of version 3 and various libraries such as 
TensorFlow [12], Matplotlib, Keras, Convolutional [16], 
OpenCV 2, Numpy, Pylab. We used MNIST and Char74K 
dataset for training. 

B. Design 

Fig. 2 describes the design of the project. 

 

Fig. 2. Design of Mixed Handwritten and Printed Digit Recognition and 

Classification in Sudoku With Convolutional Deep Belief Network. 

V. DEVELOPMENT AND RESULTS 

A. Phase 1: Develop Handwritten Number Prediction Model 

A Neural Network model is trained to predict numbers 
using MNIST dataset [13]. The training dataset is structured as 
a 3-dimensional array of the instance, image width, and image 
height. For a multi-layer perceptron model, we must reduce 
the images down into a vector of pixels. For this situation, the 
28×28 estimated pictures will be 784-pixel input esteems. We 
can do this change effectively utilizing the reshape work on 
the NumPy exhibit. We can also reduce our memory 
requirements by forcing the precision of the pixel values to be 
32 bits, the default precision used by Keras anyway [27]. The 
pixel values are grayscale between 0 and 255. It is quite often 
a smart thought to play out some scaling of info which 
esteems when neural system models can be utilized. Since the 

scale is notable, we can rapidly standardize the pixel esteems 
to the range 0 and 1 by separating each incentive by the limit 
of 255. Fig. 3 shows the grayscale version of the image 
present in the MNIST database. 

The yield variable is a whole number from 0 to 9. This is a 
multi-class classification problem. As such, it is good practice 
to use one hot encoding of the class values, transforming the 
vector of class integers into a binary matrix. We can 
undoubtedly do this by utilizing the inherent 
np_utils.to_categorical() method to support the work in 
Keras.  We are presently prepared to make our straightforward 
neural system model. We will characterize our model in a 
capacity to training and testing. This is convenient in the event 
that you need to expand the precedent later and attempt and 
show signs of improvement score. The model is a basic neural 
system with one concealed layer which contains 
indistinguishable number of neurons. There are 784 inputs 
neurons present in the hidden layer.   A rectifier actuation 
work is utilized for the neurons in the concealed layer. 

A softmax activation function is used on the output layer 
to turn the outputs into probability-like values and allow one 
class of the 10 to be selected as the model’s output prediction 
[15]. The logarithmic loss is used as the loss function called 
categorical_crossentropy in Keras and the efficient ADAM 
gradient descent algorithm is used to learn the weights 
[1][2][5]. We can now fit and evaluate the model. The model 
fits more than 60,000 training images in 10 epocs with 99 
percent accuracy. The test data is used as the validation 
dataset, allowing you to see the skill of the model as it trains. 
A verbose value of 2 is used to reduce the output to one line 
for each training epoch. Fig. 4 shows the output of the epochs 
which finally gives a training accuracy of 99%. 

The overall model follows Convolutional Neural Network. 
The architecture of our model is shown in Fig. 5. 

Finally, the test dataset is used to evaluate the model and a 
classification rate is printed as shown in Fig. 6. 

 

Fig. 3. The Grayscale Version of the Image Present in the MNIST Database. 

 

Fig. 4. Training Epochs. 
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Fig. 5. CNN Structure of our Model. 

 

Fig. 6. Test Result. 

 

Fig. 7. Model Accuracy and Model Loss. 

Model accuracy and model loss is shown in Fig. 7. 

B. Phase 2: Sudoku Grid Detection and Extraction 

We imported the camera captured Sudoku image into the 
model using Open CV which is one of the Open Source 
Computer Vision Library [25][9]. Red Green Blue scale image 
is converted into Grayscale image. Unwanted image 
background lighting is removed using the adaptive threshold 
method. The adaptive threshold module is used in uneven 
lighting conditions when you need to segment a lighter 
foreground object from its background. In many lighting 
situations, shadows or dimming of light cause thresholding 
problems as traditional thresholding considers the entire image 
brightness. Adaptive thresholding will perform binary 
thresholding (i.e. it creates a black and white image) by 
analyzing each pixel with respect to its local neighborhood. 
This localization allows each pixel to be considered in a more 
adaptive environment. The algorithm considers each pixel one 
at a time, calculate the mean of the local neighborhood 
'window size' (x-windowSize/2, y-windowSize/2, 
x+windowSize/2, y+windowSize/2) and thresholds the current 

pixel to white if the difference between the calculated mean 
and the current pixel value is lower than the 'mean offset' 
[18][23]. Fig. 8 shows the pre-processed image. 

Each 9*9 grid is separated using the image slicer technique 
as shown in Fig. 9. It is the one that slices an image into titles 
and rejoins them. A maximum number of tiles that can be 
produced is 9800. This can be an arbitrary limit which ensures 
that row and column number can be conveniently represented 
by two digits. 

In the same manner, the remaining 3*3 grids which have 
been separated from the 9*9 grid are handled and separated 
into the single grids. 

C. Phase 3: Sudoku Grid Detection and Extraction 

In this phase each separated grid can be manually 
differentiated what are the handwritten and the printed digits 
by denoting the handwritten digits with 2, printed digits with 1 
and the left part, the empty grid, can be taken as 0 and this has 
been done only once so that it is a onetime process. At the 
classification process we used the saved database to classify 
the digits for the other Sudoku pictures [24].  The result what 
we have considered for this project is classified as shown in 
Fig. 10. 

The classified Sudoku image is to be stored in the form of 
an array as shown in Fig. 11. 

We can get Sudoku logic as well if we pass Sudoku logic 
to it. 

 

Fig. 8. Extracted Sudoku Grid. 

 
 

       
 

   

Fig. 9. Sliced Grids of Sudoku Image. 
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Fig. 10. Recognized and Classified Handwritten and Printed Digits. 

 

Fig. 11. Printed Digits are Stored in the Array Format. 

VI. SIGNIFICANCE AND SCOPE OF STUDY 

The proposed model can be used for reducing manual 
work in education and merchant sectors. It may also play a 
crucial role in number recreations. 

Nowadays, when the tip calculation is done manually, that 
may sometimes end with miscalculation. To avoid the 
miscalculation, the receipt can be scanned so that our model 
can predict the tip for automatically accurate total amount 
calculation. This may help with the reduction of profit loss for 
merchants. 

In few education sectors, feedback and multiple-choice 
questions are still given in old paper writing format. To avoid 
manual correction and ranking, our model can be used for 
enhanced accuracy. 

VII. CONCLUSION AND FUTURE WORK 

 A model to recognize and classify both printed and 
handwritten digits was created using python version 3 in 
jupyter notebook. The process was split into three phases and 
the agile methodology was followed for the project to create a 
model. The CNN model and various image processing 
techniques were used to achieve 98% of accuracy. 

The model created to recognize and classify both the 
handwritten digits and the printed digits separately was 
implemented by using various machine learning techniques 
and image processing techniques [21]. The significance of the 
work is that since the model can recognize the handwritten 
letters as well with the printed letters, it will be possible that 
both handwritten and printed sentences can be identified and 
classified as well. 
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