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Abstract—In this paper, a Modified Farmland Fertility 

Optimization algorithm (MFFA) has been presented for optimal 

sizing of a grid connected hybrid system including photovoltaic 

(PV), wind turbines and fuel cell (FC). The system is optimal 

designed for providing a clean, reliable and affordable energy by 

adopting hybrid power systems. This system is very important 

for countries looking to achieve their sustainable development 

goals. MFFA is proposed in order to reduce the processing 

implementation time. The optimization method depends on the 

high reliability of the hybrid power supply, small fluctuation in 

the injected energy to the grid and high utilization of the wind 

and solar complementary characteristics. Moreover, MFFA is 

applied to minimize the cost of energy while satisfying the 

operational constraints. A real case study of a hybrid power 

system for Ataka region in Egypt is introduced to evaluate the 

performance of the proposed optimization method. Moreover, a 

comprehensive comparison between the proposed MFFA 

optimization technique and the conventional Farmland Fertility 

Algorithm (FFA) has been presented to validate the proposed 

MFFA. 

Keywords—Photovoltaic; wind; fuel cell; renewable energy; 

hybrid energy system; modified farmland fertility optimization 

I. INTRODUCTION 

Recently, fossil fuels comprise the major energy sources in 
many parts all over the world. In fact, these fossil fuels can be 
exhausted and usually negatively affect the environment while 
they are being utilized into useful forms of energy [1]. Taking 
into account the drawbacks besides using fossil fuels in energy 
application, there is an urgent need to find cost-effective, 
reliable and clean alternative sources of energy. Renewable 
sources of energy such as PV, wind turbine and hydropower 
are the most attractive candidates for clean energy generation 
especially in low scale and isolated areas [2]. Each of these 
renewable energy sources has its unique character and 
principle of operation, which make it suitable for a certain site 
and application. 

Because of the inherent fluctuations in solar and wind 
energy resources, the independent use of an individual power 
source usually results in a very large generation and storage 
system, which in turn requires a higher operating and life cycle 

cost [5, 6]. Therefore, the hybrid solar-wind system is usually 
adopted, which can leverage the strengths of each technology 
to provide a more reliable and less costly power supply in 
remote areas [3, 4]. Energy storage systems such as batteries, 
fuel cells, flywheels, supercapacitors, molten salt, compressed 
air and hydroelectric pumped storage (HPS) can be a suitable 
solution to overcome the problems associated with the irregular 
nature of renewable sources. 

Hydrogen tanks as a mean of energy storage in renewable 
energy systems has been proposed in many research studies [7-
9]. Hydrogen storage performs well in both long and short-
term purposes and in some cases for enhancement of the 
dynamic performance of the system, super capacitors are 
advisable to be integrated [10]. In comparison with diesel 
generator as a method of energy storage, hydrogen-based 
energy storage systems do not need any external supply of fuel 
and no greenhouse emissions are exhausted into the 
atmosphere. In addition, due to the continuous increase in the 
fuel cost and the observable reduction in the cost of FC, it is 
expected that the hydrogen storage systems will be 
economically feasible for application as a method of electric 
energy storage in the form of hydrogen gas [11]. 

In hybrid renewable energy systems based on hydrogen 
storage, during the hours of excess energy from the PV and 
wind systems, electrolyzer coverts the surplus electrical energy 
into hydrogen stored in the hydrogen tanks. When the peak 
demand for electricity occurs and the wind speed and solar 
radiation are not sufficient to satisfy the load demand by 
converting the stored hydrogen into electricity through the FC 
[12]. 

Due to the fact that hybrid PV/wind power systems depend 
mainly on sources having intermittent characteristic (solar 
radiation and wind speed), it is a great challenge to design such 
a system with an acceptable reliability when considering the 
investment and operating costs of each component in the 
system. Therefore, the main goal is the optimal configuration 
of an economic and reliable power supply. In the literature, 
there are many research papers, which offer different methods 
and algorithms for optimal design of hybrid PV/wind power 
systems [13-28]. 
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In [13, 14] the optimal sizing of a PV/wind/diesel hybrid 
system was presented using Strength Pareto evolutionary 
algorithm by formulating two objective functions, 
minimization of system cost and greenhouse gases emissions. 
In [15-17], Genetic algorithm (GA) was used for optimal sizing 
and configuration of a hybrid PV/wind power system with 
battery storage under different objective functions; the 
reliability of the system under weather conditions variations, 
minimizing the annual cost of the system and to minimize the 
loss of power supply probability (LPSP). Particle Swarm 
Optimization (PSO) has been used in many research studies for 
optimal sizing of hybrid renewable energy systems [18-20]. 
Simulated Annealing (SA) optimization strategy was used for 
optimal sizing of hybrid PV/wind energy conversion system, 
while the objective function was to minimize the total energy 
cost of the hybrid system [21]. The response surface 
methodology (RSM) was used for optimizing the size of an 
autonomous PV/wind system with energy storage in some 
studies [22]. The results obtained from RSM optimization were 
confirmed using autonomy analysis and loss of load 
probability, then the results of this work were used in [21] to be 
compared with the results obtained from simulated annealing 
optimization. In [23] Pattern Search (PS) optimizer and 

sequential Monte Carlo Simulation (SMCS) are combined to 
obtain the minimum total cost of the system and satisfy the 
reliability requirements from the consumer side. A comparison 
with a hybrid GA-SMCS was also performed, from which the 
PS-SMCS gave a better performance. In [24] cuckoo search 
optimization algorithm has been used for optimal sizing of an 
isolated PV/wind/diesel/ battery energy system, while the 
proposed technique provided high accuracy when compared 
with GA and PSO. Multi-Objective Self-Adaptive Differential 
Evolution (MOSaDE) algorithm has been used for optimal 
sizing and operation of a hybrid PV/wind/diesel microgrid 
system with battery storage for the city of Yanbu, Saudi 
Arabia, while, the multi-objective optimization approach is 
used to reduce the computational time [25]. Optimal sizing and 
placement of a grid-connected PV-wind-battery storage 
microgrid using Artificial Bee Colony optimization technique, 
while the IEEE 30-bus system was used for the application of 
the optimal operation [26]. In [27, 28] the Hybrid Optimization 
of Multiple Energy Resources (HOMER) software has been 
used for optimum sizing of hybrid wind/PV/diesel system in 
Malaysia in which the weather conditions, maximum 
availability and minimum cost were considered respectively. 

   
(a)         (b) 

 
(c) 

Fig. 1. (a) Wind Resource Map of Egypt: mean Wind Speed at 50 m a.g.l. Determined by Mesoscale Modelling (Wind Atlas for Egypt, 2006), (b) Wind Atlas of 

Gulf of Suez, Egypt. (c) Egypt’s Solar Potential. 
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This paper investigates on the economical design of a grid-
dependent hybrid PV/wind power system with electrolyzer, 
hydrogen tank and fuel cell. In this way, a MFFA has been 
exploited for minimizing the cost of energy (COE) generated 
from this system over its 25 years lifetime and subjected to 
reliability constraints in the form of LPSP. This study is in line 
with the plans of the Egyptian government to encourage 
Egyptian and foreign companies to expand for establish 
renewable energy projects where it has developed catalyst laws 
and legislations in this field [37]. The current sites of 
renewable energy projects in Egypt, mostly concentrated in the 
Gulf of Suez and south Egypt because of its high wind speed 
and high solar radiation [37]. Moreover, the Solar and wind 
speed spectrum have been shown in Fig. 1. The figure shows 
that the Gulf of Suez area is very large and promised to 
implement wind energy power plant. Also, the figure shows 
this region is suitable for implementation of the PV power 
plant. Moreover, this region has three wind power plant in 
Gabal Elzeit with 380 MW total power and a grid connected 
PV project around 20 MW, in Hurghada [37]. Therefore, the 
area of Ataka at the Gulf of Suez has been chosen to be the 
place of study where it lies on the shore of the Red sea (latitude 
30.0, longitude 32.5) [29]. The system cost includes the annual 
interest of capital investment cost, operation and maintenance, 
replacement cost, cost of energy sold and purchased from the 
external grid as well as the penalty cost due to unacceptable 
reliability and fluctuation rate in the energy exchange with the 
utility grid. 

The main contribution of this paper can be written as 
follows: 

 A MFFA has been presented; this modification is 
proposed to reduce the processing time of the recent 
FFA. 

 The MFFA algorithm has been applied for design the 
Hybrid energy system. Moreover, the results have been 
analyzed and compered with these of the conventional 
one. 

 The objective function consists of two terms; the cost of 
energy and LPSP. 

 A real case of study has been selected in Egypt to 
validate the presented optimization technique. 

The paper is organized as follows: Section 2 briefly 
describes the subsystems of the hybrid system and their 
corresponding models. The operation strategy is demonstrated 
in Section 3. Optimization problem statement, FFA and MFFA 
are discussed in Section 4. Simulation results and discussions 
are summarized in Section 5. Finally, Section 6 is devoted to 
conclusion. 

II. CONSTRUCTION DESCRIPTION OF THE PROPOSED 

SYSTEM 

A simplified single line diagram of the proposed grid-
connected hybrid system is shown in Fig. 2. The proposed 
system includes seven main components in addition to the AC 
and DC buses. The system includes wind turbine generators, 
photovoltaic arrays, electrolyzer, hydrogen tanks, fuel cells, 
converter and the electric utility grid. During the hours of low 

demand of electric energy and when the generated power from 
the renewable sources exceeds the load demand the excess 
energy is supplied to the electrolyzer to store the energy in the 
form of chemical energy (hydrogen) in hydrogen tanks. If the 
redundant energy is higher than that required to fully charge 
the hydrogen tanks, then the surplus power is supplied to the 
grid. On the other hand, during the nighttime, in the time of 
maximum load, when the generation is less than the load 
demand, the energy stored in the hydrogen tanks is applied to 
the fuel cell to convert it again to electric energy serving the 
load. In the case of insufficient supply from the renewable 
sources, the energy deficit is covered by the electric grid. The 
models of the previously mentioned components are described 
in the following sections. 

A. PV System 

The output power generated from a PV module in terms of 
the solar radiation and the ambient temperature can be 
expressed as [29]: 

_

( )
(t) (1 (T ( ) T ))

PV PV PV rated PV Wire T C nom

nom

G t
P n P t

G
    

          (1) 

where, nPV is the number PV modules, PPV_rated is the rated 
power of the PV module at standard operating conditions (Gnom 
= 1000W/m2 and Tnom = 25ºC), ηPV is conversion efficiency of 
the PV module, and ηwire is the wire efficiency. G(t) is the 
ambient solar radiation intensity, Gnom is the intensity of solar 
radiation under standard conditions, βT is the temperature 
coefficient of power of the selected PV module, Tc(t) is the cell 
temperature, and Tnom is the cell temperature under standard 
conditions of operation, respectively. 

The efficiency of the PV modules inherent includes the 
efficiency of the maximum power point tracking (MPPT) 
system. As stated in [30], using the MPPT system will increase 
the energy generated from the photovoltaic modules by about 
30%, it is economically feasible to incorporate them in such 
hybrid systems. As a result, in the system under study, it is 
supposed that the PV modules are fixed on tracking system 
having an efficiency of 95%. 
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Fig. 2. Single Line Diagram of the Grid-Dependent Proposed Hybrid 

System. 
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B. Wind Turbine 

Depending on the fundamentals of wind energy, the 
expected energy supplied by a wind turbine can be described as 
follow [29]: 
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where,
WT

P is the actual power generated from wind turbine,

_R WT
P is the wind turbine rated power,

wind
n is the number of 

wind turbine, 
wind

  is the efficiency of the wind system. ( )tu  is 

the wind speed at time t,
cut in

u


 is the cut-in wind speed, at 

which the turbine start operation , 
rated

u is the wind speed at 

rated power, and 
cut off

u


 is the cut-off wind speed, after which 

the wind turbine must be shut down for safety reasons. In this 
study, Bergey Wind Power’s BWC Excel-R/48 wind turbine, 
which has a rated power of 7.5kW, which provides 48V DC is 
proposed. The detailed model of the wind turbine suggested in 
this study is described in [11]. Considering the fact that the 
wind speed changes with height, the wind speed at a desired 
hub height as a function of the wind speed measured at the 
anemometer height is given as follow [30]: 
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 
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              (3) 

where, u2 is the wind speed at the wind turbine hub with 
height h2, u1 is the wind speed at the reference point h1, and αWT 
is the friction coefficient. According to the recommendations 
of IEC standards, the value of coefficient of friction is taken as 
0.11 for extreme wind conditions, and 0.20 for normal wind 
conditions. The renewable power injected to the DC busbar is 
the sum of the power generated from the PV panels and the 
wind turbine generators. The renewable power takes two 
different streams. The first part (Pren-inv) flows through the 
DC/AC inverter to supply the load connected at the AC bus 
and the surplus power fed into the grid. The second stream 
(Pren-Electro) is used by the electrolyzer for producing hydrogen. 

C. Electrolyzer 

The electrolyzer uses the process of water electrolysis to 
decompose the water to its original molecules, hydrogen and 
oxygen, using a DC current flows between two electrodes. 
Then the hydrogen is collected around the surface of the anode. 
As stated in [31] in most water electrolyzer, the produced 
hydrogen is collected at a pressure of 30 bar, which is higher 
than the reactant pressure of the hydrogen supplied to the 
Proton Exchange Membrane Fuel Cell (PEMFC), which is 
around 1.2 bar. The hydrogen produced from the electrolyzer 
might be directly applied to the hydrogen tank as in most 
studies, or the pressure of the produced hydrogen is raised to 
about 200 bar using a compressor in order to raise the energy 
stored density [31]. In other studies, the hydrogen obtained 

from the electrolyzer is supplied to a low pressure tank, then 
when the tank is fully charged, a compressor is used to pump 
the stored hydrogen to a high pressure tank. Thus, the energy 
consumed by the compressor is reduced as it is not in operation 
all time [12]. In this study, the hydrogen produced is directly 
injected to the hydrogen tank. The electrolyzer is modelled by 
means of the power transferred from the dc bus-bar to the 
hydrogen tank and is described as follows [11, 33]: 

tanP PElectro k ren Electro Electro              (4) 

where, PElectro-tank is the output power of the electrolyzer, 
which is supplied into the hydrogen tank, Pren-Electro is the input 
power to the electrolyzer, and ηElectro is the efficiency of the 
electrolyzer, which is supposed to have a constant value for the 
whole simulation time. 

D. Hydrogen Tank 

In this paper, the hydrogen tank is modelled by means of 
the amount of energy stored in the hydrogen tank and at any 
time of simulation t is mathematically calculated from the 
following equation [33]: 

( )
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where, Etank(t) is the energy stored in the hydrogen tank at 
any time t, Etank(t-1) is the energy stored in the tank at time (t-
1), Ptank-FC(t) is the equivalent power drawn from the hydrogen 
tank and injected into the fuel cell, and ηstorage is the efficiency 
of the storage tank and it represents the losses due to self-
discharge of the tank itself and it is taken as 95% for all 
operating scenarios [32]. Δt is the time interval in the 
simulation process, which is considered equal to an hour in this 
paper. At any simulation time t the mass of the hydrogen stored 
in the tank is calculated as follow [33]: 

2

( )
tan

( )tan
H

E t
k

M tk
HHV

              (6) 

where, HHVH2 is the higher heating value (HHV) of the 
hydrogen. HHV of a certain fuel is defined as the amount of 
heat produced by a specific amount at standard temperature 
(25°C), when it is combusted and the products of the 
combustion process are returned again to 25°C. According to 
[34], the value of HHV for hydrogen is taken as 39.7kWh/m2. 
The stored energy in the tank at any time t occurs between a 
predefined upper and lower limits. The upper limits are 
described by the maximum capacity of the tank. For some 
problems associated with the nature of the hydrogen itself, it is 
recommended that a small amount of the hydrogen stored is 
not discharged, which forms the lower limit of the hydrogen 
tank (here 5%). Therefore, 

( )tan ,min tan tan ,maxM M t Mk k k 
            (7) 

where, Mtank,min is the lower limit of the hydrogen tank, 
Mtank(t) is the mass of hydrogen stored in the tank at any time t, 
and Mtank,max is the upper limit of the hydrogen tank. 
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E. Fuel Cell 

The basic operation of the hydrogen fuel cell is extremely 
simple. In the hydrogen FC the electrolysis is being reversed – 
the hydrogen and oxygen are recombining, and an electric 
current is being produced. During this chemical reaction, 
electric energy is produced in the form of electrons, which are 
released in the process of ionization of the hydrogen. PEMFC 
is commercially produced in high generating capacities and 
reliable and good dynamic response thanks to its short power 
release time of about 1-3 s [31]. In this study the efficiency of 
the fuel cell is assumed to be constant and taken as 50%, then 
its output can be simply calculated as a function of the input 
power and efficiency. Therefore, 

tan
P P
FC inv k FC FC

 
 

             (8) 

where, Ptank-FC is the input power to the fuel cell, which 
describes the mass of hydrogen consumed in the chemical 
reaction, and ηFC is the efficiency of the fuel cell. 

F. DC/AC Converter 

The inverter is used to convert the DC power from the 
renewable sources and the fuel cell into the form of AC power 
to cover the load demand and the excess power is supplied to 
grid. According to [11], the efficiency of the inverter (ηinv) is 
assumed to be constant at 90% for the whole simulation time. 
Therefore, the power output from the inverter is described as 
follows: 

 P P PFC inv ren invinv AC inv
                (9) 

where, PFC-inv is the output power from the fuel cell, and 
Pren-inv is the power generated from the renewable sources and 
directly supplied to the load. 

III. OPERATION STRATEGY 

The operation of the proposed hybrid renewable system is 
summarized in the following operation scenarios. 
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Fig. 3. Flowchart Describing the Operation of the Hybrid System. 
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If the generated power from the renewable sources (Pren(t) 
= PPV(t) + PWT(t)) equal to the load power (Pload(t)), Pren(t) = 
Pload(t)/ηinv, then the whole renewable power is supplied to the 
load. 

If Pren(t) > Pload(t)/ηinv, the excess power is applied to the 
electrolyzer. If the difference exceeds the rated power of the 
electrolyzer, then the surplus power (Psur(t)) is injected into the 
electric grid. Therefore, 

( ) ( ) ( )P t P t P tren invsur inv load
             (10) 

If Pren(t) < Pload(t)/ηinv, then the shortage in load demand is 
covered by the fuel cell. If the power needed to cover the load 
exceeds the rated of the fuel cell, then the electric grid supplies 
the power deficit (Pdef(t)). Therefore, 

 ( ) ( )( ) ( ) P t P tren inv FC invdef
P t P t

load inv
   

         (11) 

A flowchart describing the operation of the proposed 
hybrid system is shown in Fig. 3. 

IV. OPTIMIZATION PROBLEM 

A. Cost of Energy Generated from the Proposed Hybrid 

System 

The annual interest of capital cost for each component in 
the system as apart from the initial investment cost (Ccap_i) for 
each component i is calculated as follows [24]: 

* ( , )_ _ _C C CRF r Mann cap i cap i i
          (12) 

where, i refers to each component in the system including; 
wind turbine, photovoltaic system, electrolyzer, hydrogen tank, 
fuel cell, and DC/AC converter. CRF is the capital recovery 
factor, r is the rate of interest (here = 0.06), and Mi is the 
lifetime of each sub-system [24]. CRF is calculated from the 
following formula [24]: 

(1 )
( , )

(1 ) 1

Mi

Mi

r r
CRF r Mi

r



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           (13) 

The operating and maintenance cost (Co&m) of the hybrid 
renewable energy system is the major running cost of the 
system as there is no fuel cost. Starting from the fact that each 
component in the power system has its own lifetime, which is 
different from the lifetime of the whole system as an economic 
project (Msys = 25 years), so that there is a need for replacement 
for the individual subsystems. The annual cost for replacement 
(Crep_ann) for each subsystem i is calculated as follows [35]: 

 
_ _

M Msys i
C Cann rep rep i

Mi



            (14) 

In the case of a grid connected power system, the 
fluctuation of the injected energy into the grid and LPSP 
causes a penalty cost if they exceed the predefined values. In 
this paper, LPSP is limited to not exceed the predefined value 
(βL = 0.05) [35] and it is calculated according to the following 
formula [35]: 

8760
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According to [35] the maximum power fluctuation rate 
should not exceed 33% of the installed power of the system for 
an interval of 10 minutes. The power fluctuation rate (Dgs) is 
calculated as follows [35]: 

_max _minP Psur sur
Dgs

t







          (16) 

where, Psur_max is the maximum value of the power supplied 
to grid and Psur_min is the minimum value of the surplus power. 
During operation the fluctuation rate is limited to the 
predefined value βg. If the value of LPSP and Dgs exceed their 
suggested values, then the penalty cost (Cpc) of the system is 
calculated according to the following formula [35]: 

(LPSP ) (t )_1 1

*100_ 2

N
C C Ppc iLpc loadi

Dgs g
C pc

g






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


 

          (17) 

Where, Cpc_1 is the penalty cost for the shortage of supply 
and Cpc_2 are the penalty cost for fluctuation in the supply. 
During simulation and the operation of the optimal sizing 
model the penalty costs are considered as Cpc_1 = 100$/kWh 
and Cpc_2 = 50000$/%. 

To make a full use of the PV and wind complementary 
characteristics, the relative fluctuation rate is adopted for the 
renewable generation with respect to the load power [35]: 

 
2

1

1
(t ) (t ) (t )

N

PV i WT i load ii

load

load

P P P
N

D
P


 





        (18) 

where, 
load

P is the average load power. Smaller value of 
load

D  

means that the power generation is closer to the load demand 
and ensures better utilization of the sources. The hybrid system 
will ensure a full utilization of renewable sources 
characteristics, if the relative fluctuation is smaller than the 

allowable reference ( L = 2) [35]. 

When the power generated from the renewable sources is 
greater that the load demand and the power consumed by the 
electrolyzer, the surplus is sold to the grid (Cgs). In opposite 
when the renewable generation and the power supplied by the 
fuel cell do not cover the load demand, the deficit is purchased 
from the grid (Cgp). The cost of energy sold and purchased is 
calculated as follows: 

gp gp p
C N C              (19) 

gs gs s
C N C              (20) 

where, Cp (here 0.08$/kWh) the cost of kWh purchased 
from the external grid, Cs (here 0.2$/kWh) is the cost of kWh 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 10, No. 8, 2019 

125 | P a g e  

www.ijacsa.thesai.org 

supplied to the grid and Ngp is the total units purchased from 
the grid, and Ngs is total energy units supplied to the grid. The 
specific characteristics of components applied in system 
simulation are depicted in Table I [11]. The annual cost of the 
hybrid renewable system (Cann_tot) is calculated as the sum of 
the individual costs for the whole system [35]: 

_ _ _

O&M

C C Cann tot ann cap ann rep

C C C Cpc gp gs

 

   
         (21) 

The net present cost (NPC) of the system is calculated as 
follow [24]: 

_ann tot
C

NPC
CRF

             (22) 

The cost of energy (COE) from the hybrid system in 
($/kWh) and formulated in the following equation [24, 35]: 

_

8760 8760

1 1

ann tot

h h

load loadh h

C NPC
COE CRF

P P
 

 

  

           (23) 

B. Objective Function and Constraints 

In this paper, as introduced a Minimizing the objective 
function of COE, LPSP for the optimization algorithm as a 
function in Wind turbine, PV array, Electrolyzer, hydrogen 
tank, FC and DC/AC converter can be expressed as: 

min min( _ )f obj func            (24) 

where; 

_ * *1 2obj func COE LPSP  
 

λ1, λ2 are chosen as trial and error to reach the best results. 
In this work, the values of λ1, and λ2 are 0.5, and 0.5 
respectively. 

MFFA optimization algorithm has been used for optimal 
sizing of the proposed hybrid system under the following 
constraints: 

( )tan ,min tan tan ,max

LPSP L

M M t Mk k k

Dgs g

D Lload









 




          (25) 

C. Farmland Fertility Algorithm 

In this paper, the recent optimization algorithm of farmland 
fertility, which is presented for the first time in [36], is applied 
for design the renewable energy resources system. The farmer 
in their land bases the idea of FFA optimization algorithm on 
the determination of the quality the soil of each region of 
farmland. The main reason of variations of Soil’s quality is 
based on consisting and adding of special materials. Therefore, 
farmers use different materials to improve the quality of 
farmland. In other words, these materials when added to the 
soil in farmland, they may improve or reduce the quality of the 
soil. The determination of these materials to improve the soil 
quality is based on trying materials based on the farmers 
experience with each type of soil and the previous results of 
improving in the soil quality for each time. There are main 
steps for determine the best quality and best materials for 
improving the soil quality, which can be mathematically 
described as follows: 

1) First stage initialization: At this stage, the generation 

of the initialized population is based on the following criteria: 

 Taking the number of sections of farmland in to 
consideration (number of parts for optimization 
problem and is expressed by k). 

 Considering the number of available solutions in each 
section, (the number of existing solutions in each 
section of farmland and is expressed by n). 

The following mathematical equation is to describe this 
first stage to generate the total number of population N: 

N=k∗n              (26) 

where, k is an integer number and greater than zero. The 
constant k is considered for partition of search space (As 
farmers divide their land into different parts). Its value is 
between 1 and N. In this paper, it is determined by trial and 
error to reach the best solution and its value equals to 2. In 
[36], the authors refer to if the value is greater than 8, the FFA 
algorithm gives very poor performance. So, k may be 
considered as 2 ≤ k ≤ 8. Moreover, n is an integer number. It is 
also determined by trial and error in this work. It describes the 
available solutions from each search space. The following 
equation generates the random solution in the first stage taking 
into consideration the upper and lower limits of the each 
variable Uj and Lj, respectively. 

(0,1) ( )X L rand U Lij j j j              (27) 

TABLE I.  SPECIFICATIONS OF THE SYSTEM COMPONENTS [11] 

Component 
Capital cost 

(US$/unit) 

Replacment cost 

(US$/unit) 

O&M (US$/ 

unit-yr) 
Lifetime (yr) Efficiency (%) Unit 

Wind turbine 19400 15000 75 20 - 7.5kW 

PV array 7000 6000 20 20 - 1kW 

Electrolyzer 2000 1500 25 20 75 1kW 

Hydrogen tank 1300 1200 15 20 95 1kg 

Fuel cell 3000 2500 175 5 50 1kW 

DC/AC converter 800 750 8 15 90 1kW 
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where, j=[1. . ..D] represents dimension of the variables x 
in the optimization problem and is based on the total number of 
population and is equal to [1. . ..N]. 

In this paper, for the presented problem the x represents the 
size of RES plants which are (number of PV units, number of 
wind turbines, rated power of the electrolyzer, maximum 
capacity of the hydrogen tank, rated power of the fuel cell, and 
rated power of the DC/AC converter) which is required to 
determine the best optimal size RES plants. 

Fig. 4 shows that the farmland is allocated into 3 sections, 
each section has its own local memory and a global memory 
and part A has soil with lowest quality. In the following part, 
the mathematical expression of each stage will be expressed. 

2) Second stage: determination of the quality of soil in 

each section of farmland: In this stage, the fitness of all the 

existing solutions in the search area have been evaluated. 

Moreover, the soil quality of each of the parts of the farmland 

(sections of the search space) can be determined as following: 

( ), ( 1) : {1, 2, ...... },

{1, 2, .......4}

Section X aj a n s n ss k
s

j


    

         (28) 

The average value of the existing solutions in each part of 
the farmland is used to determine the quality of each section. 

( ), ( 1) : {1, 2, ...... },

{1, 2, .......4}

Section X aj a n s n ss k
s

j


    

         (29) 

At this stage of the farmland fertility the individual sections 
of the farmland have been determined. In addition, the 
solutions and their average for each section have been 
calculated. 

3) Third stage update memories: In this stage, the local 

memory and global memory have been updated. For1 each 

section of the farmland, some of best solutions are stored in 

the local memory of that section and best solutions of these 

individual sections are stored in a global memory. The number 

of best local memory and the number of best global memory 

are determined according to Eqs. (30) and (31), respectively. 

( ), 0.1 1M round t n t
local

              (30) 

 

Fig. 4. Partitioned Example of Farmland and Local Memory and Global 

Memory. 

( ), 0.1 1M round t n t
Global

              (31) 

where, the MGlobal express the number of stored solutions in 
global memory. While the number of the stored solution in 
local memory is Mlocal. Based on the fitness and suitability of 
the local and global memories, the solutions have been placed. 
Moreover, at this stage both memories are updated. 

4) Fourth stage: changing quality of the soil in each 

section of farmland: In the third stage, the soil quality of each 

section has been determined using equation (28). The best 

solutions of each part of the farmland has been stored in the 

corresponding local memory. Moreover, the best solution for 

all sections have been stored in the global memory. In this 

stage, the solutions of the worst section should be updated and 

more changes should be happened to improve its quality. So 

the all existing solutions in worst section can be combined 

with the best solution of the global memory. This can be 

mathematically expressed as in Eqs. (32) and (33): 

( 1,1),h rand               (32) 

( )X h X X X
new ij M ijGlobal

              (33) 

where, XMGlobal is a random solution among existing 
solutions in the global memory and α is a number between zero 
(0) and one (1) that should be valued at the beginning of the 
farmland fertility. Xij is a solution in worst part of farmland that 
is selected to apply changes. Moreover, h is a decimal number 
which is computed from Eq. (32). Consequently, Xnew is the 
new solution. This solution has been take place to change.  

After applying the previous change: For updating the 
solutions of other sections; a combination between the existing 
solutions of each section (apart from the worst section) are 
combined as the following equations (34) and (35): 

(0,1),h rand              (34) 

( )X h X X X
new ij uj ij

              (35) 

where, Xuj is a random solution among existing solutions in 
the search area. This means that, a random solution is selected 
from all the existing solutions in sections. β is a number in the 
range between zero (0) and one (1), which should be 
determined at the starting of the farmland fertility process. Xij is 
a solution belongs to the worst section and has been chosen for 
applying changes in the solution. h is a decimal number 
obtained from Eq. (34). After applying changes a new solution 
Xnew is delivered. 

5) Fifth stage: soil’s combination: At this stage, as we 

theoretically convey algorithm in part (1), depending on the 

best solutions available in the local memory (BestLocal) of each 

section in the final stage, farmers decide to merge each soil 

within the parts of farmland. Therefore, there is a provision 

about the combination with the best in local memory. So that, 

not all available solutions are combined with local memory in 

all sections and at this stage, in order to improve the quality of 

solutions in each part of farmland, some of the available 
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solutions in all locations are combined with the best solution 

ever found (BestGlobal). The combination of considered 

solution with BestGlobal or BestLocal is determined by Eq. (36). 

( ( ))1

(0,1) ( ( ))

X X X Best b Q randnew ij ij Global
H

X X rand X Best b elsenew ij ij local

    


   



   (36) 

In Eq. (36), a new solution may be created by two different 
methods. In this equation, Q is a parameter between zero (0) 
and one (1) and has to be adjusted at the start of the 
optimization algorithm. The Q parameter determines to what 
degree the solutions are combined with best global solution 
(BestGlobal). ω1 is an integer number and should be evaluated at 
the start of the process and according to repetition of 
optimization algorithm its amount has been gradually 
decreased (Eq. (37)). Xij is a solution that to apply the changes 
is selected from all sections. As a result, according to the 
applied changes, a new solution Xnew has been produced. 

, 0 1
1 1

R R
v v

                (37) 

6) Sixth stage: final conditions: At this stage, the existing 

available solutions in search area are evaluated according to 

the objective function. Whatever the number of sections is, 

this stage is performed on all existing solutions in the search 

field. Thus, the fitness the degree of suitability of each of the 

available solutions is determined in the search space. At the 

end of the farmland fertility, are investigated final conditions. 

If we confirm final condition, the algorithm ends. Otherwise, 

the algorithm will continue its work to establish final 

conditions. The flowchart of the FFA optimization algorithm 

has been shown in Fig. 5. 

D. Modified FFA Algorithm 

In this paper a modified FFA algorithm has been proposed 
and tested. Moreover, the modified FFA algorithm is compared 
with the conventional FFA algorithm which presented in [36]. 
The modified FFA algorithm is to combine the solutions of the 
fourth and fifth stages to reduce the processing time of the 
execution of the optimization algorithm. 

A new random number m has been created. This random 
number is between 0 and 1. This number reduces the 
implementation time of the algorithm. While, the FFA 
algorithm tries three solutions equations (33, 35 and 35) in a 
cascade manner which increase the processing time of the 
algorithm. Moreover, this random number is to determine the 
balancing between the local and global optimization solutions. 

In the proposed FFA algorithm, the new solution is defined 
as a combination of equations (32)-(36) for updating the new 

solution best global solution in the previous iteration and 
random solution based on a random solution of the best 
solution in the local memories: 

( ( ))
1

(0,1) ( ( )) *( )

X X X Best b Q randnew ij ij GlobalH
X X rand X Best b h X X elsenew ij ij ij Mlocal Global

    
       
  (38) 

where, Xij is a solution, which is considered to update for 
each section. BestGlobal is the best solution in the global 
memory. BestLocal is the best solution in the local memory. 
XMGlobal is a random solution among existing solutions in the 
global memory. h is defined in equation 33. ω1 as a parameter 
of the farmland fertility and is updated as follows: 

, 0 1
1 1

R R
v v

                (39) 

The flowchart of the proposed MFFA is shown in Fig. 6. 

The optimization problem is to minimize the objective 
functions of equation (23) and determine the best optimal size 
of RES plants which are (number of PV units, number of wind 
turbines, rated power of the electrolyzer, maximum capacity of 
the hydrogen tank, rated power of the fuel cell and rated power 
of the DC/AC converter). In this paper, each of the proposed 
optimization algorithms operates according to the following 
steps: 

1) Run the program of designing the RES based on the 

energy balance. 

 Generation of initial population, Equation (27) 

 Run the program of designing the hybrid energy system 
described by equations from (1) to (23) and illustrated 
in the flowchart of Fig. 3. 

 Evaluation process of the fitness function for all 
agents/positions. Equation (24) 

2) Run the optimization algorithm with the RES based on 

equations (28) and (35) as the following processes: 

 Updating the position and sizing the RES elements, 
according the nature of each optimization algorithm. 

 Run the program of designing the RES. Equations from 
(1) to (23) and illustrated in the flowchart of Fig. 3. 

 Evaluation process of the fitness function for all 
agents/positions, Equation (24). 

 Check if the proposed system meets end criterion, If 
“No”, repeat the previous three processes. If “Yes”, the 
program will be stopped and will go to the next step. 

 Type the results such as sizing of system components 
and the best optimum values of COE and LPSP. 
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Fig. 5. Flowchart of Farmland Fertility Algorithm. 
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Fig. 6. Flowchart of Modified Farmland Fertility Algorithm. 

V. RESULTS AND DISCUSSION 

To evaluate the advantages of the proposed optimization 
algorithm, a real case of study has been presented in order to 
design a hybrid renewable energy system. The case study has 
been selected in Ataka, Suez, Egypt. The annual load curve of 
the region under study is given in Fig. 7.  The data of wind 
speeds over the year and horizontal solar radiation from 7 A.M 
to 16 P.M are obtained from the Egyptian Metrological 
Authority for Ataka site. A sample of the input data 
characterizing the meteorological data of the site including the 
intensity of solar radiation and wind speed are given in Fig. 8. 

The results were accomplished using MATLAB simulation 
program. The parameters of the optimization algorithms FFA 
and MFFA are the same; the maximum number of iterations 
was set to 100 iterations and the maximum number of search 
agents is 30. In this study, the size of the proposed hybrid 
system is defined as the number of PV modules, the number of 
wind turbines, the rated power of the electrolyzer, the mass of 
hydrogen tank, and the rated power of the fuel cell. 

Fig. 9 shows the convergence curves for the FFA and 
MFFA optimization algorithms. As seen from Fig. 9, both 
optimization techniques can reach the optimum solution of the 
objective function. However, the figure shows that the MFFA 
is faster than the FFA optimization technique. The MFFA can 
reach to the optimum solution in 8 iteration while the FFA 
algorithm reach after 11 iteration. Moreover, Table II shows 
the detailed results of the optimization process for the two 
optimization algorithms. The essential term for comparison is 
not only the number of iterations but also the time elapsed for 

implementation. The implementation time with the proposed 
MFFA is 3664.6 second for the 100 iteration but the time 
required for execution the 100 iterations with FFA is 6792.7 
second. The main reason for this reduction of the 
implementation time is due to the conventional FFA requires 2 
steps for evaluating the new solution for each iteration while 
the proposed MFFA does it for one step. 

According to FFA optimization algorithms, to ensure the 
minimum COE of 0.3570 at the proposed location 70 PV units, 
100 wind turbines, the rated power of the Electrolyzer of 
500kW, the mass of the hydrogen tank of 70kg, and FC with 
the rated power of 133.4 kW is estimated. 

From the results, it is inferred that the both FFA and MFFA 
predicts minimum COE of 0.3570 $/kWh, which results in a 
net present value of 8.6204 million $ and ensure the value of 
LPSP of 1.12e-19 which agree with the predefined value (<βL= 
0.05). 

 

Fig. 7. Load Demand Over a Year. 
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(a) 

 
(b) 

Fig. 8.  Annual Variation of Input Parameters; (a) Solar Irradiation, (b) 

Wind Speed. 
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Fig. 9. Convergence Curves for the FFA and MFFA Optimization 

Techniques. 

Fig. 10 shows the hourly variation of the generated power 
for the components of the proposed hybrid system at the 
optimum case for MFFA. The presented results from the 
figures are; the difference between the renewable generation 
and the load (Pdiff), the power consumed by the electrolyzer 
(PELEC) to convert the excess electrical energy into chemical 
energy in the form of hydrogen, the mass of the hydrogen 
stored in the tanks. 

(Mtank), the power generated by the fuel cell (PFC) in the 
case of low wind speed and insufficient solar radiation, the 
electric power transformed from DC form into AC power 
through the DC/AC converter (PINV), and finally the energy 
exchange with the external grid, which is represented in the 
form of surplus and deficit power during the operation period 
(Psur &Pdef). 

TABLE II.  RESULTS OF THE SYSTEM DESIGNED BASED ON FFA AND 

MFFA 

 
FFA 

2018 

MFFA 

2019 

Best Objective Function 0.3570 0.3570 

Best 

solution 

PV (units) 70 70 

Wind  (units) 100 100 

Electrolyzer (kW) 500 500 

Hydrogen tank (kg) 70 70 

Fuel cell (kW) 133.4 133.4 

DC/AC converter (kW) 500 500 

No of iterations for the optimal solution 11 8 

COE 0.3570 0.3570 

LPSP 1.12e-19 1.12e-19 

Time of implantation (second) for 100 

iterations 
6792.7 3664.6 
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Fig. 10. MFFA Algorithm Results for the Optimal Solution. 

Due to design constraints, it is very difficult to achieve the 
optimization requirements while keeping zero energy exchange 
with the grid. From the figure, it is clearly seen that almost 
time electric power flows to and from the external grid to cover 
the load demand. During the hours of high generation from the 
renewable sources, the excess energy is used by the 
electrolyzer and in turn, the mass of hydrogen in the tank 
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increased. For a better understanding of the energy 
management strategy behind the optimization algorithms, the 
simulation results are concentrated for one day of operation of 
the hybrid system at the optimum conditions of operation as 
shown in Fig. 11. 

Fig. 11 shows the simulation results for a certain day with 
respect to the optimal sizing from MFFA algorithm. From the 
figure, it is obvious that during late nighttime and the early 
hours, when the wind speed reaches it maximum values and the 
load demand is minimum, the generated power from the 
renewable sources exceeds the demand for electric energy. As 
a result of that, the excess power is drawn by the electrolyzer, 
which converts it into hydrogen. At the late hours of night of 
the day it is very clear from Fig. 11 that Mtank increases.  This 
scenario is repeated again during day hours when the solar 
radiation is maximum. During daytime when the demand for 
electric energy increased but the renewable generation is not 
enough to satisfy the load, the hydrogen stored is consumed by 
the fuel cell. It is obvious from Fig. 11 that Mtank reached a 
maximum value then started to decrease and at that time the 
power generated by the fuel cell (PFC) started to increase. 
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Fig. 11. Simulation Results for One Day of Operation with MFFA. 

VI. CONCLUSION 

The optimal sizing and operation of a grid-connected 
hybrid energy system are performed. For this work, solar 
photovoltaic-wind turbine-fuel cell are designed and economic 
feasibility model is introduced through a hybrid grid-connected 
system. Modified Farmland Fertility Algorithm has been 
proposed for solving the optimization problem. The PV-wind-
electrolyzer-Hydrogen tank-Fuel cell system has been designed 
to meet the load demand with the minimum COE while 
ensuring a high power supply reliability, low fluctuations in the 
energy exchange with the external grid, and complementary 
use of renewable energy sources. The optimization results 
show that both FFA and MFFA algorithms reached the best 
value of the objective function of 0.357, which represents the 
minimum value of the COE of 0.357 $/kWh. However, MFFA 
reached the best objective function faster than FFA algorithm. 
MFFA algorithm reached the minimum COE within 8 
iterations, which takes an implementation time of 3664.6 s, 
while FFA reached the optimal solution in 11 iterations, which 
takes a time of 6792.7 s. This study will be useful for the 
decision makers in Egypt as a convenient solution to increase 
the penetration level of irregular renewable energy sources and 
ensuring fulltime energy supply. The next research area is to 
explore the role that high penetration level of large-scale PV 
power plants will play in short and long-term frequency 
stability. In addition, in hybrid PV/wind power systems the 
dynamic nature of these renewable sources has to be fully 
utilized. 
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