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Abstract—The image segmentation, tumor detection and extraction of tumor area from brain MR images are the main concern but time-consuming and tedious task performed by clinical experts or radiologist, while the accuracy relies on their experiences only. So, to overcome these limitations, the usage of computer-aided design (CAD) technology has become very important. Magnetic resonance imaging (MRI) and Computed Tomography (CT) are the two major imaging modalities that are used for brain tumor detection. In this paper, we have carried out a critical review of different image processing techniques of brain MR images and critically evaluate these different image processing techniques in tumor detection from brain MR images to identify the gaps and limitations of those techniques. Therefore, to obtain precise and better results, the gaps can be filled and limitations of various techniques can be improved. We have observed that most of the researchers have employed these stages such as Pre-processing, Feature extraction, Feature reduction, and Classification of MR images to find benign and malignant images. We have made an effort in this area to open new dimensions for the readers to explore the concerned field of research.
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I. INTRODUCTION

Due to abnormal cell development, the brain tumor begins and grows in an uncontrolled way. The brain cells of a human brain can specifically ruin by the tumor. Different brain tumors are illustrated in Fig. 1. The most dangerous form of tumors is malignant tumors. Every year fourteen thousand deaths caused due to malignant tumors. The tumor stages are divided into different grades due to severity levels such as grade 1, grade 2, grade 3, and grade 4. The grade 1 level is the least dangerous tumor and this type of tumor grows slowly and gradually. For this type of tumor grade, treatment via surgery might be successful. Glioblastoma, glioblastoma, and pilocytic astrocytoma are the different cases of grade 1 brain tumor. In the second grade, grade 2 tumor also grows slowly [24], and this type of tumor looks irregular using the microscopic instrument. The third one is grade 3 tumor which is also malignant and there is no significant difference between grade 3 and grade 2. The maximum malignant tumor is grade 4 and the example of grade 4 tumor is Glioblastoma Multiforme [25].

Different image processing techniques have been used for tumor detection. Segmentation of images is one of them. The image segmentation aim is to segment an image into equal parts and find the region of interest (ROI) [26-27].

Nowadays, various imaging modalities are available such as Magnetic Resonance Imaging (MRI), X-Ray, Positron Emission Tomography (PET), Ultrasound, and Computed Tomography (CT) scan. In the given imaging modalities, magnetic resonance imaging generates good quality images and these images are extremely helpful for clinical diagnosis and biomedical research. MRI is particularly useful in examining the soft tissues in the human body.

Computed Tomography (CT) scan and Magnetic Resonance Imaging (MRI) are the two most useful imaging modalities to examine brain life structure. However, Magnetic resonance imaging is currently a widely used method as it produced high-quality medical images among all the imaging modalities. MRI is a non-invasiveness technique and it discriminates the soft tissue [28]. Magnetic resonance imaging (MRI) gives accurate information on the internal human body. MRI demonstrates the physiological or pathological variations of human tissues. MRI is mostly utilized when treating prostate cancers, brain, foot, and ankle. MRI can be used for the identification of different diseases, such as Alzheimer’s, Parkinson, Stroke and Brain tumors diseases. The performance of MRI is far better than a CT scan. The MRI works effectively for soft tissues in the body, such as the brain, while the CT scan is suitable for hard body tissues such as bones.

Furthermore, image segmentation is a necessary task which is nowadays carried out manually by most physicians as they obtained high accuracy, but it requires a high amount of time which is the main drawback. However, on the other side, automatic segmentation techniques are yet not reliable. Therefore, to overcome these issues, the semi-automatic segmentation techniques are currently being used for clinical applications which are the best way to solve the limitations of automatic segmentation simultaneously. The user initialization is required in several semi-automatic methods to assure the accuracy rate.
The appropriate segmentation of the MR image tumor part improves the efficiency of the techniques. The researcher must have adequate knowledge about the image processing techniques to process different kinds of medical images. Therefore, for this purpose, we have reviewed and critically analyzed different tumor detection techniques in MR images used by various researchers to identify the gaps and limitations.

The structure of the rest of the review paper is as follows: Section 2 presents the Literature Review, Section 3 presents computer vision and image processing, Section 4 presents Critical Analysis of different existed methods, Section 5, presents Discussion and Section 6 presents Conclusion and Future Work.

II. LITERATURE REVIEW

In this section the existing techniques of brain tumor segmentation and classification have been discussed. The conventional approach to identify the brain abnormality is manual, which is very prone to misclassify and is time consuming. Therefore, researchers have proposed numerous automated techniques to overcome this issue.

The processing and analyzing of brain tumor MR images are the most challenging task. Different researchers have proposed different techniques to classify the brain tumor in MR images such as support vector (SVM), fuzzy clustering mean (FCM), artificial neural network (ANN), expectation-maximization (EM) and knowledge-based technique algorithm. These mentioned algorithms are the most popular algorithms which are employed for region-based segmentation to extract the required data from MR images. We have critically reviewed some of the proposed techniques to pave the way for further research.

El-Dahsan et. al., [1] proposed a hybrid technique to classify the magnetic resonance images. The proposed algorithm comprised of three stages, such as feature extraction, feature reduction, and classification. In the first stage, Discrete Wavelet Transform (DWT) is employed, then Principal Component Analysis (PCA) is used for feature reduction in the second stage and lastly, in the third stage of the methodology, Feed Forward Back-Propagation Artificial Neural Network (FP-ANN) and k-Nearest Neighbor (k-NN) algorithm are employed for the classification process. A total of 70 (60 abnormal and 10 normal) axial T2-W images were used and achieved 97% and 98.6% accuracy on ANN and k-NN algorithm, respectively.

Nazir et al., [2] proposed an automatic approach for brain MRI classification. Three stages have been used in the methodology, such as pre-processing, feature extraction and classification. In the pre-processing step, the median filter is applied for noise removal from the MR image. The color moments are extracted as mean features from the MR images in the feature extraction stage. The feed-forward artificial neural network has been used to classify these extracted features as normal or abnormal. In the proposed methodology, they have used 70 (45 abnormal and 25 normal) T2-W MR images and obtained a 91.8% accuracy rate.

Lavanyadevi et al. [3], used a neural network to classify the brain tumor phase such as malignant, benign or normal. Gray Level Co-occurrence matrix is used for feature extraction. Principal component analysis has been used for dimensionality reduction while the classification stage of the MR brain image has been done by using a probabilistic neural network and achieved some satisfactory results.

Amin et al., [4] classify the normal and abnormal brain MRI. In the pre-processing stage, the non-cerebral tissues are eliminated from MR images using morphological operation; afterward, the Gaussian filter is applied for noise removal. Then for the feature set, they have chosen texture, shape, and intensity. Finally, the support vector machine is employed to classify the normality and abnormality.

Kumar et. al., [5] presented a hybrid approach for brain tumor detection. For feature extraction and reduction, discrete wavelet transform (DWT) and a genetic algorithm have been used respectively. A support vector machine (SVM) has been employed for the classification of a brain tumor as benign or malignant. A data set of 25 (20 normal and 5 abnormal) T2-W brain MR images were obtained for the SICAS medical image repository. Different parameters have been used for analyzing these images such as root mean square error (RMS), smoothness, and entropy and achieved some satisfactory results.

Iscan et al., [6] mainly focused on tumor detection in MR brain images by finding asymmetry in the right or left brain hemisphere. They have used an incremental supervised neural network for the segmentation of MR images. For image brightness, continuous wavelet transform has been applied. While Zernike is applied for vector representation, this method obtained 100% accuracy on both normal and abnormal MR image segmentation.

Zhang and Wu [7] used the wavelet transform for feature extraction from MR images. Principal component analysis has been used for feature reduction. Then these reduced features were sent to the kernel support vector machine. They have selected seven different diseases. 20 normal and 140 abnormal images were collected from Harvard medical school website and achieved some good results.

Fayaz et al., [8] used a three steps algorithm for brain MRI classification such as pre-processing, feature extraction, and
classification. The median filter is applied to a grayscale MR image for noise removal and then converted this grayscale image to an RGB format in the first stage. The three channels were extracted i.e., red, green and blue from every single channel of RGB in the feature extraction stage, then classified these extracted features as normal or abnormal in the third stage. They have used 100 T2-weighted images (30 abnormal and 70 normal) and obtained some good results.

Zarendi et. al., [9], proposed a method for tumor detection in the brain MR image by using the type-II fuzzy technique. The fuzzy logic has been used in some specific areas to solve the uncertainty about the data classification. Demirhan and Guler [10], have combined stationary wavelet transformation with a self-organization map to segment the MR images. The standard images have been considered from the internet brain segmentation repository (IBSR) and the MRI experts have performed the results of segmentation.

Ibrahim et. al., [11], used principal component analysis (PCA) to reduce the dimension of the data. While for the detection of a brain tumor in MR images, the supervised feed-forward back-propagation neural network has been used. They have used three layers of ANN such as, i) the input layer which contains 64 neurons ii) hidden layers which comprised of 10 neurons and iii) the output layer which consists of 64 neurons. They have classified the images in four different classes such as normal tissues, Edema, cancerous tissue, and not a classified class. This proposed methodology achieved a 96.33% accuracy result.

Jafarpour et. al. [12], using the gray level co-occurrence matrix in MR images for feature extraction. The two most essential algorithms were combined in a feature reduction stage to select the best features. Then those features were presented to the artificial neural network and k-nearest neighbor and obtained a 100% accuracy rate on both normal and abnormal images.

Saha et. al., [15] presented a score based bounding box technique for approximate segmentation from MR brain image. In 2D slices, the MR images were segmented and the region based global change has also been observed. The image tumor part is measured as a change in MRI. The Fast bounding Box technique is used to find the asymmetric region in MR image slices. 92% accuracy for tumor detection and 89% accuracy for Edema detection been observed. Weglański and Fabijańska [17], have used region growing algorithm and extracted the complete abnormal tissue. For separation of the normal and abnormal area, the seed point is employed. The median filter is used for noise removal as it preserves the edges and does not affect the image quality. The methodology produced some satisfactory results. The pre-processing and post-processing stages increase the execution time.

Shanithi and Sasikumar [21] have employed fuzzy logic and neural network algorithm for MR image segmentation. In the image segmentation, they have mainly focused on white matter, gray matter, and cerebrospinal fluid. Fuzzy logic has been used for clustering, and the output of the fuzzy system is presented to the artificial neural network as an input. For the testing purpose, they have considered T1- weighted images.

Shree and Kumar [22] used morphological filtering for noise removal to enhance the MR brain image and used gray-level co-occurrence matrix (GLCM) for feature extraction and discrete wavelet transform (DWT) has been used for feature reduction to reduce the complexity. Lastly, for the detection of tumor location in the MR brain image probabilistic neural network (PNN) classifier has been employed and achieved 100% and 95% accuracy rate for training and testing dataset respectively.

Bahadure et. al., [23], an automated methodology has been proposed for brain MR image tumor segmentation. The methodology employs Berkeley wavelet transform and K SVM for feature extraction and classification, respectively. They obtained 96.51%, 94.2% and 97.72%, accuracy, specificity, and sensitivity, respectively.

III. COMPUTER VISION AND IMAGE PROCESSING

The ultimate goal of computer vision is to employ computers to imitate human vision. The image analysis field lies between image processing and computer vision [29]. The high, mid and low-level processes are the general computerized processes. The high-level processing is connected with vision. Whereas, the segmentation and classification lie in mid-level processing. The low-level processing does noise reduction and image contrast enhancement.

The MRI image contained a high amount of information like for instance, the current MRI system can generate images that are equals to 65,535 gray-level [30]. Extracting all the information from this MR image by using human vision is not possible. Because the human eye is unable to differentiate between thousands of gray-levels. Therefore, the use of a computer is the best option to understand and evaluate the high-resolution images in depth.

The classification of brain MRI images follows different stages, such as pre-processing, feature extraction, feature reduction, and classification as shown in Fig. 2. These stages are thoroughly explained in sections below.

A. Pre-Processing

Different variety of pre-processing methods are applicable for different circumstances such as adaptive, linear, non-linear, multi-scale or pixel-based [31]. The noise appears in the MR image because of the variation of the magnetic field in the coil [32]. The noise, partial volume effect, and shading artifact are generally associated with MR images. There is an essential connection between Signal to Noise Ratio (SNR) and Contrast to Noise Ratio (CNR) in MRI application [33]. For diagnostic purposes, high spatial resolution and high contrast are important. Most of the algorithms are noise sensitive; therefore, a high SNR is mandatory in image processing applications. In this regard, noise filtering techniques are required to apply on MR images to remove the noise and preserve the edges of the image. There are various approaches that have been used to improve the SNR and CNR via wavelet filters, adaptive filters, and anisotropic diffusion filters. Out of these techniques, the anisotropic diffusion filtering method illustrates some good results due to its computational speed and its simplicity.
The medical images are affected by different types of noises. The MRI images are spoiled by salt and pepper noise, Gaussian noise, speckle noise, etc. It has been proved that for noise removal from MR image, a median filter is the best choice as a linear filter [34]. The focus on the MR image pre-processing stage is essential before it is fed to the classifier; otherwise, we will get the wrong results [35].

Image enhancement is another step required in the pre-processing stage. The different method has been used in [36] for MR image enhancement such as contrast stretch normalization, histogram stretching, histogram normalization, Gaussian kernel normalization, intensity scaling, and histogram equalization. By comparing the results of these techniques, the histogram normalization technique gives the best performance.

The background of an image does not provide any information, and it also maximizes the computation time [37]. So to decrease memory usage and enhance the processing speed, the skull, scalp, eyes, and background needs to be eliminated. The Brain Surface Extractor in [37],[38] has been used for MRI skull stripping.

B. Feature Extraction

Feature extraction is the process of converting an image into its group of features. Mostly these techniques are used for feature extraction such as Gabor features, Bag-of-words, texture features, co-occurrence matrix, wavelet transform based features, etc. In [39], discrete wavelet transform and bag-of-words techniques are used to extract the features from brain MRI. Recognition of essential features leads us to design an efficient system. With feature extraction, the time, data and memory get decreased [40]. The feature extraction stage is extremely important as the outcome is calculated based on these extracted features data [41]. Efficient feature selection makes accurate feature set by eliminating extra features and also overcome dimensionality issues [42]. Essential features are obtained from brain MR images using Fourier transform, independent component analysis and wavelet transform [43].

Nowadays, most researchers used a combination of spectroscopic or MRS features to discriminate against the type of brain tumor. The MRS features provide precise results as mention in [44]. Some techniques depend on high dimensional features; therefore, high memory storage is required [45]. Fig. 2 illustrates the schematic brain MRI segmentation.

Techniques such as Independent component analysis, linear discriminant analysis, and principal component analysis are used for feature reduction. The combination of feature extraction algorithm with feature reduction algorithm takes us to the perfect system that utilizes limited features which can be extracted with low computational cost [42].

C. Dimensionality Reduction

In this stage, the dominant features are selected from the extracted features stage using different techniques such as principal component analysis, independent component analysis, and genetic algorithm. Feature reduction aim’s to reduce the size of the dataset and select the essential features to reduce computational time and complexity. Considering all the features of an image badly affect the system accuracy. Hence, to design a robust system to classify the brain MR image accurately is to consciously select the features using appropriate techniques that decrease unimportant information. Because the efficient technique employs a low number of features. However, extensive reduction of features may reduce the system accuracy [47]. Model efficiency is improved by selecting features. Hence avoiding this stage leads us to poor classifier performance [48].

It is also notable from the literature review that the most popular technique for feature reduction is principal component analysis. This technique transforms the input feature space into a lower-dimensional feature space using the eigen vector correlation matrix [49]. In [50], PCA has been used to reduce the extracted feature from 65536 to 1024 features and obtained a high accuracy rate.

Furthermore, the classification accuracy is enhanced using the dimensionality reduction stage. The feature extraction and feature reduction play an essential part in MRI image classification.

Fig. 2. Schematic Diagram of Brain MRI Segmentation.
D. Classification using Supervised Methods

In this stage, supervised techniques such as ANN, k-NN, SVM, etc. and unsupervised techniques such as Self-organizing maps and k-means techniques are finally used to classify the MRI image into normal or abnormal. The accurately labeled data is used in supervised techniques that are acquired in the training stage so that to determine the class for unlabelled data of the testing phase [55]. The performance of the supervised classifier is better than an unsupervised classifier in terms of the accuracy rate. All these mentioned algorithms require these stages we discussed above to classify an MRI image. However, the Convolutional neural network does not require to follow these mentioned stages as CNN learns its features automatically from the image by using trainable convolutional filters [51]. We have discussed a few classifiers used in different proposed brain MRI classification methodologies:

E. Artificial Neural Network

In [46] employed ANN for brain tumor segmentation. The proposed algorithm utilized GLCM+GA+NN for feature extraction, feature reduction and classification, respectively. A neural network classifier is used in [52] to classify the MR image into normal or abnormal. The features were extracted using cubic order differentiations whereas, rule technique was employed for feature selection. Two classifiers were used for brain MRI classification namely feed-forward backpropagation network and k-NN in [53]. They have extracted the features using discrete wavelet transform and the features were reduced from 1024 to 7 by PCA. Further, in reference, [54] feature extraction task is done by using PCA and MRI image classification is carried out by PNN. A hybrid machine learning approach is used in [56] for brain tumor detection. The proposed methodology comprised of pre-processing, feature extraction, feature reduction and classification. The median filter is used for noise removal, DWT and PCA are used for feature extraction and feature reduction respectively. Finally, the feed-forward BPNN is used to find the normality and abnormality of the MRI.

F. K-Nearest Neighbor

This algorithm is a supervised learning algorithm, and it compares the new unlabeled problem instances directly with the labeled samples in the training set. In [57] k-NN algorithm is employed for brain MRI image classification. In the proposed methodology, the median filter is used in the pre-processing stage for noise removal. The color moments such as mean, variance, and skewness are used for feature extraction. The dataset comprised of 100 brain MRI images in which 70 were normal and 30 were abnormal and obtained reasonable accuracy.

Furthermore, in [58] k-NN is employed to segment dark and light abnormalities in both low background and medium background gray level values in MRI images. The k-NN algorithm is used for brain MRI classification in [65]. DWT is used for feature extraction and PCA is employed for feature reduction. In their proposed methodology, they have measured and compared seven different statistical techniques such as kurtosis, skewness, and specificity etc.

G. Support Vector Machine

The SVM can represent complex surfaces including radial basis function and polynomials. The largest margin between the two classes is considering the best hyperplane. The data points that are closest to the separating hyperplane are known as support vectors [59], [60]. This algorithm split the image into two different classes and find the best hyperplane to classify the data efficiently. SVM and GA with Gaussian radial basis functions are used in [61] for brain tumor classification and obtained reasonable accuracy. The SVM classifier is used in paper [62] to classify the tumor type and grade. They have also calculated specificity and sensitivity which provide good results. In [63] presents a methodology for brain MRI classification which is comprised of GA, spatial gray level dependence method and SVM, and they obtained a high accuracy rate. The combination of multi-resolution independent component analysis (MICA) and SVM [64] has increased the accuracy rate 2.5 times higher as compare to other ICA based classification.

H. Unsupervised Techniques

Unsupervised techniques do not require labeled data. The unsupervised algorithms automatically determine the number of classes. These types of algorithms can solve complex problems. Some of the unsupervised algorithms used by different researchers for brain MRI classification are discussed as:

I. Self-Organizing Maps

In [66], an automated hybrid self-organizing maps with fuzzy k-means was proposed to identify normal and abnormal MRI image. They have used clustering for the segmentation process. The greedy k-means algorithm in FKM provides faster convergence. This hybrid algorithm exactly identified the dimension of the tumor region. Brain MRI images are classified into normal or abnormal by using neural network SOM and SVM is used in [43] and acquired 94% and 98% accuracy for SOM and SVM respectively. Another unsupervised k-means algorithm was implemented in [67] for image segmentation purposes. Partial stretching enhancement is done in the pre-processing step, while median filtering is used for noise removal in the post-processing step and they obtained good segmentation results.

J. K-Means Clustering

Clustering is an unsupervised method for image classification. There are two different types of clusters i.e. soft clustering and hard clustering. The data point may belong to a cluster or may not in hard clustering and also the clusters do not overlap. Whereas in soft clustering, the clusters can overlap. Therefore, a single data can belong to two or more than two clusters. K-Means and hierarchical clustering are employed for tumorous tissue separation purposes from an MRI image in [68]. The pseudo-color transformation method is applied to the MRI image and then converted this MRI image into an RGB image for feature enhancement. The same methodology is also implemented in [69] and obtained good results. The complete methodology of brain MRI classification has been shown in Fig. 3 and the general brain structure is depicted in Fig. 4.
IV. CRITICAL ANALYSIS

We have critically reviewed and summarized the literature review part in Table I.

A. Performance Evaluation

The classification accuracy can be evaluated using several ways. We observed from the literature review that confusion matrix, peak signal to noise ratio, Jaccard Index, Accuracy, Sensitivity, Specificity, and Mean Square Error are the most popular statistical techniques to measure the classifier performance.

TP illustrates - Correctly classified positive instances, TN illustrates - Correctly classified negative instances, FP illustrates - Incorrectly classified negative cases, and FN illustrates - Incorrectly classified positive instances.

- Sensitivity

\[
\text{Sensitivity} = \frac{TP}{TP + FN}
\]

- Specificity

\[
\text{Specificity} = \frac{TN}{TN + FP}
\]

- Accuracy

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

B. Datasets

For training and testing purpose various, datasets are being used. Such as, BRATS 2012, 2013, 2015, 2016, 2017, 2018 [76-78], Harvard [78], SPL database [79], PGIMER dataset [79], MRBrain S Challenge dataset [80], ISLES 2015 [81], BrainWeb [82], and so on. Different brain tumor datasets are illustrated in Fig. 5 utilized by researchers to validate their methodologies.
<table>
<thead>
<tr>
<th>References</th>
<th>Focus Area/Feature Used</th>
<th>Algorithm/Technique</th>
<th>Strengths</th>
<th>Limitations</th>
<th>Experimental Results</th>
</tr>
</thead>
</table>
| [1]        | -Brain MRI classification
- A discrete wavelet transform is used for feature extraction. | -Discrete wavelet transform
- Principal Component Analysis (PCA)
- Feedforward back propagation artificial neural network (FP-ANN) and k-nearest neighbor (k-NN) | - ANN's physical implementation is simple and straightforward.
- The ANN generates accurate results of generalization property.
- And can map the distribution of complex classes easily. While k-NN is a suitable choice for smaller data. | -An extremely reduction of features from 1024 to 7 may lose some important information. | -ANN obtained 90% accuracy.
- k-NN obtained 99% accuracy |
| [2]        | - Color moments
- Mean
- Variance
- Skewness | - Artificial neural network
- median filter
- arithmetic mean
- Standard deviation
- Skewness | - The proposed method obtained good results due to the simplicity of the methodology | - The processing time got increased due to pre-processing and post-processing stages. | - The proposed methodology execution time is less than 20s. |
- Principal component analysis
- probabilistic neural network
- K-means clustering | - The probabilistic neural network quickly learns from training data and can adapt its learning in real-time. | - The computation time is high due to many proposed stages. | -The methodology is robust; however, the accuracy has not been mentioned. |
| [4]        | - Texture, shape, and intensity
- The gray level co-occurrence matrix | - Morphological operation
- Gaussian filter
- Support Vector Machine | - The performance of the support vector machine is notable even on large datasets | - In pre-processing two steps have been used such as skull stripping and noise removal which consume extra time | |
| [5]        | - Smoothness, entropy, root mean square error, correlation, and kurtosis are the parameters used in this paper.
- A genetic algorithm is used for feature extraction. | - Discrete wavelet transform
- Genetic algorithm
- Principal component analysis
- Support vector machine | - The support vector machine is a powerful classification tool and can be used for both linear and non-linear data.
- A genetic algorithm is effective to find the solution to search and optimization problems. | Support vector machine works effectively, however, the accuracy of SVM gets affected on small datasets | -T2-weighted brain MR images dataset has been used which comprised of 25 images.
- 20 normal and 5 abnormal.
- The accuracy rate is not clearly mentioned |
| [6]        | - Combined the segmentation method and mid-sagittal plane extraction method to detect tumor and asymmetry. | - 2D continuous wavelet transform
- Incremental supervised neural network
- Zernike moment by the vector representation
- Euclidean distance. | - The artificial neural network implementation is easy and easily map the complex distribution. ANN generates efficient results. | -The Zernike moment's calculation is complex.
- The algorithm takes wrong decisions when the small asymmetric differences increase the value of ND2. | -100% accuracy has been obtained for 50 normal brain MR images and 20 abnormal brain MR images. |
| [7]        | - Seven common diseases such as Meningioma, glioma, Pick's disease, sarccoma, Huntington's disease, Alzheimer's disease, Alzheimer's disease plus visual agnosia has been considered.
- Discrete Wavelet Transform is employed for feature extraction | - Discrete Wavelet Transform (DWT),
- Principal component analysis (PCA).
- Kernel support vector machine (K SVM) with GRB kernel. | - The support vector machine is very effective for brain MR image classification.
- The technique is easy in implementation
- Fast in execution and accurate in classification. | -The proposed methodology running time is very low, but it requires some huge memory to run. | -This proposed methodology achieved 99.38% accuracy.
Whereas, the computation time is very low. |
| [8]        | - MR images classification
- The grayscale image is converted to RGB and calculate each channel of RGB and extracted 9 | - Median filter
- Color features
- Mean, variance and skewness
- k-NN | - The accuracy rate is better as compare to other methods.
- The k-NN gets reduces when the dataset is large. | -The accuracy of k-NN is efficient for the smaller dataset. | -A total of 100 images has been used.
- 30% testing and 70% of training criteria have been used.
- The accuracy rate for |
| features using color moments | -Cerebrospinal fluid  
-Gray matter  
-White matter  
-Brain tumor |  
-Fuzzy filter  
-Type-II Probabilistic C-Mean  
-Type-II Fuzzy Logic  
-Thresholding  
-Fuzzy clustering | Type-II fuzzy showed more effectiveness than Type-I.  
-The proposed methodology accuracy rate is low.  
-In the pre-processing stage, the Type-II fuzzy expert system needs further improvement.  
-95 total images have been used.  
- 79 images were identified correctly and 16 were identified incorrectly and obtained a 78.94% accuracy rate. | normal and abnormal images during training and testing is 98% and 95% respectively.  
-Low computation time for feature extraction and classification. |
|---|---|---|---|
| Multi-resolution information is used to differentiate different tissues.  
-By combining stationary wavelet transform (SWT) coefficients and their statistical features, a multi-dimensional feature vector is formed. | -Anisotropic diffusion filter.  
-SWT.  
-Spatial filters  
-Self-Organization Map (SOM).  
-Learning Vector Quantization.  
-Internet brain segmentation repository | -As shown in the result of splitting texture information into different frequency channels, the SWT is very effective.  
-SOM works efficiently for dividing M x N dimensional data into multiple segments.  
-The execution time increases with the division of images in channels. | -The methodology is effective than manual segmentation, however, the accuracy is not mentioned in the paper. |
| Linear correlation coefficient  
-Linear regression  
-Four different classes of images such as cancer class, edema class, cancer class, and non-classified class. | -Principal component analysis  
-Gradient Descent with momentum weight and bias learning function  
-Artificial neural network  
-Feedforward artificial neural network | -The artificial neural network is simple and easy for classification.  
-The proposed method is fast in execution and efficient in implementation.  
-For ANN the trainlm is used as a training function which is fast, however, it needs a lot of memory to run. | -The accuracy rate of the methodology is 96.33%.  
-The average consuming time is 0.2434s. |
| -Brain MRI segmentation  
-Images of different diseases have been considered such as normal, tumoral and MS.  
-GLCM calculates the co-occurrence matrix of each image.  
-Mean, variance and entropy features are extracted | -The gray level co-occurrence matrix  
-Principal component analysis  
-Linearm discriminant analysis (LDA)  
-Artificial neural network (ANN)  
-k-nearest neighbor (k-NN) | -ANN is simple and also easy in implementation.  
-While for smaller dataset k-NN is more efficient.  
-The accuracy rate of the proposed methodology is astounding compared to the existing methods.  
-This technique may not effective for other modalities. | -Achieved a 100% accuracy rate for normal images, 92.86% for MS and 100% accuracy for tumoral images with ANN and k-NN classifiers.  
-The computation time for feature extraction and classification is only 0.025s. |
| Color converted images  
-Differentiate the region and lesion size | -Thresholding  
-color converted segmentation  
-k-means clustering algorithm | -Fast and easy for small data  
-The accuracy rate of the methodology is quite high, whereas, the computation time is reasonable.  
-k-means clustering is not effective for the choice of distance measure and the initial cluster assignment. | -100% accuracy rate for MRI T2-w images and the computation time is the 30s.  
- 75% accuracy rate for spin density and computation time is only 30s.  
-For T1-w images are 80% accuracy rate and 30s is the computation time. |
| Detection of the mass tumor  
-Shape and range of brain tumor detection. | -Median filter  
-Euclidean distance  
-k-means clustering  
-Fuzzy c-means algorithm | -Fuzzy C-mean algorithm is accurate than k-means clustering  
-The accuracy rate has not been shown  
-The noise addition and removal are not well explained. | -Results have not been shown clearly. |
| Region-based global change.  
-2D MR slices  
-The region containing the tumor is considered | -The fast bounding box (FBB).  
-Score function.  
-Mean shift clustering (MSC).  
-Bhattacharyya coefficient.  
-Ellipse fitting technique.  
-Prior parameter distribution is not required for the unsupervised techniques.  
-Image registration is not | -The performance of FBB is mostly reduced by noise.  
-On MR slice this method generates a | -92% accuracy has been achieved for tumor detection and 89% for Edema by the proposed |
<table>
<thead>
<tr>
<th>Page</th>
<th>Description</th>
<th>Methods</th>
<th>Results</th>
</tr>
</thead>
</table>
- Wavelet Coefficients.  
- Asymmetry in an axial brain MR images                    | - Principal component analysis (PCA).  
- Discrete Wavelet Transform.  
- Artificial neural network.  
- Levenberg-Marquardt learning Rule.  
- k-NN is efficient for the smaller dataset and ANN is simple in implementation.  
- The complexity is removed by PCA.  
- Good accuracy rate is shown by the proposed methodology.  
- From 1024 to 7 only, the features are reduced which is not adequate while the increase in features badly decreases the performance of the system.  
- k-NN achieved 99% accuracy rate.  
- ANN achieved 90% accuracy rate. |
- Seed point.  
- Different pixels intensity.  
- The arithmetic means of neighbor pixels.                                      | - Arithmetic mean.  
- Median filter.  
- Standard deviation.  
- Region growing algorithm.  
- Due to the easiness of the method, the results are satisfactory.  
- The median filter preserves the image edges.  
- The execution time gets increase with pre-processing and post-processing methods.  
- The time of execution is less than 20s.  
- While the segmentation execution time is 2.9s. |
- Template based k-means and modified fuzzy c-means clustering (TKFCM).  
- Histogram imaging.  
- Wiener filter.  
- Median filter.  
- TKFCM based segmentation.  
- Support vector machine.  
- Artificial neural network back-propagation.  
- The SVM classifier handles both separable and non-separable problems.  
- First order statistic features used to determine brain normality and abnormality using SVM.  
- While ANN is simple in implementation and is used to reduce the error value.  
- ANN-BP is used to find the tumor regions.  
- The accuracy rate of the proposed method is high but the use of many techniques leads to complexity.  
- This method achieved 97.37% accuracy rate.  
- Computation time is 2 min which is quite high.  
- Sensitivity and specificity rate is 98% and 100% respectively. |
- Discrete Wavelet Transform (DWT).  
- DAUB-4.  
- T2-W brain MR images.  
- Level-4 decomposition is employed. | - Daubechies (DAUB-4).  
- Principal component analysis (PCA).  
- Support vector machine (SVM).  
- Linear kernel and Radial basis kernel function (RBF).  
- Two types of SVM kernel have been used.  
- The linear kernel does not perform well due to the small margin in feature space.  
- Radial basis kernel function performs well because support vectors automatically achieve the training process part.  
- The low selection of features might lose important information.  
- Only 7 features are selected per image.  
- DAUB-4 is computationally expensive.  
- A total of 75 images of T2-W were used in which 10 were normal and 65 were abnormal images.  
- 98.46% accuracy has been achieved using SVM radial base function.  
- While, SVM linear base function achieved 94.7% accuracy. |
| [20]  | - mBm texture features.  
- Probability distribution.  
- Fractal dimension.                                                 | - KLD method.  
- Fractal dimension, level set based method.  
- Expectation maximization algorithm.  
- Graph cut procedure.  
- Laplacian matrix.  
- For tumor segmentation, this technique performs well.  
- The advantage of this method is, it can be implemented on various modalities.  
- The time is very high for normalization, feature extraction, feature selection, and segmentation.  
- For different modalities, accuracy is not provided.  
- In this methodology, 249 images of MRI have been considered.  
- 100% accuracy has been shown by mBm features in multimodalities T1, T2 and FLAIR MRI segmentation. |
- Artificial neural network.  
- High pass and low pass filter.  
- Mean and standard deviation.  
- The number of iteration is decreased and the pixels are classified into one group.  
- NN requires a huge amount of data and time for training.  
- Its computation is complex.  
- The computation time is reasonable. |
| [22]  | - Discrete wavelet transform (DWT) is used to extract wavelet coefficients.  
- Gray level co-occurrence matrix is used for statistical feature extraction.  
- Image segmentation. | - Morphological operation.  
- DWT.  
- GLCM.  
- Probabilistic neural network.  
- The method is easy in implementation, the accuracy rate is satisfactory.  
- The methodology of tumor detection and identification of location rate are quite speedy.  
- The probabilistic neural networks.  
- The computation time is high due to many proposed stages.  
- 100% accuracy rate is achieved for the training dataset.  
- As from LL and HL, the statistical features were extracted.  
- While 95% accuracy rate is achieved for testing dataset. |
The aim of this article is to retrospect the current trends in brain MRI classification. In this study, brain MR images have been used and proposed different methodologies by different researchers to classify the brain MR images into normal such as (gray matter, white matter, cerebrospinal fluid) and abnormal tissues such as (tumor infected tissues). Most researchers have used four stages to classify the brain MR image such as Pre-processing, Feature extraction, Feature reduction, and Classification. In pre-processing the noise is removed from the brain MR image by using a median filter mostly, as this filter removes the noise from MR image efficiently and preserves the edges effectively, as well as improving the quality of the image for further processing. The feature extraction is the second stage in which the important suitable features in the MR image are identified to detect the brain tumor. Most of the researchers have used a discrete wavelet transform (DWT) and Gray level co-occurrence matrix. The third stage is feature reduction, where the dimensionality of data is reduced to get the most favorable features from the image and in this stage mostly, principal component analysis has been used. The fourth and last stage is, classification of brain MR image as normal or abnormal and in this case, artificial neural network (ANN), k-nearest neighbor (k-NN) and support vector (SVM) have been used. In this paper, we have analyzed that still profound improvements are required in the segmentation and accuracy of MR image processing techniques. As we discussed in the literature that previous proposed techniques comprised of some serious shortcomings such as execution time and the accuracy of abnormality detection that needs to be solved. So, in this case, principal component analysis (PCA) which is a statistical technique used in data analysis is the best option to overcome these limitations.

Table:

<table>
<thead>
<tr>
<th>Reference</th>
<th>Methodology</th>
<th>Pre-processing</th>
<th>Feature extraction</th>
<th>Feature reduction</th>
<th>Classification</th>
<th>Accuracy Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>-Segmented White matter, gray matter, cerebrospinal fluid, and tumor tissues. -Gray level co-occurrence matrix. -Tumor detection.</td>
<td>-Berkeley wavelet transform (BWT). -Morphological operation. -Gray level Co-occurrence matrix (GLCM). -Support vector machine.</td>
<td>-The method is robust and obtained a good accuracy rate. -Significant for brain tumor detection. -Classification accuracy is not mentioned.</td>
<td>-Support vector machine works effectively; however, the accuracy of SVM gets affected on small datasets.</td>
<td>-Train-W, F2-W and FLAIR images were used. -Total 96.51% accuracy was obtained as identifying normal and abnormal tissue from the MR images.</td>
<td></td>
</tr>
<tr>
<td>[71]</td>
<td>Deep neural network (DNN)</td>
<td>No need for pre-processing, feature extraction and feature reduction</td>
<td>Efficiently extracted the complex feature -Less outlier compare to other suggested methodologies</td>
<td>-Post-processing implementation is required</td>
<td>BRATS2013 dataset was used while the accuracy is not mentioned.</td>
<td></td>
</tr>
<tr>
<td>[72]</td>
<td>Based on fully CNN</td>
<td>Dice loss, bootstrapping loss, and sensitivity</td>
<td>Shows powerful and effective classification as compared to the original design of CNN</td>
<td>The ratio of false-positive prediction is high in image classification</td>
<td>Also, require high memory storage</td>
<td>-the accuracy rate is not mentioned.</td>
</tr>
<tr>
<td>[73]</td>
<td>Pre-trained CNN</td>
<td>ResNet34</td>
<td>Shows powerful and effective classification</td>
<td>Require high memory storage</td>
<td>Achieved 100% accuracy</td>
<td></td>
</tr>
<tr>
<td>[74]</td>
<td>Stationary WT</td>
<td>SWT + GCNN</td>
<td>--</td>
<td>Post-processing is required</td>
<td>Obtained 98.6% accuracy</td>
<td></td>
</tr>
<tr>
<td>[75]</td>
<td>Tumor segmentation</td>
<td>Multi-cascade CNN and Conditional random fields</td>
<td>--</td>
<td>High memory storage is required</td>
<td>Obtained 88.24% accuracy</td>
<td></td>
</tr>
</tbody>
</table>

V. DISCUSSION

We have observed from our literature review that most of the researchers focused on automatic methods. The median filter is extensively used in the pre-processing stage because the brain MRI images are mostly affected by salt and pepper noise. DWT and GLCM are the most used techniques for feature extraction. Principal component analysis and genetic algorithm are widely used for feature reduction. Lastly, the classification of brain MRI image task was mostly performed by using ANN, K-NN, SVM, and SOM. We have also observed from our literature review that CNN based algorithms provide some good results.

CNN acts differently from other classifiers. CNN learns its features automatically from an image, and there is no need to use the feature extraction or feature reduction stages to feed the features to CNN [70].

We have critically analyzed and reviewed different proposed MRI classification methods which pave the way for further research in this area which is the main contribution of this work.

VI. CONCLUSION AND FUTURE WORK

The aim of this article is to retrospect the current trends in brain MRI classification. In this study, brain MR images have been used and proposed different methodologies by different researchers to classify the brain MR images into normal such as (gray matter, white matter, cerebrospinal fluid) and abnormal tissues such as (tumor infected tissues). Most researchers have used four stages to classify the brain MR image such as Pre-processing, Feature extraction, Feature reduction, and Classification. In pre-processing the noise is removed from the brain MR image by using a median filter mostly, as this filter removes the noise from MR image efficiently and preserves the edges effectively, as well as improving the quality of the image for further processing. The feature extraction is the second stage in which the important suitable features in the MR image are identified to detect the brain tumor. Most of the researchers have used a discrete wavelet transform (DWT) and Gray level co-occurrence matrix. The third stage is feature reduction, where the dimensionality of data is reduced to get the most favorable features from the image and in this stage mostly, principal component analysis has been used. The fourth and last stage is, classification of brain MR image as normal or abnormal and in this case, artificial neural network (ANN), k-nearest neighbor (k-NN) and support vector (SVM) have been used. In this paper, we have analyzed that still profound improvements are required in the segmentation and accuracy of MR image processing techniques. As we discussed in the literature that previous proposed techniques comprised of some serious shortcomings such as execution time and the accuracy of abnormality detection that needs to be solved. So, in this case, principal component analysis (PCA) which is a statistical technique used in data analysis is the best option to overcome these limitations.
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