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Abstract—The increase in students’ dropout rate is a huge concern for institutions of higher learning. In this article, classification techniques are applied to determine students “at-risk” of dropping out of their registered qualifications. Being able to identify such students timeously will be beneficial to both the students and the institutions with which they are registered. This study makes use of Random Forest, Support Vector Machines, Decision Trees, Naïve Bayes, K-Nearest Neighbor, and Logistic Regression for classification purposes. The selected algorithms were applied on a dataset of 4419 student records obtained from the institutional database related to Diploma students enrolled in the Faculty of Information, Communication and Technology. The results reveal that the overall accuracy rate of Random Forest (94.14%) was better than the other algorithms in identifying students at risk of dropout.
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I. INTRODUCTION

Globally, institutions of higher learning have to deal with an increasingly serious problem of student’s dropping out of their registered qualifications. Many reasons including absenteeism and financial conditions have been cited for their dropout. The impact of dropout on institutes of higher learning, whether government or privately funded, can be dire as they are often “tuition-dependent”. In some countries, including South Africa, the government funding to the institutions is tied to students who graduate. Being able to identify such students, educational institutes can provide a targeted support mechanism to the needy students [1]. Additionally, a high dropout rate is perceived by some as a measure of the quality of educational institutions [2]. To address the problem of student dropout, institutions apply various strategies depending on the perceived student needs and available resources. Examples of strategies put in place to reduce the dropout rate are - assign tutors to needy students, set up learning communities, and provide extended labs access (for practical subjects) [3]. From the discussion presented here, it is apparent that the identification of students at risk of dropout is of significant importance; hence this article aims to formulate a model to address this problem.

Amongst the various approaches adopted to address this problem of identifying students at risk of dropout, educational data mining (EDM) techniques continue to receive great attention. EDM is an area of study to find patterns in educational data through statistics, machine learning (ML), and data mining (DM) algorithms. EDM’s aim is to evaluate educational data in order to address the problems of educational research [4]. EDM is interested in the development of methods to evaluate data from educational settings in order to better understand the learners, the learning process and the environment [5] [6].

Data mining and ML continue to receive attention from researchers in diverse fields including education, business and health care. Accordingly, this paper focuses on a comparative analysis of various machine learning techniques including Decision Trees (DT), K-Nearest Neighbor (KNN), Logistic Regression (LR), Naïve Bayes (NB) and Support Vector Machines (SVM) classification algorithms to determine students at risk of dropout. Random Forest as an ensemble method is used to enhance the prediction output of these machine learning techniques.

The institutional guideline in this case study allows a student a maximum of six years to complete the Diploma studies, failing which the student is excluded (forced dropout). Depending on the credits obtained at a certain period during the studies, a student is provided with an opportunity to comply with the academic performance requirements, in order to avoid final exclusion. This study is aimed to determine the students at risk of dropout due to exclusion.

The rest of this article is structured as follows: a literature review is presented in Section II. Section III presents the methodology followed in achieving the research objective. Section IV discusses the results and the conclusion is presented in Section V.

II. LITERATURE REVIEW

According to Yukuşturk, Ozekes & Türel [7], data mining has been applied to retrieve data from the various implementations of instructional modes including computer-based, web-based and traditional (face-to-face) education. As indicated by [8], data mining may be used to discover unexpected relationships between student characteristics, teaching strategies and assessments. In the context of online courses, they used Association Rules (AR) to evaluate and produce useful information about dropouts. This model was applied to a Moodle-based Learner Management System (LMS) at the Institute of Computing of a federal university in Brazil with a mix of in-classroom and distant learning students. A total of 27 courses with a student population of 1421 were selected. This population included 242 dropouts.
These study findings showed that reducing the number of dropouts from online courses mediated through the LMS was a relative goal to boost resource utilization where classes for students are small.

Liang, Li & Zheng [2] focused on the student performance in Massive Open Online Courses (MOOCs) using users’ behaviour logs. Metadata on classes, course registration records for students and most importantly, user activity logs were collected from their online analytics platform. Their sample of data included thirty-nine (39) courses, with each course containing user activity logs of over 20,000 students over 40 days. Commonly used supervised machine learning algorithms such as LR, NB, SVM, and DT have been used to address this problem. The best performance was the Gradient Boosting Decision Tree (GBDT) with an 88% accuracy.

Adhatrao et al. [9] include merit for examination marks, gender, and marks scored in Science, Technology and Mathematics in the examination of Grade 12 in their dataset to predict student performance. A class label was retained with the expected result, either ‘Pass’ or ‘Fail’. As such, attributes will include distinct values where there was a description of different groups to predict better outcomes. If the merit scored was 120 and above, the merit rating had a "good" value and merit was graded as "bad" if less than 120. This dataset was derived from a university database containing 123 documents.

Aulck et al. [10] analyzed a large, heterogeneous dataset from the University of Washington’s Information school. The data included demographic information, school exit information, and records from the university. They focused on cohorts over a defined period in a population of 69,116 students. Those who did not complete their studies were marked as dropouts. Three machine learning algorithms (regularized LR, KNN and RF) were applied to the datasets to predict a dropout. The strongest individual predictors of student retention were the Grade Point Average (GPA) in Mathematics, English, Chemistry and Psychology classes. Regularized LR provided the strongest predictions for the dataset.

Bergin et al. [11] reported: "Identifying struggling students at an early stage was not easy as introductory programming modules often have a high student to lecture ratio (100:1 or greater) and early assessment may not be a reliable indicator of overall performance". The factors include: (i) background information, (ii) perceived comfort level factors at the start of the module and (iii) motivation and use of learning strategies. Some of the background factors include among others previous academic experience for example mathematics, science and language. Six different types of algorithms under evaluation included: (i) Logistic Regression, (ii) K-Nearest Neighbor, (iii) Backpropagation, (iv) C4.5, (v) Naïve Bayes and (vi) SVM using Sequential Minimal Optimization (SMO). Three measurement techniques such as overall classifier accuracy, precision and recall were employed in this study. Naïve Bayes produced the highest result among these algorithms in the study.

Whiting et al. [12] included Stochastic Gradient Boosting, RF and rule ensembles (RuleFit) in their approach to implement ensemble methods. Compared to partially adaptive models, the ensemble models provided a better classification and did particularly well. The rule ensemble was appealing in that while providing interpretability, it achieved competitive levels of precision. The dataset was made up of 228 firms, 114 real fraud firms and 114 model companies in the industry.

III. METHODOLOGY

In this study, the KDD (see Fig. 1) approach is applied to the dataset in determining the students at risk of dropout. In KDD approach [13], the selected data is subjected to certain preprocessing steps such as removal of outliers and imputation of missing values. Thereafter, dimensionality reduction or transformation techniques to reduce the effective number of variables are performed on the dataset. Subsequently, selected algorithms are applied to the dataset in search of a pattern. The mined pattern is then interpreted to gain knowledge.

A. Dataset

The dataset consisting of 4419 full-time students who enrolled in the Diploma qualifications offered in the Faculty of Information, Communication and Technology (ICT) between 2013 and 2017 academic year was harvested from the institutional database. The normal duration of these Diploma qualifications is three years and requires a student to pass 24 subjects. The total credit value of these 24 subjects is three (3). The dataset consisted of student biographical information and student academic information. Student biographical data includes accommodation indicator, age, disability indicator, financial aid indicator, gender, home language and previous year activity indicator. Student academic record data included qualification, modules and the final mark obtained.

The dataset was enriched with derived values for credits obtained (total number of credits for subjects passed), Number of modules completed, Number of modules repeated (passed on subsequent attempts), Number of modules passed in the first attempt, persistence (a count of modules attempted), years in the system (nr of years in the system from registration) and a final decision class attribute. Accommodation indicates if a student is staying in the university provided residence or not. Persistence is the number of times a student takes a particular subject and therefore measures extra effort a student put into the enrolled studies. An overview of the variables and possible values of the dataset is provided in Table I.

![Knowledge Discovery in Database](14)
The dataset had instances with the following class categories: “At risk” had 1654 students and the “Not At Risk” category had 2765 records.

Table II shows the minimum credit requirements by the students to avoid being excluded or placed on probation. A student that obtains 0.5 credits or more per year is considered to be on the safe side and therefore "NOT AT RISK". A student who obtains less than 0.5 credits is considered "AT RISK" [15].

To derive the values of the class attribute (FINAL_DECISION), Equation 1 was applied to obtain the RISK RATIO.

\[
\text{RISK RATIO} = 1 - \left( \frac{\text{ACCUMULATED CREDITS}}{\text{YEARS REGISTERED}} \right)
\]

If the RISK RATIO is greater than 0.469 and less than 0.55, the value of the class attribute (FINAL_DECISION) is "probation". If the RISK RATIO is greater than 0.55 then FINAL-DECISION is "exclusion". Otherwise, the student is performing satisfactorily and is considered "not at risk" as proposed by Lottering, Hans and Lall [15].
The mean values and standard deviation presented in Fig. 3, contains the range of values reported in Table I. Trends that emerge include a big spread in PERSISTANCE, MODULES_FIRST_TIME and MODULES_COMPLETED due to the standard deviation that is more than 3. The other variables are within the standard deviation of less than 2, indicating a higher concentration around the mean of these features. From the descriptive analysis performed and reported (Table III), it was observed that forty-seven per cent (n=780) had received some form of scholarship. The dominant home language was Sesotho (SESO) which represented 27%. Off these instances, 1074 belonged to the “EXCLUSION” class label compared to the 580 instances that were of the “PROBATION” class label.

![Fig. 3. Mean and Standard Deviation for the Dataset.](image)

### TABLE III. DESCRIPTIVE STATISTICS OF THE DATASET

<table>
<thead>
<tr>
<th>Feature</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial Aid</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>780</td>
<td>47%</td>
</tr>
<tr>
<td>No</td>
<td>874</td>
<td>53%</td>
</tr>
<tr>
<td>Home Language</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Afri</td>
<td>3</td>
<td>0%</td>
</tr>
<tr>
<td>Engl</td>
<td>31</td>
<td>2%</td>
</tr>
<tr>
<td>Isin</td>
<td>73</td>
<td>4%</td>
</tr>
<tr>
<td>Isix</td>
<td>72</td>
<td>4%</td>
</tr>
<tr>
<td>Isiz</td>
<td>300</td>
<td>18%</td>
</tr>
<tr>
<td>Other</td>
<td>96</td>
<td>6%</td>
</tr>
<tr>
<td>Seso</td>
<td>440</td>
<td>27%</td>
</tr>
<tr>
<td>Tess</td>
<td>126</td>
<td>8%</td>
</tr>
<tr>
<td>Sets</td>
<td>148</td>
<td>9%</td>
</tr>
<tr>
<td>Sisw</td>
<td>120</td>
<td>7%</td>
</tr>
<tr>
<td>Tshi</td>
<td>106</td>
<td>6%</td>
</tr>
<tr>
<td>Xits</td>
<td>139</td>
<td>8%</td>
</tr>
<tr>
<td>Final Decision</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probation</td>
<td>580</td>
<td>35%</td>
</tr>
<tr>
<td>Exclusion</td>
<td>1074</td>
<td>65%</td>
</tr>
</tbody>
</table>

### TABLE IV. TRAINING AND TESTING DATASET

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Probation</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original balanced dataset (N=1160)</td>
<td>580</td>
<td>580</td>
</tr>
<tr>
<td>Training and validation dataset (N=870)</td>
<td>435 (50%)</td>
<td>435 (50%)</td>
</tr>
<tr>
<td>Testing dataset (N=290)</td>
<td>145 (50%)</td>
<td>145 (50%)</td>
</tr>
</tbody>
</table>

### C. Data Transformation

To classify the students as being at risk of "PROBATION" or "EXCLUSION", the values of attributes listed in Table I, was converted into normalized numerical values. Thereafter, imbalances in the dataset were removed by undersampling the exclusion class label to equal size of the probation class label. Seventy-five per cent (75%) of the dataset was used as a training and validation set while 25% was used for testing purposes. A ten (10) fold cross-validation was used on the training set. Table IV provides an overview of the training and testing balanced datasets for classification purposes.

### D. Data Mining

Parmar et al. [6] defined machine learning as “computational methods/models using experience (data) to enhance performance”. Such programmable computational methods are capable of ‘learning’ from data and can thus simplify and improve the process of prediction. For the purpose of classification, the following algorithms were used - DT [11], KNN [13], LR [16], NB [11], SVM[11] and RF [8] as ensemble method. These six classifiers are the most suitable classifiers to be used in the identification of students at risk of dropout. A brief explanation of each of these classifiers mentioned above is presented below.

DT are non-parametric classifiers that partitions one feature of a feature vector at a time when the tree’s interior nodes correspond to partitioning laws and the class attribute corresponds to the leaf nodes. A vector x function is defined by following the tree starting from the root and applying each node’s partitioning rules to decide which branch to follow until a leaf node is reached. The value at the leaf node is classification results [17].

Rovira, Puertas and Iqual [18], define SVM is classification models based on the idea of using hyperplanes to separate data. It considers feature vectors as references in the real Euclidean space. It presupposes that each dot has a single class (0 or 1) and addresses the problem of separating points from any class by constructing the hyperplane from the points of class 0 and class 1 at the greatest distance.

NB is a probability model based on the theorem of Bayes [19]. The algorithm uses Bayes theorem to measure \( p(C|X_1,\ldots,X_n) \) given the n-dimensional function vector of classification class C. In practice, it is assumed that variables are independent.

KNN indicates how many nearby neighbors are supposed to represent the data-point sample class based on the nearest neighbor on k estimates. This kind of learning is ‘lazy’ as it prevents generalization into the classification stage. The NN algorithm is based on the concept of the probability of the properties of a particular instance in its neighborhood. Each
E. Evaluation

Accuracy, Kappa, Precision and Recall are the measures that were used to assess classifier performance. Equations 2 to 4 provide definitions of these performance measures.

\[
\text{Accuracy} = \frac{tp+tn}{tp+tn+fp+fn} \quad (2)
\]

\[
\text{Precision} = \frac{tp}{tp+fp} \quad (3)
\]

\[
\text{Recall} = \frac{tp}{tp+fn} \quad (4)
\]

Where \(tn\) is a true negative, \(tp\) is true positive, \(fn\) false negative and \(fp\) false positive. Dropout is considered the positive class and non-dropout as the negative class. Since we want to eliminate false negatives (students who drop out are expected to be students who do not drop out) we will pick models with the higher specificity over those with better recall.

For interrated or intra-rater reliability testing, Kappa is a solid statistics. Its range varies from -1 to +1, where 0 represent a random change and 1 stand for perfect agreement among raters. The result is interpreted as follows: values ≤ 0 as indicating no agreement and 0.01–0.20 as none to poor, 0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–0.80 as good, and 0.81–1.00 as very good [14].

IV. RESULTS AND DISCUSSIONS

It was observed that NB is the worst performing classifier of the five classifiers under consideration. Fig. 4 presents an overview of the performance of the classifiers. SVM was the best performing classifier among these models. With an accuracy rate of 89.31% and a specificity rate of 91.25%, this classifier is categorised a “substantial” among the raters from a kappa statistic perspective. Recall measured at 86.92%. The best predictor from a precision perspective is Decision Tree, which measured 88.46%. This is the most important measure to select classifiers since the researcher intends to minimise false negatives. KNN was the worst-performing classifier among the supervised machine learning algorithms although it outperformed NB from a precision perspective. The kappa statistic performance of the classifiers is “substantial” among the raters.

The performance indicators of ensemble methods are presented in Fig. 5. Random Forest (RF) had an accuracy of 94.14%, outperforming the initial five classifiers. The RF measured 88.12% from a kappa statistic perspective and attracted an “almost perfect” agreement among the raters.

Fig. 6 presents the performance of the binary classifiers in this study. In general, an AUC of 50% suggests no discrimination (ability to predict students at risk of probation or exclusion based on the test). All the classifiers are therefore categories as “outstanding” since all of them have a measure of more than 90%. The AUC score presents an aggregate measure of performance across all classification thresholds. Random Forest is the best performing classifier with a 99% measure and DT and KNN measured 91% as the least favourable classifier.
V. CONCLUSION

In this paper, we examined the factors that could be used to identify a student at risk of dropout at a university of technology. The Tshwane University of Technology was used at a case study. Data of fulltime students for the academic years 2013 to 2017 in various course offerings in the Faculty of Information and Communication Technology was harvested from the institutional database. The data mining process was accomplished by applying the KDD approach. We applied Decision Trees, K-Nearest Neighbor, Logistic Regression, Naïve Bayes, Support Vector Machines and Random Forest for classification purposes. It was observed that Random Forest outperformed the other classifiers for the given dataset. The accuracy achieved by the Random Forest model was 94.14%.

For future work, these models will be tested with new students’ data over a longer period. In parallel, the number of students and a variety of degrees will be increased to evaluate these models in other scenarios. Although this research can predict students at risk of dropout, the conclusion cannot be generalized as the data is from a specific University of Technology.
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