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Abstract—There is a massive growth of text documents on
the web. This led to the increasing need for methods that can
organize and classify electronic documents (instances) automati-
cally. Multi-label classification task is widely used in real-world
problems and it has been applied on different applications. It
assigns multiple labels for each document simultaneously. Few
and insufficient research studies have investigated the multi-label
text classification problem in the Arabic language. Therefore,
this survey paper aims to present an extensive review of the
existing multi-label classification methods and techniques that
can deal with multi-label problem. Besides, we focus on Arabic
language by covering the relevant applications of multi-label
classification on the Arabic text, and identify the main challenges
faced by these studies. Furthermore, this survey presents an
experimental comparisons of different multi-label classification
methods applied for the Arabic context and points out some
baseline results. We found that further investigations are also
needed to improve the multi-label classification task in the Arabic
language, especially the hierarchical classification task.
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I. Introduction

With the emergence of unstructured data, social media
mining, and a massive growth of text documents on the web,
text classification (TC) has become an essential task that can be
solved using machine learning. It is used for organizing a huge
number of electronic documents (instances) efficiently [1]. In
general, it can be formally defined as a supervised machine
learning technique where a classification model is trained using
a training data which consist of a set of instances and their
associated labels (categories). In classification, the objective
is to classify unseen instances using the trained model by
assigning the appropriate labels to an unseen instance [2].

In the literature, two approaches are used for classification
as shown in Fig.1; single-label classification, which is the
traditional type of classification, it is concerned with assigning
only one predefined label to each instance. In contrast, in multi-
label classification (MLC), a set of predefined labels associated
with the instance simultaneously [3]. Generally, it is usually
inadequate to classify each instance under just one single
label, because there are several labels that might be suitable
to describe its content concurrently [4]. For example, a news
article assigned with “education" label, may assigned with
several labels simultaneously e.g., “social" and “technology".

MLC task is widely used in real-world problems and it
has been applied on different applications like classification of
digital libraries, electronic emails, electronic books, patents,
and newspaper articles. Many studies have addressed the
MLC problem in English language. However, regarding the
Arabic language only limited and insufficient studies have been
conducted in the MLC field [5].

Arabic language is “the native language of 380 million
speakers" [6], and considered from the “six official languages
of the United Nations" [7]. It has vast vocabulary and complex
morphology [8]. Moreover, since online data in Arabic are
increasing rapidly especially in the recent days. As a result,
there is a need to develop an automatic text classification tech-
nique can organize and categorize such amount of electronic
Arabic text documents efficiently. Arabic text classification task
are well studied using traditional single label classification
algorithms e.g., Naive Bayes (NB) [9], k-Nearest Neighbor (k-
NN) [10], and Support Vector Machine (SVM) [11].

However, multi-label Arabic text classification is not well
addressed. According to our performed review and the study
conducted in [5], there are few researches have been conducted
in this field on a small and non-publicly available datasets.
Consequentially, MLC in the context of Arabic language is
becoming a significant topic in the recent years and attracting
attention of many researchers.

Therefore, the main contribution of this paper is to conduct
an extensive review to get knowledge of the existing methods
and techniques that can be applied to deal with MLC problems.
It also contributes to organizing the sparse state-of-the-art
MLC methods into a structured presentation. Besides, a set
of common multi-label evaluation metrics used to evaluate
MLC models have been presented. Furthermore, it focuses on
the Arabic language by covering the existing studies that are
applied in the Arabic context and identifies the main challenges
faced by these studies. An experimental comparisons of several
state-of-the-art MLC methods in the Arabic context are also
provided.

A structured representation of different state-of-the-art
MLC methods is provided in the text classification taxonomy
shown in Fig. 1. According to this taxonomy, two approaches
are used to solve MLC problems: lexicon approach which is
based on creating a dictionary for each label that contains the
list of all related words, or machine learning approach that
relied on labelled instances. The two approaches are discussed
in the following sections (see Section II and Section III).

The rest of the paper is organized as follows. Section II
discusses MLC using lexicon approach. After that, Section III
discusses MLC using machine learning approach. It also
reports an extensive review of MLC methods by providing
illustrative examples and discussing their advantages and lim-
itations. The most common multi-label evaluation metrics
are presented in Section IV. Then, Section V focuses on
the Arabic language and presents a set of applications for
multi-label Arabic text classification. It also identifies MLC
techniques which have been applied in each application and
briefly discusses some important challenges and remarks for
future studies. An experimental comparisons of the state-of-
the-art MLC methods for the Arabic text are conducted in

www.ĳacsa.thesai.org 694 | P a g e



(ĲACSA) International Journal of Advanced Computer Science and Applications,
Vol. 11, No. 10, 2020

Section VI. Finally, Section VII concludes the paper.

II. MLC using Lexicon Approach

Lexicon-based classification as presented in [12] means that
each instance is assigned to a label based on a classification
rule which considers the count of words from lexicons of each
label. Obviously, the basic rule is to predict the label that most
of words in the instance are associated with its lexicon. Gen-
erally, lexicon-based approach has several advantages such as:
it is intuitive, easy to use, simple, and makes the classification
faster compared with labelled instances.

On the other hand, from machine learning perspective,
lexicon-based classification suffers from some drawbacks. One
of the most drawbacks is the lack of theoretical justification
and it is not clear what conditions are required for it to work.
Moreover, it assigns a similar weight for each word and this
is not reasonable because some words are strongly predictive
compared to others. In addition, the lexicon-based approach
ignores multi-word phenomena, for example negation (e.g., not
so good), and the lexicons might be incomplete.

MLC using machine learning approach which are trained
on labelled instances, seem to outperform lexicon-based classi-
fication even without considering the multi-word phenomena.
Lexicon-based classification is widely used in opinion mining
and sentiment classification [12]. However, in some applica-
tions, it is used as a MLC approach [13].

III. MLC using Machine Learning Approach

Solving multi-label problem using machine learning ap-
proach can be divided as shown in Fig. 1 into flat and
hierarchical classifications.

A. Flat Classification

In the flat classification, the set of predefined labels are
treated independently and classified in one level where they are
not organized in a structure that defines the relationship among
these labels [14] as shown in Fig. 2. The flat classification
in multi-label problem divided into two techniques, which
are problem transformation (PT) and algorithm adaptation
technique.

PT can be defined as transformation of the multi-label
problem into a set of single-label problems which are clas-
sified using classical (traditional) single-label classification
algorithms. Whereas, algorithm adaptation are those methods
that adapt single-label classification algorithms to deal directly
with multi-label problem. It is worth mentioning that algorithm
adaptation methods are algorithm-dependent and PT methods
are algorithm-independent [2].

1) Strategies based on PT Technique: PT technique is
considered as the simplest way to classify multi-label data
because it simply transforms the data into single-label prob-
lems, then classical single-label classification algorithms are
applied to perform the classification task. Basically, there are
two straightforward PT techniques, either based on transfor-
mation to binary classification or transformation to multi-class
classification.

The classification task in both techniques is based on
single-label classifiers. But, concerning the multi-class clas-
sification, the similar set of labels are combined as a distinct
class. Thus, every similar set of labels that found in the training
dataset is considered a new class of a multi-class classification
task [15]. The most common PT methods which are based
on transformation to binary classification are described in the
following.

Binary Relevance (BR). As presented in [2], a simple
and straightforward method used to handle MLC task is BR
method. Simply, it transforms a MLC problem into several
single-label classification problems and predicts the instance
relevance for each single-label independently by training a
binary classifier one per label.

The instances of the original multi-label data are included
in each single-label data and they are predicted with positive la-
bel if they have the existing label, otherwise, they are predicted
with negative label. The classification of a new (unseen) multi-
label problem using BR is performed by transforming it into
n single-label problems (where n refers to number of labels).
Consequently, the new instance will be labelled with a union
of the positive labels predicted by the n-binary classifiers [15],
as shown in Fig. 3.

BR presents several obvious advantages such as it is
relatively fast and conceptually a simple method, it has a
linear complexity related to the number of labels, so it has
a low computational complexity. In addition, since it does not
consider labels correlation, therefore it is possible to add or
remove labels without having an effect on the rest of the BR
model which makes it appropriate for a dynamic or evolving
scenario and it can be easily parallelized.

However, BR has some drawbacks; it does not consider any
label correlations and might reduce the predictive performance
if such label dependency is present. Moreover, increasing the
label dimensionality causes an increase in the number of
trained binary classifiers. In addition, it suffers from sample
imbalance problem that may occur when number of negative
instances outperform the positive ones [2], [16].

Classifier Chain (CC). There are several methods that
have been proposed to minimize the BR drawbacks. The
most popular one is the CC method proposed in [17]. CC
method is like BR method with small difference which is that,
it resolves BR drawback by considering label correlations.
Obviously, it transforms the MLC problem into a chain of
binary classification problems where each subsequent binary
classifier in the chain is extended with 0, 1 label predictions
of all preceding classifiers, and these labels predictions are
considered as future attributes for the next classifier. Chaining
method passes the label information among the labels making
the CC considering correlation in the label space. An example
of CC method is presented in Fig. 4.

The main CC advantages are that it considers label depen-
dency to obtain high predictive performance while maintaining
a reasonable computational complexity of BR. It is straight-
forward to predict label from this chain by obtaining the label
of one classifier and propagating it along the chain [17].

Furthermore, it has some drawbacks; since CC has chaining
property it loses the opportunity of parallel implementation
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Fig. 1. Text Classification Taxonomy

Fig. 2. Example of an Instance with Multi-Labels in the Flat Classification

Fig. 3. Binary Relevance Method

Fig. 4. Classifier Chain Method

[18]. In addition, the chaining property in CC also cause an
error propagation at the classification time in case of a poor
prediction from one or more of the preceding classifiers. This
might affect the prediction of the following labels. Moreover,
the poorly ordered of the chain can affect the prediction
accuracy. Thus, an ensembles of CC method has been proposed
to overcome this issue by training the CC classifiers with
random order of chains [17].

Ranking by Pairwise Comparison (RPC). RPC proposed
in [19] is another type of PT methods, it is considered as an
extension of the original Pairwise Comparison (PC) method.
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RPC is a sequence of two processes; in the first one, PC
are trained with a given data. This means that the multi-label
dataset with n labels is transformed into n(n-1)/2 single-label
binary classification problems, where for each pair of labels a
binary classifier is used by covering all pairs of labels.

Each single binary classification problem involves the in-
stances in the original multi-label problem, which are assigned
to just one of the two labels but not both, as shown in Fig.
5. First, in the label prediction task of each classifier, the
classifier performs a comparison between each pair of labels.
For example, if it compares between label 1 and label 2, thus,
the resulted predicted label, let us call it y, will be (0 or 1)
according to Eq. (1).

y =

{
1, Label1 � Label2
0, Label2 � Label1 (1)

Then, in the second step, the predicted labels are ranked using
a ranking procedure such as a generalization of voting strategy
where all labels are ranked based on the evaluated sum of the
weighted votes. To classify a new instance using RPC method,
each binary classifier is invoked and voted to one of the two
labels. After prediction of labels by all classifiers, the labels’
ranking is obtained according to the sum of votes of each label.

Fig. 5. Ranking by Pairwise Comparison Method

The main disadvantage of the RPC is the need to query
all the generated classifiers at the classification time [2]. In
addition, a quadratic complexity (n2) of RPC makes it very
sensitive to the large number of labels and usually it is difficult
to deal with large problems. However, more experiments
showed that RPC is a competitive method in terms of accuracy
and prediction quality. In addition, the extended version of
the RPC uses the ensemble of pairwise classifiers to adapt
to different loss functions on label ranking strategy without
retraining the pairwise classifiers [19].

A summary of pros and cons of the above mentioned PT
methods based on transformation to binary classification is
presented in Table I. In the following we present the most
common PT methods based on transformation to multi-class
classification.

Label Powerset (LP). It is the most simple and standard
method under this classification technique. It transforms the
MLC problem into a multi-class classification problem, and
considers each distinct label-set in the training data as a new
class of a multi-class classification task [20]. To classify a
new multi-label instance using LP, a multi-class classifier can
be used to assign the most probable class from many new
classes to this instance, which can then be reversible to the
corresponding set of the initial labels. In the example shown
in Fig. 6, the classifier will randomly predict a class for an
unseen instance. Since there are two classes with 50% chance
to be assigned to the unseen instance.

Fig. 6. Label Powerset Method

Although, LP has many advantages such as its simplicity,
effectiveness, and consideration of correlations among labels
in the training data. In contrast, it suffers from some draw-
backs. The first problem is, it has a computational complexity
increases exponentially with the number of labels and that is
why LP quickly deteriorates for larger label-sets and makes
the work of the classifier harder [15]. Consequently, LP is
usually recommended just for datasets that have small number
of distinct classes. On the other hand, since LP method can
consider only the label-sets present in the training data, so it
can not classify any unseen label-set. In addition, for many new
classes, it is potential to have limited training instances due to
the infrequent combinations of label-sets for those classes, so
this lead to the class imbalance problem [2].

Two variants of LP method have been proposed, the first, is
Pruned Set method proposed in [21], and the second proposed
method is Random k-Labelsets [22].

Pruned Set (PS). The main idea of PS method is similar
to LP, it extends the same paradigm of LP whereas trying to
resolve the limitations related to LP complexity [21]. This is
achieved by pruning away the label-sets with a frequency of
occurrence less than a threshold defined by the user. Hence,
it reduces the LP complexity by keeping just the label-set that
are occurring more frequently by comparing it to the threshold.
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TABLE I. Pros and cons of PT methods based on transformation to binary classification

PT method Pros Cons

BR • Relatively fast.
• Conceptually simple.
• Low computational complexity.
• Appropriate for a dynamic scenario.
• Can be easily parallelized.
• Scale up linearly with the number of labels.

• Ignores labels correlations.
• May reduce predictive performance.
• An increase in the number of labels causes the increase in the

number of binary classifiers.

CC • Considers labels dependencies.
• Obtains high predictive performance.
• Maintains acceptable computational complexity.
• Straightforward to predict label from chain.

• Loses the opportunity of parallel implementation.
• Might cause an error propagation at the classification time.
• Poorly ordered chain that might affect the accuracy prediction.

RPC • Provides high accuracy and prediction quality.
• Does not require to retrain the pairwise classifiers if the label

ranking method change.

• All generated binary classifiers are queried at the run-time.
• Quadratic complexity.
• Very sensitive to large number of labels.

An example is illustrated in Fig. 7 using PS method, it
keeps only class 1 and class 2 because they have more frequent
label-sets in the training data compared to the other classes and
prunes away both of class 3 and class 4 represented in Fig. 6,
because they occurred infrequently. However, it is similar to LP
when taking into account only the distinct label-sets present in
the training data. In addition, it suffers from class imbalance
problem.

Fig. 7. Pruned Set Method

The classification of an unseen instance using PS method is
illustrated with an example in Fig.7. It is similar to LP; a multi-
class classifier is applied to randomly assign a probable class
to this instance, which can be reversible to the corresponding
set of the initial labels. Since there are two classes with 50%
chance to be assigned to the unseen instance.

Random k-Labelsets (RAKEL). RAKEL method also
has resolved LP problems by generating an ensembles of LP
method by breaking the multi-label problem into r models or
subsets [22]. Each subset is assigned with a random k label-sets

where k is a random number used to determine the size of each
model. The label-sets in each model can be either disjoint or
overlapping according to the strategy used to construct them.

To classify a new instance, RAKEL queries all models and
obtains their average decision for each label. In addition, it
makes the final prediction based on the value of the given
threshold, so the final label prediction is positive when the
average decision is greater than the threshold and negative
otherwise.

Furthermore, it provides some advantages since it considers
label correlation and overcomes LP limitation by increasing
number of distinct label-sets and thus it provides more accurate
label prediction and competitive performance. Nevertheless,
it suffers from the increasing number of classifiers generated
according to a k random number used to determine the size
of each model. The pros and cons of the above mentioned PT
methods based on transformation to multi-class classification
are summarized in Table II.

2) Strategies based on Algorithm Adaptation Technique:
Overall, classical single-label classification algorithms can
not deal directly with MLC problem. Consequently, algo-
rithm adaptation technique has been developed to tackle MLC
problem by extending and adapting single-label classification
algorithm to be able to directly deal with MLC problem [23].
Almost most of classical single-label classifiers have been
adapted to handle MLC problems directly [2].

For example, SVM algorithm has been adapted to Rank-
SVM in [24], Neural Network algorithm has been customized
as the baseline algorithm for a Back-Propagation Multi-Label
Learning (BP-MLL) algorithm in [25]. Besides, a Multi-label
Lazy Learning algorithm called ML-kNN proposed in [26]
extended from the classical k-NN algorithm. In addition, Multi-
Label Decision Tree algorithm (ML-DT) has been developed
in [27], [28] by adapting the C4.5 decision tree algorithm. The
most common algorithms in the algorithm adaptation context
are detailed in the following paragraphs.

Multi-Label Lazy Learning (ML-kNN). MLC task con-
sists of training a classification model using a specific algo-
rithm to predict several labels for each unseen instance by
analyzing labelled training instances. ML-kNN was proposed
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TABLE II. Pros and cons of PT methods based on transformation to multi-class classification

PT method Pros Cons

LP • Simple and effective.
• Considers labels correlations.
• Works well only when using datasets with a small number of

classes.

• Exponential increase of the computational complexity if the num-
ber of labels increases.

• Class imbalance problem.
• Can not classify any unseen label-set in the training data.

PS • Considers labels correlations.
• Reduces LP complexity.

• Class imbalance problem.
• Can not classify any unseen label-set in the training data.

RAKEL • Considers labels correlations.
• Reduces LP complexity.
• Provides more accurate label prediction.
• Considers any unseen label-set even if it is not present in the

training data.

• Increasing number of generated classifiers.

in [26], which is a MLC algorithm derived from the classical
k-NN algorithm.

To predict the label-sets for a new instance using ML-kNN,
the algorithm follows the same approach of the classical k-
NN algorithm. First: the k nearest neighbors from the training
instances are determined. Usually, “Euclidean distance" is used
to compute the distance as well as similarity between instances
to identify the k neighboring instances. The second step, which
is the additional step in the ML-kNN algorithm focuses on
label-sets aggregation of the k neighboring instances. It utilizes
“Maximum A Posteriori (MAP) principle" to determine the
more probable label-sets for the new instance by relying on
prior and posterior probabilities for the frequency of each label
in the k nearest neighbors. ML-kNN as well as can output an
ordered list of ranking labels [3].

Finally, to validate the approach, the authors conducted
some experiments on the three real world problems. The result
showed that ML-kNN achieved better performance than some
other MLC algorithms, e.g., Rank-SVM, Adtboost.Mh, and
Boostexter.

Multi-Label Decision Tree (ML-DT). Regarding the DT
algorithm, the C4.5 algorithm has been adapted in [27] to
ML-DT algorithm to deal with MLC problem directly. The
adaptation is accomplished by modifying the original entropy
formula of C4.5 algorithm for solving MLC problems, where
entropy is a metric of the amount of uncertainty in the dataset.
The entropy formula was modified for multiple labels to
compute the weighted sum of all entropies for each individual
label in each subset as shown in Eq. (2).

Entropy = −
n∑

i=1

((p(Li)log p(Li)) + (q(Li)log q(Li)))

(2)
Where; n = number of labels, p(Li)= membership probability
(relative frequency) of label Li in a data subset, q(Li) =
1− p(Li) = non-membership probability of label Li in a data
subset. Consequently, allowing ML-DT to handle multi-label
problem means it should allow multiple labels for the leaf
nodes in the tree. Besides, in case of generating rules in leaf
nodes, these rules could output a set of labels.

The authors in [28], developed a multi-label decision tree

algorithm (LaCovaC) based on C4.5 that learns the labels rela-
tions and exploits them to improve the predictive performance.

B. Hierarchical Multi-Label Classification

Hierarchical multi-label classification (HMC) is considered
as an extension or variant of MLC where a hierarchy structure
is used on the multi-label. In HMC, an instance is assigned
with multiple labels concurrently and those labels are struc-
tured in a hierarchy [29]. Moreover, an instance should satisfy
the hierarchy constraint, which means that if it belongs to some
label L it automatically belongs to all super-labels of L [30].

There are many classification tasks in the real world that
can be considered as HMC problems, where the predicted
labels are classified as a hierarchy, typically as a tree-shaped
or a directed a cyclic graph (DAG) [31]. However, according
to a survey conducted in [32], most of the current researches
are only concerned with the tree structured hierarchy as
shown in Fig. 8. In general, HMC is considered as a more
challenging task by nature compared to the flat classification
[31]. A comparison between flat and hierarchical classification
is illustrated in Table III.

Fig. 8. Example of an Instance with Multi-Labels Classified using
Hierarchical Multi-Label Classification; Labels are Structured in a

Tree-Shaped Hierarchy

1) Hierarchical Multi-Label Classification Algorithms:
Several algorithms have been proposed to deal with HMC
problem such as: Hierarchy Of Multilabel classifiERs algo-
rithm (HOMER) [36], Hierarchical Decision Tree algorithm
[37], Hierarchical k-NN algorithm [14], Incremental algorithm
for hierarchical classification [38], Hierarchical-SVM [39], and
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TABLE III. Comparison between flat and hierarchical classification.

Flat classification Hierarchical classification

Basic concept Classify labels in MLC problem as one level, where they are not
organized as a structure that defines the relationship among these
labels.

Imposing a hierarchy structure on MLC problem, where an instance
belongs to many labels and the labels are structured in a hierarchy.

Properties • Conceptually simple.
• Ignoring the label hierarchy.
• Difficult to handle a large number of labels.
• Handle MLC task of unstructured documents.
• Divided into PT and algorithm adaptation methods.

• More challenging approach.
• Considering the label hierarchy.
• Capable to handle a large number of labels.
• Handle MLC task of structured documents.
• Structured as tree or DAG hierarchy.

Relevant studies conducted on
Arabic text using machine learn-
ing algorithms

[33], [5], [34], [4]. [35].

HMC using Fully Associative Ensemble Learning [40]. We
discuss some of them in the following paragraphs.

Hierarchy Of Multilabel classifiERs (HOMER).
HOMER algorithm is an effective hierarchical multi-label
classifier, relies on divide-and-conquer approach [36]. This
algorithm can efficiently handle a MLC problem with a large
number of labels by constructing a tree-shaped hierarchy
of simpler MLC problems. Then, each classifier can handle
MLC problem with a small number of labels rather than
handling a large label-set.

Labels distribution task in this algorithm is done using the
top-down approach. That means the large label-sets should be
distributed into k disjoint label-sets based on similarity, starting
from parent to child nodes. This task is usually done using
balanced clustering algorithm. However, in [36] the authors
proposed a clustering algorithm for labels distribution called
balanced k-means clustering algorithm.

Consequently, each node in the tree involves the union of
meta-labels µ of its children and the root node contains labels
of all nodes in the tree. Besides, each internal node also has a
multi-label classifier S to predict one or more meta-labels of
its children. Figure 9 illustrates the tree hierarchy in HOMER
for the classification task of multi-label problem with 9-labels
{L1, ...., L9}.

Fig. 9. Example of a Classification Task of Multi-Label Problem with 9
Labels using HOMER Algorithm

For multi-label classification task of an unseen instance
e, HOMER starts from the root node then follows a top-
down approach to forwards e to the most relevant multi-label
classifier S. In the example of HOMER illustrated in Fig. 9,

the multi-label classifier S1 at the root node will forward the
instance e to the multi-label classifier S4 only if µ4 is among
the predictions of S1 classifier. Finally, by following a recursive
process, the result of the final prediction labels will be a union
of all predicted labels by the multi-label classifier that higher
than the corresponding leaf(ves) nodes. Otherwise, if no labels
are predicted, the algorithm returns an empty set.

The authors have conducted some experiments using
HOMER algorithm by employing the BR as a multi-label clas-
sifier and NB as a base classifier. The results showed that, since
HOMER relies on similarity-based distribution and employed
BR and NB classifiers, this reduces the computational cost in
both training and test phases and it improves the predictive
performance as well.

Hierarchical Multi-Label Classification using k-NN Al-
gorithm. The authors in [14] have proposed a new framework
by extending the modified version of k-NN algorithm and
proposed a new similarity measure to handle HMC task. The
classical k-NN algorithm was modified to work with label
representative instead of training instances. Where each label
is represented by one instance constructed from all instances
in the training data related to this label. This process is
done by identifying the most important features of that label
and combining the training instances accordingly. By using
label representative, the classification time have been reduced
because a new instance will be compared with just a portion
of instances rather than all the training instances.

Several methods can be used to measure the instance
similarity such as, cosine similarity, Jaccard, and dice. These
measures calculate the similarity based on instance vector,
where each vector consists of instance features along with their
frequencies in the training instances. However, the proposed
framework relies on a new proposed similarity measure named
New Expected Information value Inew. It is calculated accord-
ing to only the shared features between label representative and
a test instance, this resulted to a smaller vector compared to
the other similarity measures mentioned previously.

The authors have tested and evaluated the proposed frame-
work by conducting an experiment using a test dataset. The
results revealed that applying the proposed classifier with
Inew similarity measure has reduced the classification time
compared to the other similarity measures. Besides, precision
and recall evaluation metrics showed that using Inew measure
performed results close to the three similarity measures (cosine
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similarity, Jaccard, and dice).

Decision Tree for Hierarchical Multi-Label Classifica-
tion. The authors in [37] have investigated the suitability of
the classical DT algorithm to HMC task. They have instanti-
ated three decision tree algorithms: single-label classification
(SC) algorithm, hierarchical single-label classification (HSC)
algorithm, and hierarchical multi-label classification (HMC)
algorithm. The three proposed algorithms are based on “pre-
dictive clustering trees (PCTs) framework" which represents
the DT in a hierarchy of clusters.

SC approach tends to transform HMC task into a set of bi-
nary classification problems and applies DT algorithm for each
label in the hierarchy. This algorithm is not efficient because
it should run the DT algorithm n times based on the number
of labels. In addition, it predicts each label separately and thus
it is not automatically ensuring the hierarchy constraint. HSC
overcomes the last SC drawback by imposing the hierarchy
constraint. It adopts SC method and run DT algorithm for
each edge in the hierarchy. In contrast, the third approach
which is HMC aims to learn the single classification model by
employing one DT algorithm to predict all hierarchical labels
at once.

The authors have considered the label hierarchy as a tree
then they have extended it toward a DAG structure. The
three proposed algorithms have been evaluated by using 24
functional genomics datasets. The empirical evaluation showed
the superiority of HMC in both of tree and DAG hierarchy
structures. It has achieved better predictive performance that
outperforms HSC and SC algorithms.

IV. Multi-Label Evaluation Metrics

MLC models are evaluated in terms of performance and
accuracy using metrics that are commonly used in the MLC
field [41]. The evaluation of MLC models is unlike the evalu-
ation of single-label classification models. Thus, according to
[2] several multi-label evaluation metrics have been proposed
which are classified into two main approaches: example-based
(instance-based) and label-based metrics. The first approach is
computed for each test instance and then averaged over all test
instances. Whereas, the second approach is computed for each
label and then averaged over all labels.

A. Example-based Metrics

The most common example-based metrics that are used to
evaluate MLC models are described in the following. Suppose
that: m refers to the total number of instances in the test dataset,
i indicates an instance in the test dataset (where 1 ≤ i ≤ m), n
is the total number of labels, Zi and Yi refers to the predicted
and actual labels, respectively.

• Hamming loss It calculates the average number of
errors found in the instance-label pairs, averaged over all
instances. The expression of this metric is shown in Eq.
(3). Where the factor 1

(n) is used to obtain the normalized
value in [0,1] and 4 defines the symmetric difference
between predicted and actual labels.

Hamming loss =
1

m

m∑
i=1

1

n
|Zi4Yi| (3)

• ML-accuracy. It is known as multi-label accuracy or
example-based accuracy. It computes the ratio of the
labels predicted correctly over the total number of labels,
as shown in Eq. (4).

ML− accuracy =
1

m

m∑
i=1

|Zi ∩ Y i|
|Zi ∪ Y i|

(4)

• Subset accuracy [42]. It also called exact match ratio or
classification accuracy. It is a very strict metric used to
measure the ratio of predicted labels which exactly match
their corresponding actual set of labels, as shown in Eq.
(5). Where I(true) = 1 and I(false) = 0.

Subset accuracy =
1

m

m∑
i=1

I(Zi = Y i) (5)

• Precision. This metric giving us the ratio of labels
correctly classified of the predicted labels. The expression
of this metric is shown in Eq. (6).

Precision =
1

m

m∑
i=1

|Zi ∩ Yi|
|Zi|

(6)

• Recall. This metric is computed as shown in Eq. (7),
computes the ratio of correctly predicted labels of the
actual labels.

Recall =
1

m

m∑
i=1

|Zi ∩ Yi|
|Yi|

(7)

• F-Measure. It is the harmonic mean between precision
and recall. It is computed as shown in Eq. (8).

F −measure = 1

m

m∑
i=1

2 |Zi ∩ Yi|
|Zi|+ |Yi|

(8)

All example-based metrics described in this section indi-
cate that the metric with the highest value has better per-
formance, except Hamming loss metric, the lower value of
Hamming loss indicates the better performance.

B. Label-based Metrics

The binary evaluation metrics (e.g., recall, precision, and
F-measure) can be calculated for all labels based on two
approaches of computing the average; either macro or micro
averaged approaches. These metrics are widely used to measure
the average for recall, precision, and F-measure. Let B a
binary evaluation measure used to calculate these metrics,
which computed based on the number of true positives (tp),
false positives (fp), true negatives (tn), and false negatives
(fn). The expressions of macro-averaged and micro-averaged
metrics for B(tp, tn, fp, fn) are illustrated in Eq. (9) and Eq.
(10), respectively.

Bmacro =
1

n

n∑
i=1

B(tpi, fpi, tni, fni) (9)

Bmicro = B

(
n∑

i=1

tpi,

n∑
i=1

fpi,

n∑
i=1

tni,

n∑
i=1

fni

)
(10)
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V. Applications of MLC Methods in Arabic Text
Classification

In this section we focus on Arabic language by presenting
the relevant research studies which have been found in the
literature that apply MLC methods in Arabic text classification.

A. Lexicon Approach

The study conducted in [13] has proposed an Arabic multi-
label text classification model based on lexicons. The authors
of this study aimed to classify multi-label Arabic dataset using
a combination of lexicons. They have collected 4,720 Arabic
articles with 35 labels from the BBC news website. The
collected datasets were divided into training and test datasets
using 70/30 split. Then, the training data were exploited to
construct the lexicons for each label. They implemented the
term frequency (TF) method that automatically counts the term
frequency of each label.

After that, they have built 35 lexicons for the 35 labels,
there are some common terms found in the lexicons of several
labels and this support the MLC and return multi-labels for
those terms. Then, the lexicons are used by the classifier to
predict the labels for a new instance. The label prediction is
done by matching the terms of each label stored in the lexicons
with the term vector of a given instance and classifying them
according to the term frequency. Then, just the first five labels
with the greatest count values are predicted.

Finally, they have evaluated their classification model using
Hamming loss, ML-accuracy, subset accuracy, and the exe-
cution time. Several experiments have been performed and
the results showed that the lexicon-based model achieved
better performance in term of ML-accuracy compared with
the corpus-based approach using MEKA tool1.

B. PT Methods based on Binary Classification

Regarding transformation to binary classification method,
a new model for MLC has been developed in [4] based on BR
method. The main contribution of this study was to solve MLC
problem for Arabic dataset by designing BR method based on
different set of single label classifiers including SVM, NB, and
k-NN. These base classifiers have been employed with BR, and
evaluated using four approaches which are: the set of SVM
classifiers, NB classifiers, k-NN classifiers, and various set of
classifiers.

Besides, three feature selection methods have been inves-
tigated namely Chi-square, odd ratio, and mutual information
to improve Arabic MLC performance. Obviously, this study
aimed to incorporate feature selection method and classifica-
tion algorithm efficiently to obtain a more accurate MLC task.

The developed model was trained using the standard corpus
which is collected in [33], it contains 10,000 Arabic articles
written in “modern standard Arabic language (MSA)", where
those articles are assigned to five labels: Sports, Economy,
Arts, Science, and Politics. In addition, three multi-label eval-
uation metrics were used to evaluate the given Arabic datasets
which are average recall, average precision, and average F-
measure.

1 http://waikato.github.io/meka/

After the evaluation process, the results showed that using
BR which consists of various sets of machine learning clas-
sifiers (SVM, NB, k-NN) obtained the best results compared
with the other evaluated methods. Moreover, the results showed
the important effect of the feature selection method on the
classification task. On the other hand, the main challenges
faced by this study were the complex morphology of Arabic
language, and the lack of a well-annotated publicly available
Arabic datasets that covers more labels.

C. PT Methods based on Multi-Class Classification

The study conducted in [33] aimed to handle the MLC
problem of Arabic language based on transformation to multi-
class classification approach using a set of single-label machine
learning classifiers. The authors aimed to transform the MLC
problem of Arabic data into several single-label classification
problems by using MEKA tool to perform PT methods which
are: LP, BR, and Ranking and Threshold-based method (RT).
The main idea of RT is that, after transforming MLC problem
into a set of single-label classification problems, it assigns each
label to a copy of the instance. Then, the label that has a value
greater than a particular threshold remains with this instance,
otherwise it is discarded.

The standard single-label machine algorithms have been
applied as a base classifier to predict each resulted single-
label data are: SVM, k-NN, NB, and DT. Then, they train the
problem transformation methods (LP, BR, and RT) using their
own multi-label Arabic dataset. They faced the same problem
of the previous studies which have been conducted on MLC for
Arabic language, which is the lack of publicly available multi-
label Arabic datasets. Therefore, they have built their standard
corpus from BBC news website, which contains about 10,000
Arabic articles, where those articles assigned to five labels:
Sports, Arts, Economy, Politics, and Science. In addition, they
run several experiments on five versions of their datasets with
different sizes ranging from 3,000 to 7,000 articles, to study
the effect of the scaling up of the datasets on the considered
methods.

Three multi-label metrics were used during the evaluation
phase which are: Hamming loss, ML-accuracy, and subset
accuracy. Consequently, after performing the evaluation pro-
cess on the given datasets, the results showed that using
SVM as a base classifier with LP method achieved the best
result with 71% ML-accuracy. However, the ML-accuracy of
some classifiers changed when scaling up the datasets, more
experiments were needed to justify this abnormal behavior in
this study.

D. Algorithm Adaptation Technique

The study conducted in [34] focused on using algorithm
adaptation technique to address MLC task on the Arabic news
articles. Three multi-label classifiers were considered which
are, Random Forest (RF) classifier, DT classifier, and the k-
NN classifier (where k = 5 (5NN)). They chose these classifiers
due to their ability to support MLC in a natural way.

On the other hand, one of the main challenges faced by
this study, as stated in [33], is the lack of publicly available
and well-annotated multi-label Arabic dataset. Therefore, they
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have built their own crawler to collect the dataset which is
used to train the considered multi-label classifiers.

The dataset consists of 10,997 articles obtained from the
CNN Arabic news website and written in MSA. The articles
have multiple labels e.g., Economics, Sports, Middle East,
World, Science & Technology, and Miscellaneous. The con-
sidered classifiers were evaluated using several MLC metrics
(Hamming loss, accuracy, micro-average F-measure, micro-
average recall, and micro-average precision). After conducting
some experiments, the evaluation results revealed that the DT
classifier achieved better performance compared to the RF and
5NN classifiers.

Another recent study has been conducted in [5] addresses
MLC in the Arabic language. The study investigated the MLC
problem by conducting a vast evaluation comparison on the
most common MLC algorithms including PT methods. It in-
cludes transformation to binary classification approaches such
as BR, CC, and Calibrated Ranking by Pairwise Comparison
(CRPC) [43]. Also, it covers PT methods which are based on
transformation to multi-class classification such as LP. They
trained these techniques using three base classifiers (SVM,
kNN, and RF). Besides, four algorithms based on adaptation
technique are also evaluated which are: ML-kNN, RFBoost
[44], Instance-Based Learning by Logistic Regression Multi-
label (IBLRML) [45], and Binary Relevance kNN (BRkNN)
[46]. The algorithms were evaluated using the introduced
multi-label Arabic dataset named “RTAnews", which is a new
benchmark dataset consists of 23,837 Arabic news articles
distributed over 40 multiple labels.

The comparison has been done to study the effective-
ness of the new dataset on the MLC task. The experi-
ments were evaluated using MLC evaluation metrics (macro-
F-measure, macro-precision, macro-recall, micro-F-measure,
micro-precision, micro-recall). The results showed that both
RFBoost, and LP (with SVM base classifier) outperformed
other MLC algorithms. Also, the performance of algorithm
adaptation algorithms is faster than PT algorithms except for
the LP algorithm.

E. Hierarchical Multi-Label Classification

To address HMC problem in Arabic language, a hier-
archical classification system has been constructed in [35]
based on HOMER algorithm, to classify the received Islamic
requests (fatwa) and send them to the most appropriate Muslim
scholar. Since, each fatwa request has multi-labels organized
in a tree hierarchy. Thus, for each incoming fatwa request, the
proposed system can automatically route them to one or more
appropriate labels associated with the relevant Muslim scholar,
as shown in Fig. 10.

Before any classification task, the Arabic text (Islamic
fatwa dataset) should go through several pre-processing and
feature-selection phases to make the text appropriate for a
classification task. Several methods can be used to do these
tasks, for example, the authors found that using light stemmer
(light 10) in the pre-processing phase and Chi-square method
in the feature-selection phase are suitable for their data. They
conducted the experiments and trained the HOMER classifier
using the processed dataset that includes about 15,539 text
instances where the instance is assigned to multiple labels

Fig. 10. Architecture of Fatwa Request System

organized in a tree-structured hierarchy consisting of 310 nodes
(labels) in total.

They focused on comparing HOMER classifier against BR
classifier (using NB base classifier). Several evaluation metrics
were considered to evaluate the classification performance
of the hierarchical multi-label classifier, which are Hamming
loss, micro-averaged precision, micro-averaged F-measure, and
micro-averaged recall. Finally, the results showed that us-
ing HOMER algorithm in the hierarchical classification of
fatwa requests achieved more effective and efficient predictive
performance compared to the BR classifier which relies on
classifying each label independently.

Overall, we found that there are few researches conducted
to tackle MLC problem in Arabic language compared to
English [5]. The few research studies that addressed MLC
problem for Arabic text in the literature are the aforementioned
studies in this section [33], [5], [13], [34], [4], [35]. According
to these studies we observed that feature selection method
[4], dataset size [33], and pre-processing phase could have an
important effect on the predictive performance of MLC model.

Table IV presents a summary of the relevant studies that
applied MLC methods on the Arabic language. It shows the
type of MLC methods and approaches that have been investi-
gated in each application. Besides, it identifies the dataset size
and the dataset source for each study.

The studies in this table are organized increasingly ac-
cording to the publishing year. The main challenge has been
mentioned by the authors of those studies which cause the
limitation of the conducted studies on the MLC field in the
Arabic context, is the lack of large enough and publicly
available multi-label Arabic datasets. Besides, the vast vo-
cabulary and complex morphology of the Arabic language.
As a result, the study conducted in [5] addressed the lack
of datasets by introducing a new benchmark dataset called
“RTAnews". RTAnews dataset is a multi-label Arabic dataset
which publicly available online on different formats including
the format compatible with MEKA and MULAN multi-label
learning tools. The RTAnews dataset obtained from “Russia
Today Arabic news portal", and consists of 23,837 Arabic
news articles distributed over 40 labels. Thus, this study led
to promote evaluating of MLC methods and other supervised
learning algorithms, by using the RTAnews dataset which is
publicly available on its web page 2.

2 https://data.mendeley.com/datasets/322pzsdxwy/1
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TABLE IV. Summary of the relevant studies that applied MLC methods on the Arabic language

Reference Year
Multi-label classification

Dataset size Dataset source
Lexicon approach

Machine learning approach
Flat classification Hierarchical classification

[35] 2015
√

15,539 Provided by the Egyptian Dar al-Ifta.
[33] 2015

√
10,000 Collected from BBC news website.

[4] 2016
√

10,000 Taken from the study conducted in [33].
[13] 2016

√
4,720 Collected from BBC news website.

[34] 2016
√

10,997 Obtained from the CNN Arabic news website.
[5] 2019

√
23,837 Collected from Russia Today Arabic news portal website.

Furthermore, according to Table IV it is noticeable that
there are about four studies conducted on the flat multi-label
classification using machine learning algorithms, and only
one study conducted to address the hierarchical classification
problem in Arabic. However, since hierarchical classification is
becoming a very significant topic in the recent days and applied
in different domains including text classification. Thus, there
is a need to be well-investigated by the future studies.

VI. Experimental Comparison of MLC Methods for
Arabic Text

In the previous sections, we presented an extensive review
of the existing MLC methods and applications on Arabic
text classification. It is interesting to evaluate the predictive
performance of the state-of-the-art MLC methods introduced
in this paper. The most common MLC methods have been
evaluated involve four PT methods (BR, CC, LP, PS), one
method based on algorithm adaptation technique (ML-kNN),
and one hierarchical classification algorithm (HOMER).

The experiments performed using “RTAnews" dataset
which was introduced in [5], and retrieved from its online
web page. RTAnews is an imbalance dataset consists of 23,837
text instances distributed over 40 labels. It is available with a
different set of features, 2000 feature is the selected dimension
of the feature set used in the experiments. The summarization
of the multi-label statistics of RTAnews dataset is illustrated
in Table V.

TABLE V. RTAnews dataset statistics

Number of instances 23,837
Total number of labels 40
Number of features 2000
Number of attributes 2040
Number of label-sets 442

MULAN3 is an open-source java library for multi-label
learning used to conduct the experiments. The classification
performance of MLC methods are measured concerning the
three example-based metrics (Hamming loss, ML-accuracy,
subset accuracy) and three label-based metrics (micro-averaged
precision, micro-averaged recall, micro-averaged F-measure)
which presented previously in Section IV.

To make the evaluation more reliable 10-folds cross-
validation were applied. Two experiments have been per-

3 http://mulan.sourceforge.net/

formed. The first experiment aims to investigate the perfor-
mance of MLC methods (BR, CC, LP, PS, ML-kNN, and
HOMER) on the predictive performance of the model. Noting
that, all PT methods (BR, CC, LP, PS) evaluated using NB
as a base classifier. HOMER algorithm was run using its
default classifiers (BR and NB) and ML-kNN was evaluated
by setting the number of k to 10. The second experiment aims
to investigate the effect of three single-label base classifiers
(NB, SVM, J48) on the performance of PT methods (BR, CC,
LP, PS).

The results of the first experiment are presented in Table
VI. We notice that the classification performance of all MLC
methods in terms of Hamming loss, subset accuracy, micro-
averaged precision, micro-averaged F-Measure, can be ranked
according to the best performance achieved in the following
order: ML-kNN, LP, PS, HOMER, CC, and BR. Whereas,
concerning ML-accuracy, LP yielded the best results with
0.6219. Meanwhile, for micro-averaged recall, the best result
was 0.8552 which obtained by the BR method.

Table VII presents the results of the second experiment. It
is noticeable that the classification performance of PT methods
might be affected by the single-label base classifier. Whenever
the single-label base classifier changes, the performance of
PT methods (BR, CC, LP, and PS) also change. Accordingly,
we observe that, the SVM base classifier yielded the best
results with all PT methods in terms of all evaluation metrics
except micro-averaged recall. Whereas, concerning the micro-
averaged recall, NB classifier with BR and CC methods
obtained the best results. Note that in Table VII we used the
abbreviation (e.g., BR-NB) to denote the multi-label classifier
and the implemented base classifier.

Also, it is worth mentioning that the base classifier J48
obtained the second-best results with most of PT methods.
Meanwhile, NB obtained the lowest results. Overall, we con-
clude that there are several factors affect the classification
performance of MLC methods. For instance, PT methods
might be affected by the base classifier. In contrast, algorithm
adaptation techniques such as ML-kNN might be affected
by the used parameters e.g., k. Whereas, HOMER algorithm
performance depends on the multi-label classifier, the base
classifier, and the clustering algorithm [36].

VII. Conclusion

Multi-label classification is an important research field and
it has been increasingly required by many applications in
various domains including text classification. In this paper, an
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TABLE VI. Experimental comparison among MLC methods

MLC method Hamming loss ML-accuracy Subset accuracy Micro-averaged preci-
sion

Micro-averaged recall Micro-averaged
F-measure

BR 0.0549±0.0008 0.4293±0.0065 0.1948±0.0085 0.3288±0.0055 0.8552±0.0089 0.4750±0.0065
CC 0.0546±0.0008 0.4295±0.0065 0.1948±0.0085 0.3300±0.0055 0.8551±0.0088 0.4762±0.0064
LP 0.0211±0.0006 0.6219±0.0113 0.5283±0.0119 0.6344±0.0133 0.6476±0.0088 0.6409±0.0103
PS 0.0213±0.0007 0.6187±0.0110 0.5237±0.0119 0.6288±0.0139 0.6475±0.0090 0.6380±0.0105
ML-kNN 0.0156±0.0004 0.6123±0.0081 0.5480±0.0091 0.8076±0.0052 0.6075±0.0100 0.6933±0.0074
HOMER 0.0365±0.0008 0.5103±0.0075 0.3107±0.0089 0.4294±0.0078 0.7799±0.0059 0.5538±0.0062

TABLE VII. Experimental comparison among PT methods with different single-label base classifiers

PT method Hamming loss ML-accuracy Subset accuracy Micro-averaged preci-
sion

Micro-averaged recall Micro-averaged
F-measure

BR method based on different base classifiers
BR-NB 0.0549±0.0008 0.4293±0.0065 0.1948±0.0085 0.3288±0.0055 0.8552±0.0089 0.4750±0.0065
BR-J48 0.0178±0.0003 0.6076±0.0070 0.5078±0.0068 0.7125±0.0048 0.6502±0.0110 0.6799±0.0063
BR-SVM 0.0163±0.0005 0.6632±0.0066 0.5561±0.0109 0.7269±0.0095 0.7048±0.0058 0.7157±0.0063
CC method based on different base classifiers
CC-NB 0.0546±0.0008 0.4295±0.0065 0.1948±0.0085 0.3300±0.0055 0.8551±0.0088 0.4762±0.0064
CC-J48 0.0177±0.0003 0.6260±0.0060 0.5334±0.0068 0.7117±0.0057 0.6549±0.0092 0.6820±0.0053
CC-SVM 0.0164±0.0005 0.6841±0.0089 0.5845±0.0124 0.7212±0.0091 0.7096±0.0091 0.7153±0.0078
LP method based on different base classifiers
LP-NB 0.0211±0.0006 0.6219±0.0113 0.5283±0.0119 0.6344±0.0133 0.6476±0.0088 0.6409±0.0103
LP-J48 0.0199±0.0006 0.6429±0.0084 0.5730±0.0091 0.6648±0.0107 0.6361±0.0092 0.6501±0.0093
LP-SVM 0.0141±0.0004 0.7380±0.0075 0.6615±0.0117 0.7715±0.0052 0.7295±0.0092 0.7499±0.0068
PS method based on different base classifiers
PS-NB 0.0213±0.0007 0.6187±0.0110 0.5237±0.0119 0.6288±0.0139 0.6475±0.0090 0.6380±0.0105
PS-J48 0.0198±0.0006 0.6427±0.0092 0.5725±0.0121 0.6665±0.0086 0.6355±0.0087 0.6506±0.0084
PS-SVM 0.0142±0.0005 0.7369±0.0083 0.6605±0.0104 0.7695±0.0064 0.7276±0.0107 0.7480±0.0080

extensive review has been conducted on the MLC methods
by illustrating the concept of each method and discussing
their advantages and limitations. In addition, it organized the
sparse state-of-the-art MLC methods by providing a taxonomy
which summarized different MLC methods and techniques
that can deal with MLC problem. Besides, a set of common
multi-label evaluation metrics used to evaluate MLC models
have been presented. Furthermore, we focused on the Arabic
language by discussing the existing applications of MLC
methods in the Arabic context. It is noticeable that only a
few research studies addressed the problem of MLC for the
Arabic language which mainly focused on flat classification
and neglected the hierarchical structure. We found that the
main challenges faced by the those studies are the lack of
large and publicly available multi-label Arabic datasets, and
also the vast vocabulary and complex morphology of the
Arabic language. Finally, the survey provided an experimental
comparisons of different MLC methods in the Arabic context
and points out some baseline results. However, further research
is still needed to improve the multi-label classification task for
the Arabic language, especially the hierarchical classification
task. Additionally, there is a need to give more attention
for preparation multi-label Arabic datasets in an appropriate
representation for a multi-label classification task.
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