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Abstract—A contextual image classification method with a 
proportion estimation of the pixels composed of several classes, 
Mixed pixels (Mixels), is proposed. The method allows us to 
check the connectivity of separated road segments, which are 
observed frequently as discontinuity of roads in satellite remote 
sensing imagery. Under the assumption of almost same 
proportions for the Mixels in the discontinuous portion of road 
segments, a proportion estimation method utilizing Inverse 
Problem Solving is proposed. The experimental results with the 
simulation data including observation noise show 73.5~98.8(%) 
of improvements in terms of proportion estimation accuracy 
(Root Mean Square: RMS error), compared to the results from 
the previously proposed method with generalized inverse matrix. 
Also, usefulness of contextual classification based on the 
proposed proportion estimation was confirmed for the 
investigation of connectivity of roads in remotely sensed images 
from space. 

Keywords—Search engine; fuzzy expression; knowledge base 
system; membership function; mixed pixel: Mixel; context 
information; inverse problem solving 

I. INTRODUCTION 
Pixels constituting a satellite image are rarely composed of 

one ground covering class (Pure Pixe1) and are generally 
composed of a plurality of classes. These are called Mixel 
(Mixed Pixel), and the heterogeneous (Heterogeneous) area at 
the boundary between homogeneous (Homogeneous) areas is 
constituted by Mixel [1]. These are factors that reduce the 
image classification accuracy. It is not so difficult to classify 
Pure Pixel with high precision, and how to classify Mixel with 
high accuracy is a problem in image classification [2]. 

The author examined the context classification of Mixel in 
the heterogeneous area here. The spectral reflection 
characteristic of Mixel is considered as a mixture of the 
spectral reflection characteristics of multiple classes of Pure 
Pixel that constitute it and is given as a linear combination 
function weighted by the mixing ratio of each class. For this 
reason, in Mixel, if the spectral reflection characteristics of the 
class of Pure Pixel and the mixture ratio of Mixel that are 
constructed in any way from the image are known, the pixel is 
equivalent to being classified. 

Mixel class mixing ratio estimation method based on the 
concept of feature mixing, using inverse matrix, generalized 
inverse matrix, quadratic programming [2]-[4], least squares 
method [5], surrounding 8 pixels. Considering the state of, the 
one obtained by linear regression has been proposed [6]. In 

addition, when calculating the spectral reflection 
characteristics of Pure Pixe1 from the image, the conventional 
method considers the residual of the observation vector and its 
estimated value in consideration of the scattering reflection 
characteristics of the observation target, fluctuation of 
observation conditions, and dispersion due to measurement 
error. While the solution was obtained under the condition of 
minimizing, a method of improving the estimation accuracy 
by applying the least square method to the class mixture ratio 
has been proposed [7]. 

The author is studying the expertly of image classification, 
focusing on road discontinuities that are scattered on satellite 
images [8], and trying to develop a knowledge base to check 
the connect ability of segments of discontinuous roads As the 
state of the discontinuous part and its surrounding pixels used 
in this knowledge base [9], the class mixture ratio that 
constitutes those pixels is taken up, the above method is 
improved and estimated [10], and it is used as contextual 
information. By using it, a method of checking road continuity 
is proposed. 

In the following section, related research works and 
research background including motivation of the research are 
described. Then, the proposed context classification method is 
described followed by experimental method together with 
experimental results. After that, concluding remarks and some 
discussions are described. 

II. RELATED RESEARCH WORKS 
Classification by re-estimating statistical parameters based 

on auto-regressive model is proposed for purification of 
training samples [11]. Meanwhile, multi-temporal texture 
analysis in TM classification is proposed for high spatial 
resolution of optical sensor images [12]. On the other hand, 
Maximum Likelihood (MLH) TM classification considering 
pixel-to-pixel correlation is proposed [13]. 

Supervised TM classification with a purification of 
training samples is proposed [14] together with TM 
classification using local spectral variability is proposed [15]. 
A classification method with spatial spectral variability is also 
proposed [16] together with TM classification using local 
spectral variability [17]. 

Application of inversion theory for image analysis and 
classification is proposed [18]. Meanwhile, polarimetric SAR 
image classification with maximum curvature of the trajectory 
in eigen space domain on the polarization signature is 
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proposed [19]. On the other hand, a hybrid supervised 
classification method for multi-dimensional images using 
color and textural features is proposed [20]. 

Polarimetric SAR image classification with high frequency 
component derived from wavelet multi resolution analysis: 
MRA is proposed [21]. Comparative study of polarimetric 
SAR classification methods including proposed method with 
maximum curvature of trajectory of backscattering cross 
section in ellipticity and orientation angle space is conducted 
and well reported [22]. 

Comparative study on discrimination methods for 
identifying dangerous red tide species based on wavelet 
utilized classification methods is conducted [23]. On the other 
hand, multi spectral image classification method with 
selection of independent spectral features through correlation 
analysis is proposed [24]. Image retrieval and classification 
method based on Euclidian distance between normalized 
features including wavelet descriptor is proposed [25]. 

On the other hand, wavelet Multi-Resolution Analysis: 
MRA and its application to polarimetric SAR classification is 
proposed [26]. Meanwhile, object classification using a deep 
convolutional neural network and its application to 
myoelectric hand control is proposed and evaluated its 
performances [27]. 

Image classification considering probability density 
function based on simplified beta distribution is conducted 
[28]. Also, Maximum Likelihood; MLH classification based 
on classified result of boundary mixed pixels for high spatial 
resolution of satellite images is proposed [29]. 

III. RESEARCH BACKGROUND 

A. Motivation of the Research 
Fig. 1(a) shows the topographic map of the intensive study 

area and Fig. 1(b) is a part of the image of the area including 
Saga city and Ushizu town acquired by LANDSAT-5 
Thematic Mapper: TM in May 1986. This area is almost 
composed of paddy fields, as evident from the topographic 
map shown in the figure, and includes urban areas, residential 
areas, roads, railways, and rivers. Focusing on roads, there are 
road discontinuities determined by the relationship between 
the road width and the instantaneous field of view (IFOV) of 
the TM, the scanning direction and the angle between the 
roads, and the like. 

The pixel of the discontinuous portion is located between 
the paddy fields in the periphery thereof in the spectral space 
and is rather close to the paddy field. Therefore, the pixel is 
classified into the paddy field using only the spectral 
information. The result of road extraction using only this 
spectrum information has discontinuous parts as shown in 
Fig. 2. 

In order to examine whether these discontinuous pixels can 
be judged as roads, first, for these road segments extracted 
from the image, line likeness and directionality as texture 
information, which is one of spatial information, are used. 

As a result, it was confirmed that it was a line element and 
the directionality was also consistent. However, in this study, 

which aims at automatic classification by a computer using 
knowledge base, it is not reliable to judge spectrally different 
pixels as the same road only by matching spatial information. 
For this reason, the class mixture ratio of pixels in the 
discontinuous part of the road and the class mixture ratio of 
surrounding pixels in the road segment are estimated as 
contextual information, and these are comprehensively 
determined to determine whether they are on the same road. 

 
(a) Topographic Map. 

 
(b) Landsat-5 TM Image. 

Fig. 1. Portion of Landsat-5 TM Image of Saga City, Japan acquired in May 
1986. 
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Fig. 2. An Example of Disconnected Portion of Road in Landsat-5 TM 

Image of Saga. 

Specifically, Hough transform is applied to the image, road 
segments are re-extracted, and road segments at discontinuous 
portions are extracted, and pixels that appear to be roads are 
extracted by expanding the area with 3x3 windows around the 
extracted pixels. Then, their class mixture ratio was estimated. 
As an example of this, Fig. 3 shows the result of adapting a 
part of the above image. 

B. Class Mixing within Pixels using Conventional 
Generalized Inverse Matrix Estimation Method of Ratio 
Let be I is the M-dimensional observation vector of the 

pixel composed of N classes, B is the mixture ratio vector of 
those classes, and the spectral reflectance characteristics of the 
ground object corresponding to those classes, i.e., Pure Pixel 
in spectral space Assuming that the spectral vector of is A, it 
can be represented by the following linear combination 
function. 

I=AB                (1) 

I=(I1, I2, … , IM)t              (2) 

𝐴 = �
𝐴11 … 𝐴1𝑁
… … …
𝐴𝑀1 … 𝐴𝑀𝑁

�             (3) 

B=(B1, B2, … , Bn)t             (4) 

This I is known because it is an observation vector. For A, 
it is known if a basic class is set in advance and their spectral 
reflectance characteristics are measured. However, the spectral 
reflection characteristics of the object measured on the ground 
are different from those of the same object appearing in the 
satellite image. In other words, the measured values are far 
from ground-based measured values due to the influence of 
the atmosphere and the ground surface. 

 
   (a) Road Pixels, Mixel and other.   (b) Road, Road-Like Pixel and other. 

Fig. 3. Extracted Road, Road-Like and the other Pixels. 

In order to avoid this, the distribution of the basic class in 
the spectral space was obtained from the satellite image, and 
this average vector was determined as a representative of the 
spectral reflection characteristics of each class. Here, Eq. (6) is 
obtained by solving Eq. (1) under the condition that minimizes 
the norm between the observed value and the estimated value 
in Eq. (5), and the mixture of the set basic classes in Mixel is 
obtained. 

�∑ 𝐸𝑖2𝑀
𝑖=1 → 𝑚𝑖𝑛. ,𝐸 = 𝐼 − 𝐴𝐵            (5) 

B=(AtA)-1AtI              (6) 

IV. PROPOSED METHOD 

A. Estimation of Mixture Ratio of Pixel almost equal to 
Mixture Ratio of Preceding Pixel 
In the situation currently set, it is considered that the class 

mixture ratio between adjacent pixels of continuous boundary 
pixels may be substantially the same. For example, an asphalt 
road crossing a large paddy field as shown in Fig. 4 is a 
typical example. It is considered that the class mixture ratio of 
such continuous boundary pixels is often almost the same 
between adjacent pixels. 

Therefore, for the pixel of interest, a constraint that 
minimizes the norm from the class mixture ratio of the 
boundary pixel adjacent to the pixel of interest is further added 
to Equation (5) to improve the estimation accuracy of the class 
mixture ratio of the pixel of interest. We propose a method to 
achieve. Here, considering not only the average value but also 
the variance, it results in a nonlinear optimization problem, 
but the solution in this case has already been proposed, so 
please refer to it. 

 
Fig. 4. An Example of Mixels, in the Discontinuous Portion of Road 

Segments, with almost Same Proportion r: Constraint Factor. 
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In addition, as pointed out in [7], the representativeness of 
the spectral reflectance characteristics of this basic class 
should be examined in consideration of physical observation 
conditions. However, in estimating the class mixture ratio 
proposed here, even if the mixture ratio is estimated assuming 
that a “road-like class” in which the pixel occupancy of the 
road is dominant is set from the beginning, It was judged that 
it was sufficient to judge the continuity of the road by 
estimating the mixture ratio of the discontinuous part of the 
existing road and the pixels around them, and it was decided 
not to depend on the representativeness. 

If a vector representing the class mixture ratio of the 
adjacent boundary pixels is X, an expression representing the 
norm of the target pixel at the mixture ratio B can be written 
as follows. 

∑ (𝐵𝑖 − 𝑋𝑖)2𝑁
𝑖=1 =(𝐵 − 𝑋)𝑡(𝐵 − 𝑋)            (7) 

where 

X=(X1, X2, … , XN)t             (8) 

∑ 𝐵𝑖𝑁
𝑖=1 = 1              (9) 

𝐵𝑖 ≥ 0              (10) 

X can be written as follows. 

𝑋 = �
𝑋1 (𝐵1 + 𝐵2 + ⋯+ 𝐵𝑁)

.

.
𝑋𝑁(𝐵1 + 𝐵2 + ⋯+ 𝐵𝑁)

�=�
𝑋1 … 𝑋1.
.

.

.
.
.

𝑋𝑁 . . . 𝑋𝑁
� �
𝐵1.
.
𝐵𝑁
�        (11) 

From Eq. (11), 

(𝐵 − 𝑋) = �
1

1
1
� �
𝐵1
.
𝐵𝑁
� − �

𝑋1 … 𝑋1
. . .
𝑋𝑁 … 𝑋𝑁

� �
𝐵1
.
𝐵𝑁
� 

= �
1 − 𝑋1 −𝑋1 … −𝑋1.

.
.
.

.

.
−𝑋𝑁 …− 𝑋𝑁 1 − 𝑋𝑁

� �
𝐵1.
.
𝐵𝑁
�         (12) 

From the above, an expression representing the norm 
between the vector representing the class mixture ratio of the 
adjacent boundary pixels and the mixture ratio of the pixel of 
interest can be written as follows. 

∑ (𝐵𝑖 − 𝑋𝑖)2𝑁
𝑖=1 = (𝑌𝐵)𝑡(𝑌𝐵) = 𝐵𝑡𝑌𝑡𝑌𝐵         (13) 

Eq. (1) is solved using this and the constraint condition 
(Eq. (14)) that minimizes the square error to obtain Eq. (16). 

F=EtE+BtYtYB            (14) 
𝜕𝐹
𝜕𝐵

= 𝜕{(𝐼−𝐴𝐵)𝑡(𝐼−𝐴𝐵)+𝑟𝐵𝑡𝑌𝑡𝑌𝐵}
𝜕𝐵

=rYtYB-At(I-AB)=0        (15) 

B=(AtA+rYtY)-1AtI           (16) 

B. Determining the Strength of Constraints 
In Eq. (16), if r is set to zero, it is equivalent to the method 

using the generalized inverse matrix, and conversely, if this is 
increased, the class mixture ratio vector of the pixel of interest 
approaches the class mixture ratio vector of the pixel 
preceding it without limit. Here, as a method for optimizing r, 
a method is considered in which the distance in the spectral 

space between adjacent boundary pixels is used as an index, 
and r is reduced if the distance is long, and is increased if the 
distance is short. 

In other words, it is assumed that the pixel of interest for 
which the intra-pixel class mixture ratio is to be estimated is 
almost the same as the class mixture ratio estimated before it, 
so if some degree of similarity between pixels is known, it is 
used as an index. Then, the constraint condition can be 
changed. Although various similarities can be considered, the 
Euclidean distance in the spectral space is taken as an example 
here. 

An example is shown below in Fig. 5 showing the 
relationship between the Euclidean distance in the spectral 
space between adjacent boundary pixels and the optimal r that 
minimizes the Root Mean Square: RMS error. 

This figure plots the estimation accuracy of the class 
mixture ratio when the Euclidean distance between adjacent 
pixels is changed by 5 and the constraint condition factor r is 
changed by 2,000, and the thick solid line is the locus of the 
minimum value. In this example, the number of classes is set 
to 3, and their mixture ratio is set to 0.2, 0.0, and 0.8, 
respectively. In addition, the statistical noise between adjacent 
pixels is changed from the position in the spectral space to the 
center of gravity of the closed surface with the average value 
vector of each class as the vertex, and observation noise is 
reduced so that S / N becomes 10. 

As is clear from Fig. 5, the estimation accuracy (Root 
Mean Square: RMS error) of class mixture ratio depends on r 
and Euclidean distance. In an extreme case, if the Euclidean 
distance between adjacent pixels is 0, a large constraint 
condition is applied, and the estimation error can be made as 
close to 0 as possible. Conversely, when the Euclidean 
distance is large, the estimation accuracy is better if no 
constraint condition is applied. That is, it becomes equivalent 
to the mixture ratio estimation itself by the generalized inverse 
matrix. 

 
Fig. 5. Relationship between Optimum r and Statistical Distance between 
the Pixel of Interest and Previously Estimated Neighboring Boundary Pixels 

(Mixels) in Spectral Feature Space. 
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C. Class Settings and their Number 
In general, in estimating the class mixture ratio, the larger 

the number of classes, the lower the estimation accuracy of the 
mixture ratio. Therefore, we considered limiting the number of 
classes as much as possible. Here, the pixels at the 
discontinuous portion of the road of interest are boundary 
pixels that are spectrally heterogeneous and exist at the 
boundaries of different class regions. The image has spatial 
information based on the macroscopic structure (for example, 
a network of roads, railways, rivers, etc.), which can be 
extracted by an edge operator or the like. Furthermore, it is 
confirmed that the boundary pixels are spectrally boundary by 
the homogeneity test [1] and the like. 

There are several types of pixels of the set class around the 
boundary pixel (at most, the number of pixels around eight 
pixels around the boundary class). When estimating the class 
mixture ratio based on Eq. (16), the smaller the number of set 
classes, that is, the smaller the number of unknowns, the better 
the estimation accuracy, but only for the boundary pixels such 
as roads. Then the number of classes will not be so large. 
When determining the number of classes to be set, the 
frequency distribution of the number of classes of eight 
neighboring pixels around the boundary pixel may be checked 
and determined in advance. 

V. EXPERIMENTS 

A. Simulation Data 
Set the number of classes to 3, and Mixel was simulated as 

a parameter. The generated random number is signaled so that 
the S / N ratio becomes 10. Table I shows a comparison 
among the proportion estimation accuracies derived from 
Generalized Inverse Matrix Method (GIMM), the Least 
Square Method with a Prior Proportion (LESP) in case of 
which the Euclidian distance between the pixel of interest and 
the previously estimated boundary pixel is 3. 

Since the proposed method is based on the generalized 
inverse matrix method and adds constraints, the simulation 
results are used to estimate the generalized inverse matrix and 

the estimation accuracy and RMS error of the method 
proposed in this paper. As a result, as shown in Table I, the 
proposed method showed that the RMS error in estimating the 
mixture ratio was 73.5-98.8% better than that using the 
generalized inverse matrix. 

B. Actual Data 
The data of the area including Saga city and Ushizu town 

acquired in May 1986 by LANDSAT-5 / TM was used. The 
area is composed of paddy fields, including urban, residential, 
road, railway and river networks. This is called Saga data here. 

Focusing on the area surrounded by the solid line in Fig. 2, 
three pixels are selected from each segment of the paddy field 
located away from the road, the paddy field on the side of the 
road, the road, and the unconnected part, and their mixture 
ratio was estimated. Fig. 6 shows the selected pixel position 
and Table II shows the estimation results. 

The results showed that the discontinuous pixels had a 
large vegetation ratio. When we went to the corresponding 
place and investigated the situation, we confirmed that the 
branches and leaves of the trees on the road covered the road. 

The matrix A representing the spectral reflectance 
characteristics of each class in Eq. (15) was obtained by 
extracting pixels considered to be representative of the class 
from the image and averaging them. However, since the 
extracted pixels themselves are often Mixel, an estimated from 
these is poor in the representativeness of each class of paddy 
field, road, and vegetation. 

In particular, the pixels corresponding to the road class are 
greatly affected by the ground covering having spectral 
reflectance characteristics other than roads, and do not 
represent the true road spectral reflectance characteristics. 
However, even if the mixture ratio is estimated assuming that 
a “road-like class” in which the pixel occupancy is dominant 
is set from the beginning, the discontinuous portion of the 
road under consideration and their mixture ratio estimation Is 
considered to be sufficient for the determination of road 
continuity according to. 

TABLE I. A COMPARISON AMONG THE PROPORTION ESTIMATION ACCURACIES DERIVED FROM GENERALIZED INVERSE MATRIX METHOD (GIMM), THE 
LEAST SQUARE METHOD WITH A PRIOR PROPORTION (LESP) IN CASE OF WHICH THE EUCLIDIAN DISTANCE BETWEEN THE PIXEL OF INTEREST AND THE 

PREVIOUSLY ESTIMATED BOUNDARY PIXEL IS 3 

Mixing Ratio   GIMM     LESP     
Road Paddy Water Road Paddy Water Road Paddy Water 
0.5 0.5 0 0.507 0.417 0.076 0.499 0.501 0 
RMSE   0.0646     0.0008     
Optimum r     N/A     580     
0.5 0 0.5 0.589 0.006 0.405 0.497 0.026 0.477 
RMSE   0.0756     0.02     
Optimum r     N/A     440     
0.2 0.8 0 0.252 0.672 0.076 0.214 0.786 0 
RMSE   0.0911     0.0118     
Optimum r     N/A     1000     
0.4 0.4 0.2 0.497 0.393 0.11 0.397 0.405 0.198 
RMSE   0.0765     0.0032     
Optimum r     N/A     580     
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Fig. 6. Designated Pixels for Investigation of Proportion Estimation. 

TABLE II. ESTIMATED MIXING RATIOS OF ROAD, PADDY FIELD AND 
WATERBODY CLASSES FOR THE EXTRACTED PIXELS 

No. Mixing Ratio   Remarks 
  Road Paddy Water   
1 0.198 0.612 0.19 Paddy field 
2 0.193 0.674 0.133 apart from road 
3 0.145 0.622 0.243   
4 0.287 0.612 0.101 Paddy field 
5 0.034 0.582 0.384 beside road 
6 0.078 0.552 0.37   
7 0.51 0.399 0.001 Road 
8 0.484 0.395 0.121   
9 0.637 0.231 0.132   
a 0.333 0.536 0.131 Disconnected 
b 0.343 0.517 0.14 segments of road 
c 0.443 0.377 0.18   

VI. CONCLUSION 
The method of estimating the class mixture ratio in 

adjacent boundary pixels proposed in this paper is more 
effective than the conventional method using the generalized 
inverse matrix when the class mixture ratio of successive 
boundary pixels is almost equal. The estimation accuracy is 
excellent. That is, if the Euclidean distance between 
consecutive boundary pixels is 3 and the S / N due to 
observation noise is 10, the RMS value of the estimation error 
of the proposed method is reduced to about 1/4 to 1/81 of that 
of the generalized inverse matrix.  

It was confirmed that it could be reduced. This method is 
effective especially when the Euclidean distance between 
consecutive boundary pixels is short, such as a road running in 
a large paddy field or in an urban area, that is, when the class 
mixture ratio of the boundary pixels is about a bit. If this 
precondition does not hold and the distance between 
consecutive boundary pixels is long, it is equivalent to a 
generalized inverse matrix. 

This estimation method can be applied not only to one of 
the knowledge bases using context information such as "trees 
wear on the road" as an example, but also to more knowledge 
bases. 

VII. FUTURE RESEARCH WORKS 
The proposed method is adopted in the real earth 

observation satellite imagery data, and it is a future subject to 
realize a more usable context-based classification method. 

ACKNOWLEDGMENT 
The author, also, would like to thank Professor Dr. Hiroshi 

Okumura and Professor Dr. Osamu Fukuda for their valuable 
discussions. 

REFERENCES 
[1] Ketting, R.L. and D.A. Landgrebe, Classification of multispectral imabe 

data by Extraction and Classification of Homogeneous Objects, 
Proceedings of the 1975 Machine Processing of Remotely Sensed Data 
Symposium, pp. 2 A-1-2A-11, Purdue Univ., USA, 1975. 

[2] Horwitz, H,M., et al., Estrimating the Proportions of objects within a 
single resolution element of a multispectral scanner, Proceedings of the 
7 th Int. Symp. on Remote Sensing of Environment, No. 10259-1-X, pp. 
1307-1320, 1971. 

[3] Nalepka, R.F., et al., Estimating proportions of objects from 
multispectral data, NASA Report No. CR-WRL 31650-73-T, 1972. 

[4] Hall, F.G., Satellite Remote Sesning: An integral tool in aquiring global 
crop production information, Proceedings of the 1982 Machine 
Processing of Remotely Sensed Data Symposium, 10-22, 1982. 

[5] Minoru Inamura, Analysis of Remote Sensing Image Data Based on 
Category Decomposition, IEICE Journal, Vol.J70-C, no.2, pp.241-250, 
1987. 

[6] Rikimaru, Kamijo, Oshima, Development of Simple Estimation Method 
for In-pixel Spectral Information, Journal of the Japan Society of 
Photogrammetry, Vol. 27, no. 6, pp. 23-34, 1988. 

[7] Ito, Fujimura, Area ratio estimation by category decomposition of 
pixels, Transactions of the Society of Instrument and Control Engineers, 
Vol.23, No.8, pp.20-25, 1987. 

[8] Kohei Arai, Terayama, Teramoto, Matsumoto, Fujikyu, Tsuchiya, Image 
Classification by Category Decomposition (I)-Context Classification 
with Category Decomposition by Inverse Problem Solving I, The 
Remote Sensing Society of Japan, 119-122, 1990. 

[9] Ozaki, Taniguchi, Image Processing, Kyoritsu Shuppan, 1983. 
[10] Matsumoto, Fujikyu, Tsuchiya, Arai, Category decomposition based on 

maximum likelihood estimation, Journal of the Japan Society of 
Photogrammetry, Vol. 30, No. 2, pp. 25-34, 1991. 

[11] Kohei Arai, Classification by Re-Estimating Statistical Parameters 
Based on Auto-Regressive Model, Canadian Journal of Remote Sensing, 
Vol.16, No.3, pp.42-47, Jul.1990. 

[12] Kohei Arai, Multi-Temporal Texture Analysis in TM Classification, 
Canadian Journal of Remote Sensing, Vol.17, No.3, pp.263-270, 
Jul.1991. 

[13] Kohei Arai, Maximum Likelihood TM Classification Taking into 
account Pixel-to-Pixel Correlation, Journal of International 
GEOCARTO, Vol.7, pp.33-39, Jun.1992.  

[14] Kohei Arai, A Supervised TM Classification with a Purification of 
Training Samples, International Journal of Remote Sensing, Vol.13, 
No.11, pp.2039-2049, Aug.1992. 

[15] Kohei Arai, TM Classification Using Local Spectral Variability, Journal 
of International GEOCARTO, Vol.7, No.4, pp.1-9, Oct.1992. 

[16] Kohei Arai, A Classification Method with Spatial Spectral Variability, 
International Journal of Remote Sensing, Vol.13, No.12, pp.699-709, 
Oct.1992. 

[17] Kohei Arai, TM Classification Using Local Spectral Variability, 
International Journal of Remote Sensing, Vol.14, No.4, pp.699-709, 
1993. 

[18] Kohei Arai, Application of Inversion Theory for Image Analysis and 
Classification, Advances in Space Research, Vol.21, 3, 429-432, 1998. 

[19] Kohei Arai and J.Wang, Polarimetric SAR image classification with 
maximum curvature of the trajectory in eigen space domain on the 

49 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 11, No. 12, 2020 

polarization signature, Advances in Space Research, 39, 1, 149-154, 
2007. 

[20] Hiroshi Okumura, Makoto Yamaura and Kohei Arai, A hybrid 
supervised classification method for multi-dimensional images using 
color and textural features, Journal of the Japanese Society of Image 
Electronics Engineering, 38, 6, 872-882, 2009. 

[21] Kohei Arai, Polarimetric SAR image classification with high frequency 
component derived from wavelet multi resolution analysis: MRA, 
International Journal of Advanced Computer Science and Applications, 
2, 9, 37-42, 2011. 

[22] Kohei Arai Comparative study of polarimetric SAR classification 
methods including proposed method with maximum curvature of 
trajectory of backscattering cross section in ellipticity and orientation 
angle space, International Journal of Research and Reviews on 
Computer Science, 2, 4, 1005-1009, 2011. 

[23] Kohei Arai, Comparative study on discrimination methods for 
identifying dangerous red tide species based on wavelet utilized 
classification methods, International Journal of Advanced Computer 
Science and Applications, 4, 1, 95-102, 2013. 

[24] Kohei Arai, Multi spectral image classification method with selection of 
independent spectral features through correlation analysis, International 
Journal of Advanced Research in Artificial Intelligence, 2, 8, 21-27, 
2013. 

[25] Kohei Arai, Image retrieval and classification method based on 
Euclidian distance between normalized features including wavelet 
descriptor, International Journal of Advanced Research in Artificial 
Intelligence, 2, 10, 19-25, 2013. 

[26] Kohei Arai, Wavelet Multi-Resolution Analysis and Its Application to 
Polarimetric SAR Classification, Proceeding of the SAI Computing 
Conference 2016. 

[27] Yoshinori Bando, Nan Bu, Osamu Fukuda, Hiroshi Okumura, Kohei 
Arai, Object classification using a deep convolutional neural network 

and its application to myoelectric hand control, Proceedings of the 
International Symposium on Artificial Life and Robotics (AROB2017), 
GS12, 2017. 

[28] Kohei Arai, Image classification considering probability density 
function based on Simplified beta distribution, International Journal of 
Advanced Computer Science and Applications IJACSA, 11, 4, 481-486, 
2020. 

[29] Kohei Arai, Maximum Likelihood Classification based on Classified 
Result of Boundary Mixed Pixels for High Spatial Resolution of 
Satellite Images, International Journal of Advanced Computer Science 
and Applications, Vol. 11, No. 9, 24-30, 2020. 

AUTHOR’S PROFILE 
Kohei Arai, He received BS, MS and PhD degrees in 1972, 1974 and 

1982, respectively. He was with The Institute for Industrial Science and 
Technology of the University of Tokyo from April 1974 to December 1978 
also was with National Space Development Agency of Japan from January, 
1979 to March, 1990. During from 1985 to 1987, he was with Canada Centre 
for Remote Sensing as a Post Doctoral Fellow of National Science and 
Engineering Research Council of Canada. He moved to Saga University as a 
Professor in Department of Information Science on April 1990. He was a 
councilor for the Aeronautics and Space related to the Technology Committee 
of the Ministry of Science and Technology during from 1998 to 2000. He was 
a councilor of Saga University for 2002 and 2003. He also was an executive 
councilor for the Remote Sensing Society of Japan for 2003 to 2005. He is a 
Science Council of Japan Special Member since 2012. He is an Adjunct 
Professor of University of Arizona, USA since 1998. He also is Vice 
Chairman of the Science Commission “A” of ICSU/COSPAR since 2008 then 
he is now award committee member of ICSU/COSPAR. He wrote 55 books 
and published 620 journal papers as well as 450 conference papers. He 
received 66 of awards including ICSU/COSPAR Vikram Sarabhai Medal in 
2016, and Science award of Ministry of Mister of Education of Japan in 2015. 
He is now Editor-in-Chief of IJACSA and IJISA. http://teagis.ip.is.saga-
u.ac.jp/index.html. 

 

50 | P a g e  
www.ijacsa.thesai.org 

http://teagis.ip.is.saga-u.ac.jp/index.html
http://teagis.ip.is.saga-u.ac.jp/index.html

	I. Introduction
	II. Related Research Works
	III. Research Background
	A. Motivation of the Research
	B. Class Mixing within Pixels using Conventional Generalized Inverse Matrix Estimation Method of Ratio

	IV. Proposed Method
	A. Estimation of Mixture Ratio of Pixel almost equal to Mixture Ratio of Preceding Pixel
	B. Determining the Strength of Constraints
	C. Class Settings and their Number

	V. Experiments
	A. Simulation Data
	B. Actual Data

	VI. Conclusion
	VII. Future Research Works

