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Abstract— Jamming attack is one of the most common threats 

on wireless networks through sending a high-power signal to the 

network in order to corrupt legitimate packets. To address 

Jamming attacks problem, the Particle Swarm Optimization 

(PSO) algorithm is used to describe and simulate the behavior of 

a large group of entities, with similar characteristics or 

attributes, as they progress to achieve an optimal group, or 

swarm. Therefore, in this study enhanced version of PSO is 

proposed called the Improved PSO algorithm aims to enhance 

the detection of jamming attack sources over randomized mobile 

networks. The simulation result shows that Improved PSO 

algorithm in this study is faster at obtaining the location of the 

given mobile network at which coverage area is minimal and 

hence central compared to other algorithms. The Improved PSO 

as well was applied to a mobile network. The Improved PSO 

algorithm was evaluated with two experiments. In the First 

experiment, The Improved PSO was compared with PSO, GWO 

and MFO, obtained results shown the Improved PSO is the best 

algorithm among others to fine obtain the location for jamming 

attack. In Second experiment, Improved PSO was compared with 

PSO in mobile network environment. The obtain results prove 

that Improved PSO is better than PSO for obtaining the location 

in mobile network where coverage area is minimal and hence 

central. 

Keywords—Jamming attacks; Mobility; PSO; mobile networks; 

attacked detection; network security 

I. INTRODUCTION 

Wireless sensor networks are especially sensitive to Denial 
of Services Attacks (DoS) [22] such as Jamming attacks [1]. 
The DoS attacks have a huge chance of attacking in the 
wireless sensor networks for the services provided by the 
network. In this case, the network performance would be 
decreased since the detection of the denial of service attack is 
difficult. However [23][25], wireless sensor networks are 
exposed to different forms of attacks such as data integrity and 
confidentiality[24]attacks that include Denial of Service (DOS) 
attack, power consumption related attacks such as Denial of 
Sleep attack and service availability and bandwidth 
consumption related attacks, which includes flooding attacks 
and Jamming attacks. 

One of the most common types of DOS attacks on wireless 
sensor network is jamming attack. Jamming attack happens 
when attackers send a high-power signal in order to generate 
interference and avoid correct reception of legitimate packets. 
Jamming attack at the wireless network consisted of sending a 
high-power signal to the network in order to corrupt legitimate 
packets. 

The main purpose of jamming attack is to disrupt the signal 
transmission during the communication of the users the 
jamming device [19] intentionally emits the electromagnetic 
energy. It is considered as one of the main adversarial threat 
and it degrades the performance of the network. By 
continuously transmitting, the jamming signals the attackers 
would able to interfere between the users' communication. In 
addition, the jammer could be used to prevent the traffic in the 
wireless medium. Within a certain radius, the jammer could 
able to block all the radio communication on any device which 
uses the radio signal frequencies for transmission. 

Wireless sensor networks are mostly susceptible to 
Jamming attacks due to limited resources such as processing 
capability, memory and insecure transmission medium [18], 
[20]. To address the problem of how to enhance the security of 
wireless networks from jamming attacks, several methods and 
algorithms have been developed. For example, Le Wang and 
Alexander [17] developed a new method to detect jamming 
attacks and determine the type of jamming attack using signal 
strength and packet delivery ratio mechanisms. The main 
weakness of this method was not able to detect the source of 
jamming. Ghosal [1] applied the spread spectrum (SS) method 
to detect the jamming attacks through spreading data being 
transmitted across the frequency spectrum. This method has 
many limitations such as inefficient, complexity and more 
costly in terms of computation as compared to other methods. 

Other approaches focused on detecting the jamming attacks 
in mobile networks. Muraleedharan and Osadciw [4] proposed 
a novel method to detect jamming attacks using ANT system. 
The main purpose of this method was to analyze the DOS 
attack and predict the type of DOS attacks in order to identify 
the best defense mechanism. This method helped in increasing 
the reliability of quality of service of wireless sensor network. 
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Quintana [5] developed a hybrid method by combining Particle 
Swarm Optimization (PSO) and ANT to mitigate attacks using 
Time-Hopping Spread-Spectrum system. In the same way, 
Ramírez-Mireles [6] proposed approach based on two 
functions, Private Key Based Time Hopping and Selected 
Diversity Based Time Hopping in order to confuse the jammer 
and reduce its ability to target the carrier frequency being 
transmitted by the node. 

Due to some weaknesses of existing methods of jamming 
detection, where most of them are unable to detect the sources 
of jamming attacks. Therefore, this paper attempts to fill the 
research gap by proposing an algorithm called the improved 
PSO algorithm in order to enhance the detection of jamming 
noise by determining the locations and sources of jamming 
attacks in mobile network. Then, we evaluated the improved 
PSO by conducting two experimental tests. In first experiment, 
the Improved PSO algorithm was compare with PSO, Grey 
Wolf Optimizer (GWO) and Moth-Flame Optimization (MFO) 
with different test function. All algorithms were executed on a 
randomized particle swarm using a series of test functions. In 
the second experiment, The Improved PSO and PSO 
algorithms are performed on a randomized mobile network in 
order to find the optimal location for the jamming system to be 
positioned [21]. 

The rest of this paper is organized as follows: Section 3 
contains the related work, Section 3 describes the Proposed 
Improved PSO and its Application to Detect Jamming Attack 
then it describes the Mathematical model for Detection of 
Jamming. Finally, Sections 4 and 5 contain the experimental 
results and the conclusion. 

II. RELATED WORKS 

In the literature, there are several methods that have been 
developed to detect the jamming attack in wireless sensor 
networks. In this section, we overviewed some of existing 
methods that addressed this problem. Most of these studies 
focused on detecting the jamming attack executions and 
prevention of jamming attacks. For instance, Houssaini M.A.E 
et al. [7], proposed a new method for detecting jamming 
attacks in mobile networks using statistical process control 
(SPC). The SPC method has been applied to the packet drop 
ratio (PDR) which refers to the number of dropped data 
packets to the total of data packets sent in a mobile network. 
Another method developed by Chaturvedi P. and Gupta K. [8], 
which aimed to detect and prevent several types of Jamming 
attacks in wireless networks. The proposed method discussed 
about jamming attacks in general and how they can be 
physically implemented to attack a wireless network. This 
discussion is then followed by a description of a variety of both 
detection and prevention techniques implemented against 
jamming attacks. Chaturvedi P. and Gupta K. [9] presented 
another method for Jamming attacks and prevention techniques 
using Honeypots in wireless networks. The method was 
focused on jamming situations where the jammer is a part of 
the given network in the situation, i.e., which have internal 
knowledge of the network protocol specifications, thus making 
them even more difficult to detect. This study continues further 
to explain the four jamming models that a jammer can use to 
attack a wireless network. 

Sari A. and Necat B. [10] proposed a new method using 
Unified Security Mechanism (USM) to enhance the security of 
mobile Ad-Hoc Networks against Jamming attacks. This 
method explained explains how jamming attacks can occur 
through the MAC (Medium Access Control) layer of a mobile 
ad-hoc network and how their proposed method to prevent 
jamming attacks can be used in this layer. There are different 
coordination mechanisms that the method implements in this 
layer, mainly the Point Controller Functions (PCF) and 
RTS/CTS (Request to Send/Clear to Send) mechanisms. In the 
same way, Xu W. et al. [11], proposed two detection methods 
for detecting Jamming attacks in wireless networks. The first 
method checks the signal strength of the data packets being 
delivered in the wireless network, and the second one 
consistently checks similar local measurements. Balogun V. 
and A. Krings [12] proposed a method for jamming attacks 
inflicted on cognitive radio networks through fault-model 
classification, followed by a prevention technique designed 
specifically for fault models. 

Jamming Probability and Network Channel Access 
Probability in Wireless Sensor Networks, by Chowdary and Ali 
[13], described in detail how jammers depend on the 
knowledge of details of the network, like network channel 
access probability, to attack it, and how the network depends 
on the knowledge of details of the jammer, like the jamming 
probability, to be able to detect it. Two case are experimented 
on – first, an ideal situation where both the network and the 
jammer have all the necessary information on each other to 
execute their actions, and second, a situation where only the 
jammer does not have the information it needs to execute an 
attack. Effect of Jamming Attack in Mobile Ad Hoc 
Environment, by Popli P. and Raj P. [14], gives an in-depth 
descript of how jammers, using radio waves, disrupt signals 
being sent to or from a mobile node. It then continues to 
specifically focus on differentiating between the performance 
of mobile ad-hoc networks with and without a jamming device 
in their vicinities. Using IEEE standards, a mobile ad-hoc 
network is simulated and tested for performance with and 
without a jammer and the results are compared. Packet-Hiding 
Methods for Preventing Selective Jamming Attacks, by Pavani 
G. [15], begins with an explanation of selective jamming 
attacks, and how they are an improved version of jamming 
attacks, in the sense that they can target data signals of 
importance. Moreover, these types of attacks stay active for 
very short periods of time, and hence are harder to detect. Two 
situations are then discussed – an attack on the TCP layer of a 
network and an attack on the routing of a network – followed 
by a discussion of three proposed schemes to prevent these 
attacks. 

A. Particle Swarm Optimization (PSO) 

This algorithm starts with a group of entities with random 
locations, calculates their individual location-based fitness 
values and then searches for the entity with optimal fitness 
value of the group, which can be called the global best value 
[3]. Another optimal fitness value that each entity keeps track 
of is the best fitness value the node has had so far, which can 
be called the local best value [26]. 
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After the two optimal values are calculated for all entities, 
their positions are updated with the following equations [1] and 
[2]: 

(1)(2) 

Where X is the position of the current entity being 
analysed, Pl is the position of the entity with the local best 
fitness value, Pg is the position of the entity with the global 
best fitness value, I is the current dimension being analysed, t 
is the current iteration and phi1 and phi2 are learning factors 
(usually 0 to 1 and user defined). 

 Depending on the situation the algorithm is applied to, the 
user can either define the number of iterations to run the 
algorithm for or the required optimal value to attain. The 
pseudo code for this algorithm is given below: 

for every iteration  

for every dimension 

Return back the entities that go beyond the 

boundaries of the search space; 

end for 

 

for every entity 

calculate the current fitness value;  

 

if current fitness value is better than local best 

fitness value 

local best fitness value = current fitness value; 

position of entity with local best fitness = position of 

current entity; 

end 

 

if current fitness value is better than global best 

fitness value 

global best fitness value = current fitness value; 

position of entity with global best fitness = position 

of current entity; 

end 

end for  

 

for every entity 

 use equations 1 and 2 to calculate the 

change in position for each dimension 

  and update the position of each 

particle accordingly; 

end for   

end 

After many iterations, eventually all entities the swarm will 
reach an optimal fitness value and associated position, i.e., the 
optimal fitness position. 

The pseudo code for the application of the original PSO to 
a mobile network is given below: 

for every iteration  

for every dimension 

Return back the nodes that go beyond the 

boundaries of the search space; 

end for 

for every node 

for every other node 

calculate radial distance between current node and other 

node and 

calculate the corresponding circular area; 

end for 

 

Coverage area of the current node = maximum of 

all circular areas computed; 

 

if current coverage area is smaller than local 

minimum coverage area 

local minimum coverage area = current coverage 

area; 

position of node with local minimum coverage area 

= position of current node; 

end 

 

if current coverage area is smaller than global 

minimum coverage area global minimum coverage 

area = current coverage area;position of node with 

global minimum coverage area = position of current 

node; 

end 

end for  

 

for every node use equations 1 and 2 to calculate 

the change in position for each dimensionand 

update the position of each node accordingly; 

end for 

End 

III. PROPOSED ALGORITHM 

A. The Improved PSO 

The improved PSO algorithm aims at reducing the number 
of iterations required to reach the optimal fitness value. 
Improved PSO updated positions according to equation 3 & 4. 
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The Improved PSO entity positions are normalized, means 
their position values are described in terms of fractions of the 
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boundary lengths. As well as learning factors in Improved PSO 
phi1 and phi2 are assumed to be 1. Below shows pseudo code 
for Improved PSO algorithm. 

For every iteration  

for every dimension 

Return back the entities that go beyond the boundaries of 

the search space 

end for 

 for every entity 

  calculate the current fitness value; 

if current fitness value is better than local best fitness value 

local best fitness value = current fitness value; 

position of entity with local best fitness = position of 

current entity; 

end 

if current fitness value is better than global best fitness 

value 

global best fitness value = current fitness value; 

position of entity with global best fitness = position of 

current entity; 

end 

end for  

for every entity 

 use equations 3 and 4 to calculate the change in 

position for each dimension 

  and update the position of each particle 

accordingly; 

end for 

end 

Improved PSO algorithm is applied to mobile networks 
according to pseudo code shows below: 

For every iteration  

for every dimension 

Return back the nodes that go beyond the boundaries of 

the search space; 

end for 

 for every node 

  for every other node 

Calculate radial distance between current node and 

another node and 

calculate the corresponding circular area; 

end for 

if current fitness value is better than local best fitness 

value 

local best fitness value = current fitness value; 

position of entity with local best fitness = position of 

current entity; 

end 

if current fitness value is better than global best fitness 

value 

global best fitness value = current fitness value; 

position of entity with global best fitness = position of 

current entity; 

end 

end for  

for every node 

 use equations 3 and 4 to calculate the change in 

position for each dimension 

 and update the position of each node accordingly; 

end for 

end 

B. Jamming Attack Detection based on Improved PSO 

Algorithm 

Improved PSO can detect jamming attack in mobile 
networks by determines location of jamming source. Fig. 1 
shows steps for detecting jamming attack in mobile network 
based on Improved PSO. 

C. Mathematical Model for Detection of Jamming Attack 

Jamming devices are better designed to provide the best 
possible network coverage to cause harm [16]. The jamming 
source will be easier to find if each node's coverage area is 
minimized. The coverage area of each node is defined as the 
area of the largest circle that can be created by joining a line of 
radius between the node in question and the distant node. 
coverage area calculates in equation 5. 

                              (5) 

 

Fig. 1. Jamming Attack Detection based on Improved PSO. 
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Where α is denoted to dimensional position of the current 
node and i represents the position of the other node being used 
as well to calculate the radius between the two nodes. 
Coverage area for 1D, 2D and 3D calculate using equation 
6,7,8, respectively. 

1D=>                  (6) 

2D=>√                             (7) 

3D=>√                                    (8) 

After calculating coverage area for a single node, its local 
minimal coverage area is computed and updated as in equation 
9. The coverage area for every node is computed within a 
single iteration the global minimal coverage computed and 
updated as in equation 10. 

                                                      (9) 

                                         (10) 

Finally, the positions of all of nodes is update for single 
iteration according to equations 11 and 12. 
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IV. EXPERIMENTAL RESULTS 

To evaluate the Improved PSO two experiments that were 
conducted. In the first experiment, the Improved PSO 
algorithm was compared with PSO, Grey Wolf Optimizer 
(GWO) and Moth-Flame Optimization (MFO) with different 
test function. All algorithms were executed on a randomized 
particle swarm using a series of test functions. In the Second 
experiment, The Improved PSO and PSO algorithms was 
performed on a randomized mobile network in order to find the 
optimal location for the jamming system to be positioned. 
Fig. 2 shows experiments procedure. 

A. First Experiment Results and Discussion 

Improved PSO was exam with a group of standard 
benchmark test functions CEC_2005 [17]. Appendix 1 shows 
the CEC_2005 Test Functions. 

Simulations result for each test function F1 to F14 are 
shown in Fig. 3 to Fig. 16, respectively. 

 

Fig. 2. Experiments Procedure. 

 

Fig. 3. F1 Test Function. 
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Fig. 4. F2 Test Function. 

 

Fig. 5. F3 Test Function. 

 

Fig. 6. F4 Test Function. 

 

Fig. 7. F5 Test Function. 

 

Fig. 8. F6 Test Function. 

 

Fig. 9. F7 Test Function. 

 

Fig. 10. F8 Test Function. 

 

Fig. 11. F9 Test Function. 
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Fig. 12. F10 Test Function. 

 

Fig. 13. F11 Test Function. 

 

Fig. 14. F12 Test Function. 

 

Fig. 15. F13 Test Function. 

 

Fig. 16. F14 Test Function. 

The experiment was conducted using 100 entities where 
location was randomized, using F1 to F14. Each algorithm was 
test with 100 iterations to obtain minimal fitness value of all 
the entities. Each experiment was run 30 times for each test 
function. Table I show obtained results for Improved PSO, 
Table II show obtained results for PSO, Table III show 
obtained results for GWO and Table IV show obtained results 
for MFO. 

TABLE I. IMPROVED PSO RESULTS 

Test Function Mean Min Max 

F1 -8000450 -8000450 -8000450 

F2 -1.6E+14 -1.6E+14 -1.6E+14 

F3 -4E+12 -4E+12 -4E+12 

F4 -5.3E+07 -5.6E+07 -5.6E+07 

F5 -549140 -550310 -550310 

F6 -1.6E+15 -1.6E+15 -1.6E+15 

F7 -2411.15 -8573.2 -8573.2 

F8 -139.273 -139.946 -139.946 

F9 -8000330 -8000330 -8000330 

F10 -8000330 -8000330 -8000330 

F11 89.8927 89.32279 89.32279 

F12 -302026 -348217 -348217 

F13 -1.3E+27 -1.3E+27 -1.3E+27 

F14 -300.503 -300.55 -300.55 

TABLE II. PSO RESULTS 

Test Function Mean Min Max 

F1 -7922693.4 -8000450 -5667751 

F2 -1.594E+14 -1.6E+14 -1.6E+14 

F3 -4E+12 -4E+12 -4E+12 

F4 -52994250 -55962633 -27981549 

F5 -548960.7 -550310 -547114 

F6 -1.602E+15 -1.602E+15 -1.602E+15 

F7 -2415.1051 -8573.1973 -2175.9043 

F8 -139.30124 -139.94577 -138.29682 

F9 -8000330 -8000330 -8000330 

F10 -8000330 -8000330 -8000330 

F11 89.7885997 89.3227882 90.2519517 

F12 -304642.2 -351107.8 -266467.1 

F13 -1.282E+27 -1.283E+27 -1.281E+27 
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F14 -300.50356 -300.55021 -300.50002 

TABLE III. GWO RESULTS 

Test Function Mean Min Max 

F1 -6909926 -8000450 -4339582 

F2 -1.4E+14 -1.6E+14 -9.5E+13 

F3 -4E+12 -4E+12 -3.9E+12 

F4 -4.5E+07 -5.6E+07 -3.2E+07 

F5 -547161 -550310 -541942 

F6 -1.5E+15 -1.6E+15 -6.5E+14 

F7 -181486 -3240831 -5991.43 

F8 -139.946 -139.993 -139.866 

F9 -6856636 -8000330 -5124974 

F10 -6856636 -8000330 -5124974 

F11 89.1942 89.03894 89.32363 

F12 -282756 -335073 -252646 

F13 -1.2E+27 -1.3E+27 -8.3E+26 

F14 -300.997 -300.998 -300.996 

TABLE IV. MFO RESULTS 

Test Function Mean Min Max 

F1 -8000450 -8000450 -8000450 

F2 -1.6E+14 -1.6E+14 -1.6E+14 

F3 -4E+12 -4E+12 -4E+12 

F4 -5.6E+07 -5.6E+07 -5.6E+07 

F5 -548071 -550310 -544810 

F6 -1.6E+15 -1.6E+15 -1.6E+15 

F7 -9259983 -3240831 -5021.42 

F8 -97.6534 -139.993 -97.6499 

F9 -8000330 -8000330 -8000330 

F10 -8000330 -8000330 -8000330 

F11 89.16613 89.03894 89.30676 

F12 -293310 -335073 -254831 

F13 -1.3E+27 -1.3E+27 -1.3E+27 

F14 -300.995 -300.998 -300.94 

TABLE V. COMPARISON OF IMPROVED PSO, PSO, GWO AND MFO 

Test Function MPSO vs. PSO MPSO vs.GWO MPSO vs. MFO 

F1 < < = 

F2 < < = 

F3 = = = 

F4 < < > 

F5 < < < 

F6 > < = 

F7 > > > 

F8 > > < 

F9 = < = 

F10 = < = 

F11 > > > 

F12 > < < 

F13 < < = 

F14 > > > 

Finally, Table V present a comparison between Improved 
PSO, PSO, GWO and MFO in term of Average minimal fitness 
values. 

It is observable that the Improved PSO algorithm 
outperformed the PSO, GWO and MFO in term of minimal 
fitness value. Fig. 17 to 29 show the minimal converges area 
value vs. iterations for all tested algorithms with respect to all 
test functions (F1 to F14). 

 

Fig. 17. Minimal Converges Area with F1. 

 

Fig. 18. Minimal Converges Area with F2. 

 

Fig. 19. Minimal Converges Area with F3. 
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Fig. 20. Minimal Converges Area with F4. 

 

Fig. 21. Minimal Converges Area with F5. 

 

Fig. 22. Minimal Converges Area with F6. 

 

Fig. 23. Minimal Converges Area with F7. 

 

Fig. 24. Minimal Converges Area with F8. 

 

Fig. 25. Minimal Converges Area with F9. 

 

Fig. 26. Minimal Converges Area with F10. 

 

Fig. 27. Minimal Converges Area with F11. 
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Fig. 28. Minimal Converges Area with F28. 

 

Fig. 29. Minimal Converges Area with F29. 

B. Second Experiment Results and Discussion 

In the second experiment, the Improved PSO was 
compared with PSO in mobile network environment. The 
comparison is based on minimal coverage area obtained with 
100 iterations. Fig. 30 show the results of minimal coverage 
area vs. iterations. 

The Improved PSO algorithm outperformed PSO 
algorithm. Because node positions update to get closer to the 
optimal node. Since all the nodes of the network get closer to 
the optimal location with each iteration, their coverage areas 
get smaller and smaller, and eventually reach zero and a 
jamming device can be conveniently placed there to disrupt the 
network. Improved PSO required less iterations compare to 
PSO to detect the optimal location of a jamming device. 
Fig. 31 show required number of iteration vs. number of 
experiments. 

Table VI shows the statistical analysis results for Improved 
PSO and PSO. The obtained results show that Improved PSO 
outperformed PSO to optimal location for network coverage. 

 

Fig. 30. Minimal Coverage Area Vs Iterations Number. 

 

Fig. 31. Iteration Number vs. Run Number of Experiments. 

TABLE VI. THE STATISTICAL ANALYSIS RESULTS FOR IMPROVED PSO 

AND PSO 

PSO Mean Maximum Minimum Median Mode 

Original 6.64 71 3 4 4 

Improved 6 80 3 4 4 

V. CONCLUSIONS 

The paper has proposed algorithm called Improved PSO. 
Improved PSO normalizing the entity positions and squaring 
the resulting fraction values to update the positions in faster 
way for every entity to reach the optimal location in the swarm. 
The Improved PSO as well was applied to a mobile network. 
The Improved PSO algorithm was evaluated with two 
experiments. In the First experiment, The Improved PSO was 
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compared with PSO, GWO and MFO, obtained results shown 
the Improved PSO is the best algorithm among others to fine 
obtain the location for jamming attack. In Second experiment 
Improved PSO was compared with PSO in mobile network 
environment. The obtain results prove that Improved PSO is 
better than PSO for obtaining the location in mobile network 
where coverage area is minimal and hence central. The 
Improved PSO algorithm also improved the efficiency in 
detecting jamming attack and also improved source node 
determination for jamming attack. 
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APPENDIX 1. CEC 2005 TEST FUNCTIONS 

Function Name Function Equation Dimensions (D) Domain Min 

F1 

 

2 [-100,100] 0 

F2 

 

2 [-100,100] 0 

F3 

 

2 [-100,100] 0 

F4 

 

2 [-100,100] 0 

F5 
 

 

2 [-100,100] 0 

F6 

 

2 [-100,100] 1 

F7 

 

2 [0,600] 1 

F8 

 

2 [-32,32] -inf 

F9 

 

2 [-5,5] 0 

F10 

 

2 [-5,5] 0 

F11 

 

2 [-0.5,0.5] -1 

F12 

 

 

2 [-π,π] 0 

F13 

 

2 [-3,1] 1 

F14 

 

2 [-100,100] 0 

 


