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Abstract—Sentiment mining from the textual content on the
web can give valuable insights for discernment, strategic decision
making, targeted advertisement, and much more. Supervised
machine learning (ML) approaches do not capture the sentiment
inherent in the individual terms. Whereas the unsupervised sen-
timent lexicon (SL) based approaches lag behind ML approaches
because of a bias they have towards one sentiment than the other.
In this paper, we propose a hybrid approach that uses unsuper-
vised sentiment lexicons to transform the term space into a two-
dimensional sentiment space on which a discriminative classifier
is trained in a supervised fashion. This hybrid approach yields
higher accuracy, faster training, and lower memory footprint
than the ML approaches. It is more suitable for scenarios where
training data is scarce. We support our claim by reporting results
on six social media datasets using five sentiment lexicons and four
ML algorithms.
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I. INTRODUCTION

Humans are sentient beings that express emotions through
sentiments. The behaviour of an individual is often guided
by his (or her) emotions but can be studied by his (or her)
sentiments. Sentiments are expressed through writings, speech,
and actions. Recently, there is a drastic increase in usage of
the online medium such as articles, blogs, e-shopping, online
social networking (OSN) sites, e-newspapers, and magazines
for expression of sentiments. Many people now present their
analysis and stories in the forms of comments, tweets, reviews,
and feedback on almost every aspect of life [1]. The automatic
quantification of sentiments hidden within these texts can lead
to many insights that can help in contextual advertisement
[2], determine the popularity of an election or an advertising
campaign [3], identify trends in political discourses [4], movie
and product review mining [5], [6], and many more application
areas.

Sentiment analysis (SA)(or opinion mining) focuses on
discovering techniques that decipher these emotions and sen-
timents from raw text comments, reviews, etc. SA widely fo-
cuses on prediction or categorization of polarity encompassed
within a text. The categorization could be into two categories
such as positive or negative [7]; or even into a third neutral
category as well [8]. Positive and negative text is sometimes
also referred to as subjective text, whereas neutral text is
referred to as objective. Similarly, SA also aims to predict

emotions (happiness, sorrow, joy, anger, etc.) that are expressed
within a text [9]–[11].

Quantifying the sentiments in text documents is not an
easy task as they come from various domains, cover a wide
variety of topics, and are often unorganized and unstructured.
Predominantly two types of approaches exist for SA; super-
vised machine learning (ML) approaches, and the (unsuper-
vised) sentiment lexicon (SL) based approaches. Supervised
approaches are based on ML algorithms such as random
forests, support vector machines, logistic regression, etc. They
require a labelled set of text documents (referred to as training
data) to learn the predictive model. On the other hand, lexicon-
based approaches use pre-defined lexical dictionaries [12],
thus not requiring labelled training examples. Lexicon based
approaches can also be thought of as an expert system or a
knowledge-based approach. Supervised approaches have the
advantage of achieving higher accuracy, but their reliance on
labelled data is a bottleneck as it requires a tedious process of
reading through each text document and labelling it as positive
or negative accordingly.

On the other hand, SL based approaches do not require
labelled training data and thus can be applied directly without
learning any training model. However, they suffer from a
coverage problem, i.e., they fail to assign a sentiment label to
each document. To reach the best of both worlds, we propose a
hybrid approach that uses SL to transform the document term
space into a two-dimensional sentiment feature space where an
ML classifier is learned in a supervised fashion. This hybrid
approach yields higher accuracy (or similar accuracy with
fewer training examples) than the ML approaches, takes lesser
time and memory to train than SL approaches. It is suitable
for scenarios where training data is scarce. We support our
claim by reporting results on six different online social media
datasets (BBC, Digg, MySpace, Runner World, Twitter, and
YouTube), using five SL (Afinn, Happiness index, SenticNet,
SentiStrength, and SentiWordNet), and four ML algorithms
(support vector machines, naı̈ve Bayes, decision trees, and
LogitBoost). Thus briefly, the main contribution of this are:

• Proposal and implementation of a hybrid technique for
sentiment analysis.

• Study the effectiveness of the proposed approach,
in comparison to baseline methods of pure machine
learning and lexicon-based methods.
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• Evaluation of proposed methodology with the different
lexicon, machine learning algorithms and sentiment
datasets.

The rest of the paper is organized as follows; literature
review is given in Section II, followed by the description of our
methodology in Section III. Dataset details, evaluation setup,
and performance metrics are also described in this section.
Section IV presents the results and the discussion about the
performance of the various models. Finally, we conclude and
state our future direction in Section V.

II. RELATED WORK

The papers [11] and [13] provide detailed surveys of
various ML and SL approaches used in the literature for
sentiment analysis. For this study, we discuss here the most
standard and widely used SL and ML approaches, followed by
a detailed survey of hybrid approaches. We, therefore, structure
the related work in three subsections according to these three
types of approaches.

A. Lexicon-Based Techniques

All the lexicon-based approaches have in common a dic-
tionary of words (or phrases) having some score that hints
towards their polarity. They differ in terms of the source
of these words, dictionary size, and the methodology used
to assign them a score [1]. The process of building such
a lexicon is subjective; therefore, all these dictionaries only
have a small overlap. Similarly, a word may be deemed by
one expert to have a positive sentiment, whereas others may
deem it as neutral or even negative. Furthermore, many words
inherently do not contain a positive or negative orientation,
but it is the context in which they are used that makes their
polarity positive or negative [14]. Due to the aforementioned
reasons, there is no standard lexicon dictionary. Often there
might be a tweet, or a blog, that contains no word that has a
polarity, in which case, it is said that the lexicon does not cover
that particular document and no score is assigned to it. This
problem is referred to as the coverage problem [15]. Lexicon
based approaches have a major benefit of not requiring any data
for training, and thus can be used as off the shelf solutions.
We chose the four lexicons provided by the iFeel utility [12],
[16], namely, SenticNet, SentiWordNet, Happiness Index, and
SentiStrength. The fifth lexicon used is AFINN [17]. These five
approaches are described below.

1) Happiness Index: Happiness Index proposed by [18],
calculates average psychological scores and frequency for the
Affective Norms for English Words (ANEW) dictionary [19].
ANEW is a set of one thousand and thirty-four words bear-
ing scores for psychological valence (good–bad), dominance
(strong–weak), and arousal (active–passive) and their semantic
differentials. Based on these dimensions, words are assigned
a happiness score on the scale between 1 to 9. In our study,
we consider the words with scores between 1 to 4 as negative
words, whereas words with scores between 5 to 9 are regarded
as positive words.

2) SentiStrength: SentiStrength is a hybrid approach that
combines supervised and unsupervised classification methods
[20]. It consists of two thousand three hundred and ten words
exhibiting sentiments based on the Linguistic Inquiry and

Word Count (LIWC) dictionary [21]. Each word has a human-
assigned sentiment score from −5 to 5. Words having a score
from −5 to −1 are considered as negative, whereas words
having a score from 1 to 5 are regarded as positive words.
SentiStrength divides the given documents into words and
removes punctuations and emoticons, but in our study, we
already remove these artefacts during the pre-processing phase.
An associated sentiment score defined by SentiStrenght is
then mapped to each word. The scores are then summed up
for the positive and negative category. The category with the
higher score is then marked as the category of that particular
document.

3) SenticNet: SenticNet is a concept-level knowledge base
that provides a set of sentics, semantics, and polarity for
100,000 concepts. It uses AI and semantic web techniques
on web content to recognize, process, and interpret natural
language opinions. SenticNet assigns a sentiment score to each
concept between the range from −1 to 1 [22]. In this study,
we consider words with values less than 0 as negative words,
whereas words with scores higher than 0 are considered as
positive words.

4) AFINN: AFINN [23] is a sentiment lexicon worked out
by Finn Årup Nielsen group that is based on data generated
by Twitter. It is based on 1000 tweets used in “Twitter mood
maps reveal emotional states of America” [24]. This lexicon
has a total of 2,477 words labelled within the integral range of
±[1...5], where the positive and negative signs indicate whether
the word is positive or negative, respectively. The larger the
score, the more intense, is the sentiment.

5) SentiWordNet: SentiWordNet [8] is based on popular
English lexical dictionary ‘WordNet’ [25]. SentiWordNet has
more than 117,000 words, including nouns, verbs, and adjec-
tives. Each word is assigned a positive and as well as a negative
score within the [0. . .1] range.

B. Machine-Learning Methods

Supervised ML aims to learn a predictive model from
information encompassed in a given (training) dataset and
then apply that model to another (testing) dataset for pre-
dictions. After document pre-processing, supervised learning
is performed using a cross-validation approach, and yielded
results are saved accordingly. [26] provides a detailed survey
of supervised ML methods used for sentiment analysis. For
the purpose of this study we choose three benchmark machine
learning algorithms namely, LogitBoost (LB), naı̈ve Bayes
(NB), and support vector machines (SVM).

1) Naı̈ve Bayes: NB is a probabilistic classifier that has
been widely used for text classification in general and sen-
timent analysis in particular [27]. Based on Bayes theorem,
it assumes a naı̈ve independence i.e. all attributes are inde-
pendent of each other given the category label. Even though
this assumption does not hold in most cases, the resulting
model is easier to fit and works remarkably well for large
dimensional problems. NB predicts the class with the most
probable hypothesis. Thus NB assigns the label ŷ = ck for the
document X according to the following equation:

ŷ = arg max
k∈{P,N}

p(Ck)

n∏
i=1

p(xi|Ck) (1)

www.ijacsa.thesai.org 600 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 11, No. 6, 2020

Where xi represents the ith attribute (or feature) of document
X , and P and N represent the positive and negative class
labels, respectively.

2) Decision Trees: Decision trees are well known non-
parametric supervised learning methods used for classification
and regression. Although initially proposed more than three
decades ago [28], newer versions are still popular today [29].
DT predicts the value of the target variable by inferring
simple if-then-else type decision rules from the dataset. DT
are visualized as a tree structure in which internal nodes
perform a check on the attribute values, whereas the leaf nodes
correspond to an outcome of the target attribute. For prediction,
each record is traversed through the root node until it reaches
the leaf node where it is assigned a prediction label that is
associated with that particular leaf node. Attributes are selected
using an information-theoretic measure called entropy. We use
an advanced implementation of the DT algorithm named as
classification and regression trees (CART) [30].

3) Support Vector Machines: SVM is a widely used dis-
criminative classifiers for classification of text and sentiments
[31], [32]. It is a binary classifier that projects each document
as a point in a higher dimensional feature space such that
the points belonging to the different categories are separated
as far as possible. A hyperplane is then learned in this
feature space to discriminate between the points of the two
categories. The learned hyperplane is an optimal hyperplane
i.e. it maximizes the gap (or distance or margin) between the
closest points of the two categories. This help SVM achieve a
better generalization over the unseen data. Decision function
for SVM is as follows [33]:

ŷi =

{
P if wT ·Xi − b ≥ 1

N if wT ·Xi − b ≤ −1
(2)

Optimization of above objective function through maximizing
marginal width and penalizing the vectors that fall within the
hyper plane leads to the following decision function:

arg min
w,ξ,b

{
1
2‖w‖

2 + C
∑n
i=1 ξi−∑n

i=1 αi[yi(w
T ·Xi − b)− 1 + ξi]

(3)

Where w is defined as the weight vector; ξi as the error term
i.e. vectors found within the marginal boundary of hyperplane;
and C > 0 as the regularization parameter [33].

4) LogitBoost: LogitBoost is a boosting algorithm that
has been shown to classify text documents successfully [34].
Boosting is an ensemble approach that combines many weak
classifiers to come up with a strong or good classifier that
primarily reduces bias and variance. It sequentially fits multiple
weak classifiers in a way such that more weight is given
to observations in the dataset that were misclassified by the
previous classifiers in the sequence. In essence, the training
data is re-weighted to produce multiple classifiers in sequence
[35]. Like AdaBoost, LogitBoost also performs additive lo-
gistic regression using maximum Bernoulli likelihood as a
criterion.

C. Hybrid Approaches

Zhang et al. [36] propose an entity level hybrid approach
for sentiment analysis for Twitter data. SL is used to perform

sentiment analysis on a set of pre-defined entities. The sen-
timents assigned to these entities are used to identify new
tweets having a similar sentiment. These tweets are then used
as an automatically labelled training data to train an SVM,
whereas we transform the term space using the SL into a two-
dimensional feature space instead of generating the labelled
data. Furthermore, [36] approach requires pre-defined entities
but no manually labelled training data, in contrast, we do not
require the former but need the later. Additionally, we are not
performing an entity-level sentiment analysis.

Martin et al. [37] combine SA and ML approaches in an
ensemble setting. Separate ML classifiers are learned for film
reviews in Spanish and its corresponding English translation.
A third model is then learned by using the SL (SentiWordNet)
on the translated English corpus. The decision of the three
classifiers is combined using stacking or voting to output the
final label. [38] also propose a hybrid ensemble method to
infer sentiment from documents using statistical methods and
knowledge-driven linguistic patterns. Our approach, on the
other hand, does not ensemble SL and ML classifiers; rather,
it uses the SL approach to transform the term space.

In [39], Prabowo et al. propose a hybrid approach that
uses multiple SL, rule-based, statistical, and ML approaches
in a cascading fashion. Their approach starts by predicting
sentiment from one of the algorithms, and if it fails to assign
a sentiment, the text is then passed to the next algorithm, and
so on until it is eventually assigned a sentiment by one of
the algorithms. They experiment with ten different sequences
of general inquirer based classifier [40], statistics based clas-
sifier, decision tree classifier (ID3) [28], RIPPER [41], and
SVM. [42] also propose a hybrid approach that cascades four
classifiers: (a) an emoticon classifier, (b) a slang language
classifier, (c) an improved domain-specific classifier, and (d)
the SentiWordNet classifier. The input document is classified
in a two-stage process. In the first stage, it is classified
through the first two classifiers; then in the second stage, it is
classified through the last two classifiers to get a more accurate
classification. [43] also propose a hybrid approach consisting
of a sequence of the following five components: (a) sentiment
rules, (b) semantic lexicon, (c) ambiguity management process,
(d) negation handling process, and (e) linguistic variables.
Our approach, to the contrary, is not a cascading classifier
approach; we only learn a single discriminative classifier. That
is because the SL is used by us to serve to transform the term
space only.

Wiebe et al. [44] propose a hybrid approach for classifying
sentences into subjective and objective categories. First, lex-
icons of subjective and objective clues are used to label the
data as subjective or objective. The patterns for each category
are then extracted from this automatically labelled data. These
patterns then serve as a new training data for NB classifier
that is used to label the whole of the unlabeled data even that
which were left out during the initial labelling by the lexicons.
Whereas, our approach focuses on classifying objective texts
into positive and negative classes; secondly, we use SL for
feature transformation rather than sampling a portion of the
unlabeled data for further feature extraction.

The closest approach is given by Ghorbel et al. [45], which
shows a hybrid approach for classifying movie reviews in the
French language. They translate the French words into English
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and then find their polarity score using the SentiWordNet
sentiment lexicon, after employing some word disambiguation.
The polarity score is then used in conjunction with the French
text, its POS tags, and some other features to build a feature
vector to train an SVM model. Our approach differs with their
approach in the sense that we do not use the sentiment scores
as features to complement the textual attributes instead we
transform the term space into a two-dimensional feature space
using these sentiment scores.

In [46] use a three-step hybrid approach. First, they project
the data onto an SL and then augment it with a word
embedding. This transformed input space is then served as
input to ML algorithms. They use the unsupervised Word2Vec
embeddings developed by researchers at Google. It exploits the
co-occurrence of words in a corpus to detect the meanings and
semantic relations between words by training a Deep Neural
Network. These approaches have recently gained popularity
for sentiment analysis [47]–[49]. Our approach differs from
these techniques as we do not learn any embeddings using
deep learning and nor we project the input terms using these
embeddings rather we transform the document term space
through SL into a two-dimensional sentiment space.

Similarly, Mudinas et al. [50] propose a hybrid approach
that uses an SL to generate a feature vector for an ML
algorithm (SVM). They use SL and POS tagging to generate
a feature vector containing sentiment words, adjectives, and
lexicon-based sentiment scores, which are then used to train
an SVM model. We, on the other hand, do not project our
data on to the term space of the SL; instead, we transform the
document term space using SL into a two-dimensional senti-
ment space. Furthermore, they perform concept-level sentiment
analysis with the aim of learning optimal weights for these
concepts, whereas we are doing document-level sentiment
analysis.

The approach closest to what we propose in this paper is
given by [51], where hybrid approach uses different sentiment
and emoticon lexicons to transform the document term space
into seven feature vector space consisting of the frequencies
of positive words, very positive words, negative words, very
negative words, booster words, negation words, positive emo-
tions, and negative emoticons. Like our approach, this feature
vector is then used to train an SVM model. Our approach
is different from [51] in the sense that we employ lexicons
to find the polarities of each word which are then ensembled
into two scores, one for the positive category and one for the
negative category. Our discriminative model is learned on this
transformed two-dimensional sentiment space.

III. METHODOLOGY

Sentiment classification is the prediction of a discrete-
valued sentiment. It determines the sentiment of a textual
document, whether it be a tweet, Facebook post, product
review, SMS, etc. Therefore our target is to predict the
overall sentiment of the textual document as either positive
or negative. Hence, the problem formulated as such becomes
a binary sentiment classification problem in which the class
(or category) label P refers to documents exhibiting a positive
sentiment, whereas class label N refers to documents where
the negative sentiment is predominant. The class labels are

just symbolic labels that do not carry any semantics or any
additional knowledge. For this study, class P is treated as the
positive class.

The binary sentiment classification problem of text docu-
ments is formally defined as follows. Let L = {〈xi, ci〉}‖L‖i=1
be a labeled set of documents such that ci ∈ C = {P,N}
represents the sentiment of the ith document xi and ‖L‖ is
the total number of documents in L; learn a classification
model that assigns a class label ci to each document in the
unlabeled set U = {〈xi〉}‖U‖

i=1 . It is assumed (although not
guaranteed in practice) that the joint probability distribution
of the text documents and the target variable C is identical in
the labeled (L) and unlabeled sets (U ). Therefore, our task is to
approximate the unknown target function Φ

′
: U → C by the

classifier function Φ : U → C such that the number of xj ∈ U
for which Φ(xj) 6= Φ

′
(xj) is as less as possible. For lexicon-

based approaches, the classifier function Φ : U → {P,N} is
directly derived from lexicon dictionary and hence there is no
learning of classifier function Φ : U from the labeled set L.
We represent the text document xj as a integer valued vector
xi = 〈xi1, xi2, . . . , xi‖A‖〉 in a ‖A‖ dimensional vector space
such that xij indicates the value of the feature j for the text
document i and ‖A‖ is the number of unique features in the
set L ∪ U after standard pre-processing has been applied.

Our proposed approach combines the lexicon and learning-
based approaches into a single hybrid approach. We describe
its schema and steps in the subsequent subsection. Data and
its cleaning process are also discussed in this section.

A. Proposed Hybrid Approach

The proposed approach consists of two major parts, the
unsupervised feature transformation, and the supervised dis-
criminant classification. The unsupervised part relies on SL
to transform the ‖A‖ dimensional term space into a two-
dimensional sentiment vector space where each dimension
corresponds to one of the sentiment class in the set C. Each
dimension represents the opinion of the terms based on their
respective sentiment polarity score in one of the lexicons. The
terms with positive polarity contribute towards the membership
of the document for positive sentiment class P , whereas the
negative polarity terms contribute towards the membership
of the document for the negative sentiment class N . The
aggregated polarity score of all these terms is obtained as a
linear sum of individual polarity scores normalized by the total
number of words in the document. The resultant two scores
SP and SN are thus the normalized sentiment scores for the
positive and negative classes for document X , respectively. A
term contributes towards the score only if it occurs in that
document. If the same term occurs more than once in the
document, then it contributes to the score SP (or SN) each
time.

The sentiment scores, SP and SN define the two-
dimensional sentiment space in which documents are aligned
along the dimension that corresponds to the sentiment preva-
lent in them. In this space, documents belonging to one
sentiment class are easily discriminable from the documents
belonging to the other sentiment class, as illustrated for a
dataset in Fig. 2. In this figure, the documents having pos-
itive sentiment as the true label (coloured in purple) nicely
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Fig. 1. Block Diagram of the Overall Process. The Arrows in Red Color (Tagged with in Squares) Correspond to the Sentiment Lexicon Approaches, whereas
Blue Colored Arrows (Tagged with in Diamonds) Correspond to Pure Machine Learning Approaches, and Arrows in Black Color (Tagged with in Circles)

Correspond to the Proposed Hybrid Approach.
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Fig. 2. The 2D Feature Space after Applying SL Approach. Each Point in
this Sentiment Space Corresponds to a Document in the Dataset. Purple and

blue points are documents with P and N as true class label, respectively.

align along the y-axis whereas the documents having negative
sentiment as the true label (coloured in blue) align along the
x-axis. Thus these sentiment scores can be thought of as the
confidence values of a document’s membership in the positive
and negative class.

There are multiple hypotheses possible in this two-
dimensional space. A potential hypothesis could be to assign
the highest sentiment score class to the document. This is
also known as the max rule and corresponds to a straight line
at a 45 degrees angle from the origin. Though quite handy
and intuitive, these rules fail to achieve good generalizations
when there exists a class imbalance in the data set or the
distribution of the training and test is significantly different.
A better hypothesis may be a maximum margin hypothesis
such as learned by SVM, or the hypotheses of some other dis-
criminative classifier. Therefore, we train different supervised
discriminative classifiers in this sentiment space to find the
best hypotheses that separate the two sentiment classes. Fig. 1
depicts the overall schema of our methodology.

To generate the aforementioned two-dimensional sentiment

Data: Let X be the text to process; D be the
SenticNet dictionary

Result: A tuple of information 〈coverage, positive
score, and negative score〉

c ← be a variable for coverage intially set to False
SP ← be a variable for positive score initially set to 0
SN ← be a variable for negative score intially set to 0
Remove all punctuation marks in X
Remove all stopwords in X
if ‖ X ‖ = 0 then

return 〈c, SP, SN〉
end
for each token w in X do

if w ∈ D then
c ← True
if D[w] > 0.0 then

SP ← SP + D[w]
else

SN ← SN + D[w]
end

else
continue

end
end
return 〈c, SP, SN〉

Algorithm 1: A Sample of Altered Algorithm (Sentic-
Net) for Proposed Hybrid Approach.

space, we alter the decision rule of the SL approaches. Instead
of providing a decision about whether the document is positive
or negative, we make them output the positive or negative
scores only. Algorithm 1 depicts the altered algorithm for Sen-
ticNet that outputs the SP and SN scores instead of outputting
the label. The true labels of the document are appended to
these two scores to obtain the training data for the supervised
approach. Thus the dimensionality of our problem is reduced
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Fig. 3. Coverage of Lexicon based Methods. Each Number Indicates the Percentage of Records Covered in Dataset.

from the number of unique terms (‖A‖) in the dataset to just a
two-dimensional sentiment space. The resultant feature space
is more comfortable to visualize and gives insights on the
separability of the sentiments in the transformed feature space.
It is also faster for the ML algorithms to build their model
because of the small feature space. It is to be noted that our
hybrid approach is not specific to any SL or ML algorithm.
Any SL can be used to generate the two-dimensional sentiment
space over which any ML algorithm can be applied to learn
the final decision function.

TABLE I. STATISTICS OF DATASETS: NUMBER OF RECORDS
(DOCUMENTS) IN IT AND PERCENTAGE OF CLASS DISTRIBUTION.

Dataset # Records % of +ve / -ve Records

BBC 1,000 34.70% / 65.30%
Digg 1,077 46.89% / 53.11%
MySpace 1,041 87.32% / 12.68%
Runner World Forum 1,046 78.87% / 21.13%
Twitter 4,242 77.63% / 22.37%
YouTube 3,407 77.49% / 22.51%

B. Pre-Processing and True Label Generation

We chose the datasets used by [20] to evaluate the per-
formance of the classifiers. The dataset belongs to six online
domains, namely, BBC, Digg, MySpace, Runner World, Twit-
ter, and YouTube. Details of these datasets are given in Table I.
As given in Table I, the datasets have different sizes and have a
very different distribution of positive and negative documents.
Each record in these datasets is labeled (scored) by humans
using Mechanical Turk [52] based on positive and negative
sentiment present in them. Thus, each record has it is a positive
score and as well as a negative score. The following rule is
used to assign a class label to each document X:

T(Xi) =

{
Positive if +ve scoreXi

≥ +ve scoreXi

Negative otherwise
(4)

Where i is the document index 1 ≥ i ≤ n.

The following preprocessing steps are applied to the data
before running any of the classifiers.

1) Punctuation marks are removed by replacing them
by empty string using the following regular ex-
pression (R) [\@\#\$\%\ˆ\&\*\_\.?\!\:\,\;\+\=\-\|

\<\>\{\}\(\)\[\]\"\/].
2) Case folding is performed to transform whole docu-

ment to lower case.
3) Documents are transformed into a term-incidence

matrix (for ML approaches only).

In addition to the above two steps, SL methods also have
their data cleaning steps. E.g., SenticNet replaces characters
.!?, with a single whitespace, followed by tokenization of
text to be processed with simple white space (line 2, Algorithm
1).

IV. RESULTS AND EVALUATIONS

Before we can compare SL approaches with ML and the
proposed hybrid (or combined) approach, it is important to
note that SL approaches do not assign a label to every example
in a dataset, a problem known as the coverage problem. It
occurs when no word of the example to be classified is present
in the SL. For such examples, the SL cannot give any decision
regarding their sentiment. The coverage of the five sentiment
lexicons used in this study is given in Fig. 3. SentiWordNet
with more than 117,000 words and phrases in its dictionary has
the second-highest coverage ≈ 95%, while Happiness Index
with 1,032 words only, attained the lowest coverage of 63.12%.
However, SentiStrength demonstrates full coverage, which is
not a surprise as it was created from the five datasets that
are used in this study. Therefore, in order to compare the
performance of the SL approaches to ML, and the proposed
hybrid approach, it is necessary to have them tested on the
same set of examples. Therefore, if a particular SL covers
only 600 examples out of the 1000 examples, then the ML
and the proposed approach classifiers are trained over these
600 examples only using a ten-fold cross-validation approach.
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TABLE II. PERFORMANCE COMPARISON OF ALL THE APPROACHES DATASET WISE. ALL VALUES ARE IN PERCENTAGES.

Approach Dataset Precision Recall Specificity F-Measure Accuracy

Sentiment
Lexicons

BBC 0.3903 0.7547 0.2271 0.5039 0.5055
Digg 0.4941 0.7634 0.3239 0.5904 0.5360

MySpace 0.8987 0.8735 0.6733 0.8848 0.8048
Runner World 0.8132 0.8534 0.6335 0.8304 0.7296

Twitter 0.8035 0.8307 0.5830 0.8147 0.7155
YouTube 0.8011 0.8480 0.5740 0.8273 0.7300

Avg. Sentiment Lexicon 0.7018 0.8206 0.5025 0.7419 0.6702

Pure
Machine
Learning

BBC 0.4411 0.1837 0.8694 0.7038 0.6305
Digg 0.5802 0.4450 0.7172 0.6603 0.5923

MySpace 0.8881 0.9733 0.1231 0.7712 0.8638
Runner World 0.8043 0.9400 0.1300 0.7479 0.7710

Twitter 0.8133 0.9329 0.1903 0.7566 0.7692
YouTube 0.8242 0.9161 0.2415 0.7504 0.7635

Avg. Pure Machine Learning 0.7252 0.7318 0.3785 0.7317 0.7317

Proposed
Hybrid

Approach

BBC 0.3838 0.1553 0.9337 0.2000 0.6790
Digg 0.4654 0.2655 0.8820 0.2993 0.6123

MySpace 0.8839 0.9852 0.0948 0.9313 0.8731
Runner World 0.8000 0.9797 0.0638 0.8799 0.7886

Twitter 0.7882 0.9511 0.1686 0.8599 0.7671
YouTube 0.7911 0.9652 0.1434 0.8678 0.7746

Avg. Proposed Hybrid Approach 0.6854 0.7170 0.3810 0.6730 0.7491
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Fig. 4. Average Performance and Standard Deviation of Lexicon-based
Approaches.
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Fig. 5. Average Performance and Standard Deviation of (Pure) Machine
Learning Approaches.

Therefore all the results for ML and the hybrid approaches
are based on only those comments that are covered by that
particular lexicon. The detailed comparative results for the SL,
ML, and proposed hybrid classifiers is presented in Fig. 4, 5,
and 6, respectively. It is to be noted at each value bars in these
figures correspond to the values of the corresponding approach
averaged over the six datasets mentioned in III-B.
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Fig. 6. Average Performance and Standard Deviation of the Proposed Hybrid
Approach.

Not surprisingly SentiStrength outperforms the rest of the
SL approaches (Fig. 4) because its dictionary was built upon
the datasets used in this research work. Therefore, SenticNet
seems to be the winner (after excluding SentiStrength) among
SL approaches with the highest accuracy and F-measure, but
it has a high standard deviation. Happiness Index is not far
behind SentiStrength and has a higher recall but at the expense
of lower precision. This can be attributed to a bias towards
the positive class; furthermore, it has even more variance
than SentiStrength. Overall the performance of the SL is not
encouraging as the accuracy is below than 70% even when
only those comments are used which are covered by these
lexicons.

As expected, ML-based approaches perform better than SL
approaches because they have a training phase (Fig. 5). All
the four classifiers achieve an accuracy of more than 70%
with LogitBoost outperforming the rest with more than 75%
accuracy. This is a bit surprising as NB and SVM are thought
as better classifiers for text classifiers. It is to be noted that each
value bar in this figure corresponds to the average performance
of a classifier over all the datasets using only the examples that
are covered by the respective SL. E.g., the NB’s precision of

www.ijacsa.thesai.org 605 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 11, No. 6, 2020

71.01% is calculated from the examples of the six datasets that
were covered by Afinn, and from the examples of six datasets
that were covered by SenticNet, and so. Therefore each value
in this table is an average of the performance of thirty different
NB classifiers. Surprisingly LogitBoost outperforms NB and
SVM.

As hypothesized, the proposed hybrid classifiers outper-
form the SL and ML classifiers (Fig. 6). The accuracy of
all the four SL approaches increases when used with the
proposed approach with decision tree benefiting the most with
an average accuracy improvement of more than 4%. The
comparison of all the approaches on individual datasets is
presented in Table II. Performance gain over the SL approach
was expected as SL is an unsupervised approach, whereas the
ML and the proposed approach is a supervised one. The dataset
to benefit the most from the proposed approach is the BBC
dataset with an increase of 17.25% and 4.85% in average
accuracy over the SL and ML approaches, respectively. For
the Twitter data only does the ML approach beat the proposed
hybrid approach but by only a margin of 0.21%. Overall the
proposed approach outperforms the SL and ML approaches by
a margin of 7.88% and 1.70%, respectively. Average accuracy
improvement of 1.70% in the accuracy of the hybrid approach
is significant, considering that the average accuracy of the ML
approaches is about 73% only. The detailed performance gains
are reported in Tables III and IV, respectively. SVM seems to
be the major benefactor of the proposed approach.

TABLE III. AVERAGE IMPROVEMENT IN PERCENTAGE ACCURACY BY THE
PROPOSED HYBRID APPROACH OVER SL APPROACHES. HI, SN, SS, SWN,
AND LB REFER TO THE HAPPINESS INDEX, SENTICNET, SENTISTRENGTH,

SENTIWORDNET, AND LOGITBOOST, RESPECTIVELY.

H-NB H-DT H-LB H-SVM Average

Afinn 14.68% 15.50% 15.71% 15.81% 15.42%
HI 7.28% 8.10% 8.31% 8.41% 8.02%
SN 6.98% 7.80% 8.01% 8.11% 7.72%
SS -1.75% -0.93% -0.72% -0.62% -1.01%
SWN 8.49% 9.31% 9.52% 9.62% 9.23%

Average 7.13% 7.95% 8.17% 8.26% 7.88%

TABLE IV. AVERAGE IMPROVEMENT IN PERCENTAGE ACCURACY BY THE
PROPOSED HYBRID APPROACH OVER THEIR ML COUNTERPARTS.

H-NB H-DT H-LB H-SVM Average

NB 0.71% 1.53% 1.75% 1.84% 1.46%
DT 3.64% 4.46% 4.68% 4.77% 4.38%
LB -1.39% -0.57% -0.35% -0.26% -0.64%
SVM 0.87% 1.69% 1.90% 2.00% 1.61%

Average 0.96% 1.77% 1.99% 2.09% 1.70%

A. Scalability and Complexity Analysis

In terms of time and space requirements, the proposed
approach is highly efficient than directly learning a supervised
ML classifier. The two-dimensional sentiment score space is
generated in a single pass over the labelled data. The time
required to generate this space is O(‖L‖·a), where ‖L‖ is the
total number of labelled documents in the training data, ‖A‖
as defined earlier is the number of unique terms in the dataset,
and a is the average number of terms in a document. Since
a document vector is sparse in the ‖A‖ dimensional space,
therefore, a � ‖A‖, thus making the O(‖L‖ · a) asymptotic
running time linear in terms of the size of the dataset. The

next major step on which the running time is dependent is the
training of the supervised ML model is this two-dimensional
sentiment score space. Thus the total time to generate the
proposed model is O((‖L‖ · a) +MTT ), where MTT is the
time taken to train the ML model. Depending on which ML
model is used, MTT can also be linear in terms of the size
of the dataset. Therefore the proposed algorithm is trained in
linear time, and it is the fastest (asymptotically) running time
for a binary class classification algorithm.

The proposed approach is more scalable than an approach
that learns the ML algorithm directly. It is because the first step
in generating the two-dimensional sentiment space requires
hash table lookups to retrieve the score of a word and sum
them up. A hash table lookup requires O(1) time as the size
of the SL is already known and is static. Furthermore, the
size of the hash table of SL is much lesser than ‖A‖. In the
second step, the ML model is learned in a space with two
attributes only which are very efficient as compared to when
the ML model is learned directly in a ‖A‖ dimensional term
space because ‖A‖ can easily reach hundreds of thousands of
words.

Classification model of the proposed approach requires
lesser space than the ML approaches by order of magnitude.
E.g., NB calculates probabilities of each of the ‖A‖ words for
each class C, thus making it space complexity as O(‖A‖·‖C‖).
Whereas for the proposed approach, in addition to the SL
whose size is significantly lesser and as well as independent
of the size of the data, only O(‖C‖) probabilities are stored
because of ‖A‖ is equal to two in the two-dimensional
sentiment score space.
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Fig. 7. Average Running Time of Algorithms on the Datasets.

Being a lazy learning approach, the SL approaches have
the advantage of not having a training phase. However, the
prediction of labels for the unseen data can be a bit slow as a
dictionary lookup is required for each word in the document.
Fig. 7 plots the average running times of the SL, ML, and
the proposed approach to predict the labels for the various
datasets. Since our approach uses the SL approach at the first
step, its prediction is therefore deemed to be slower than the
SL approach. However, the figure suggests that the overhead
is very low as there is almost an overlap between the running
time curves of the SL and the proposed approach.

Document representation as described in Section III cor-
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responds to a sparse vector in the ‖A‖ dimensional vector
space. Using this representation, the whole data is represented
as a document incidence matrix having a size of ‖L‖ · ‖A‖
dimensions. Since ‖A‖ is a large number for text classification
problems, therefore building such a big matrix requires much
memory and computational cost. Approaches like NB do
not require a document incidence matrix for computing its
probabilities; instead, NB is efficiently implemented using a
hash table data structure that would only require O(‖L‖ · a)
space. Since a is significantly less than ‖A‖, it is a big
improvement and makes NB one of the fastest classifiers. Like
NB, the proposed approach is implemented using the hash
table data structure, thus having a low memory footprint. Since
we do not need to access terms and their scores in any specific
order, therefore we retrieve, store and update the scores of
each term in constant time using a hash table. This makes our
approach very fast and memory efficient.

V. CONCLUSION AND FUTURE WORK

Sentiment mining of textual content on social media can
give insights for targeted advertisement, product reviews, and
much more. In this article, we have proposed a hybrid senti-
ment analysis technique that uses sentiment lexicons (SL) to
transform the input term space into a sentiment score space
of only two dimensions where a supervised machine learning
(ML) algorithm is learned to output the final decisions. The
proposed approach demonstrates significant performance gain
over the original SL and ML approaches when evaluated for
three ML algorithms and five SL over six social media datasets.
It also takes less time and memory to train than the ML
approaches. Thus our approach is suitable for scenarios where
training data is scarce, and more balanced classification is
required. In the future, we plan to identify the terms in the
SL that result in the classification bias & devise a mechanism
to penalize them for reducing the bias of the proposed hybrid
approach further.
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