Developing Web-based Support Systems for Predicting Poor-performing Students using Educational Data Mining Techniques
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Abstract—The primary goal of educational systems is to enrich the quality of education by maximizing the best results and minimizing the failure rate of poor-performing students. Early predicting student performance has become a challenging task for the improvement and development of academic performance. Educational data mining is an effective discipline of data mining concerned with information integrated into the education domain. The study is of this work is to propose techniques in educational data mining and integrate it into a web-based system for predicting poor-performing students. A comparative study of prediction models was conducted. Subsequently, high performing models were developed to get higher performance. The hybrid random forest named Hybrid RF produces the most successful classification. For the context of intervention and improving the learning outcomes, a novel feature selection method named MICHI, which is the combination of mutual information and chi-square algorithms based on the ranked feature scores is introduced to select a dominant set and improve performance of prediction models. By using the proposed techniques of educational data mining, and academic performance prediction system is subsequently developed for educational stockholders to get an early prediction of student learning outcomes for timely intervention. Experimental results and evaluation surveys report the effectiveness and usefulness of the developed academic prediction system. The system is used to help educational stakeholders for intervening and improving student performance.
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I. INTRODUCTION

Education is considered as a key factor for the development and long-term economic growth of every country. The poor performance causes the problem of under education and shortage of skilled manpower in developing countries. That is academic performance is an important and challenging task in educational institutions. In recent years, educational institutions have tried to improve academic performance and enrich the quality of their learning process. One of the main goals in educational systems is to achieve the high performance of education to increase the best results and decrease the failure rate of poor-performing students. Due to their poor performance, it has arrived at the worrying issue in educational institutions that those students are highly possible to fail, drop out, or repeat classes [1]. To solve this problem, the prediction has recently become one of the first and foremost effective methods since at-risk students can only be accurately identified early enough through the performance of prediction [2]. Therefore, the early prediction has been considered to be a powerful method for early identification of students who are at risk and need intervention and assistance.

In the recent decade, innovation and information technology have proven its significance in many areas of applications. Educational data mining (EDM) is a research field concerned with the application of data mining, machine learning, and statistics applied to explore data in educational contexts [3]. EDM combines several interdisciplinary fields of study such as machine learning, statistics, data mining, information retrieval, psycho-pedagogy, cognitive psychology, recommender system methods, and techniques to various educational datasets to resolve educational issues [4]. In the context of educational settings, various managerial settings, planning, and scheduling required effective techniques of EDM to uncover the knowledge and information of student learning patterns to give intervention and set up a policy to improve academic performance [5][6]. Various analysis techniques have been introduced for monitoring and anticipating academic performance to keep track of teaching, learning actions, and productive results.

The EDM process comprises of five main steps, as illustrated in Fig. 1. The first step is to get the targeted data, which can be collected from school databases or surveys using questionnaires. The collected raw data is never cleaned or it may be in the undesired format, so the second step is preprocessing step where data is cleaned and transformed into an executable format. The third step is to introduce particular techniques of EDM to obtain the target of the experiment. The answers to educational questions and decision making are obtained from the interpretation of experimental results. The last step is to modify the education process accordingly or defer this step until the next investigation is conducted for a better or more accurate result. The main goal of EDM is to extract information from educational data to address important
Poor performing students are highly possible to fail in the national exam and find themselves harder to survive in university life [9]. In the context of academic poor performing students who are considered in the risk of failure, right intervention and improvement must be made to low student performance evaluation is less. High school student following research questions:

1. How to obtain dominant factors (highly influencing factors) that are required and sufficient for controlling student's outcomes?
2. Which prediction model of EDM offers superior predictive results of student learning outcomes?
3. How educators and related individuals can predict student learning outcomes (the prediction system) for giving intervention and improvement of student performance?

II. LITERATURE REVIEW

A. Feature Selection Methods and Prediction Models in EDM

Estrera et al. [10] predicted student performance for academic ranking in a university in the Philippine using the information records from high schools. Three prediction models of data mining were used in this prediction. The models used in the analysis are decision tree (DT), naïve Bayes (NB), and k-nearest neighbor (KNN). The data used in the prediction was obtained from the information provided by the admitted students to a university using a survey questionnaire conducted on them. To get a better prediction and better understanding of learning behaviors for assessment of students' success, the authors proposed feature selection methods: Chi-square (CHI), information gain (IG), and gain ratio (GR) in this study. As a result, the DT algorithm generates the highest accuracy of 90.67%.

Dimic et al. [11] studied the behavior patterns of students in the blended learning environment. Dataset used in the study was created by integrating data from multiple sources into a form applicable for data mining technique application. Dataset of 225 instances was obtained. The experiment has focused on data preprocessing steps in data mining. Feature selection methods such as Information gain (IG), Symmetrical uncertainty (SU), Relief (REF), correlation-based feature selection (CB), wrapper method, classifier subset evaluator methods were used to extract the most important features. The dependencies of features were computed using information measure (MI). The prediction models: naïve Bayes (NB), aggregating one-dependence estimators (AODE), decision tree (DT) and support vector machines (SVM) were used as prediction models using different feature subsets from each feature selection method. The results indicated that the REF, wrapper method, and MI acted as the most successful features selection methods in selecting the optimal feature sets. The presented research concluded that selecting the subsets of lower cardinality of students' learning activities gives a significant improvement in predictive accuracy in a blended learning environment.

Zaffar and Savita [12] investigated the analysis of feature selection methods in improving the performance of prediction models for predicting student academic performance. The study utilized six feature selection methods: correlation feature selection (CFS), Chi-squared, Filtered, information gain (IG), principal component (PC), and Relief. Fifteen classifiers were used: Bayesian Network (BN), naïve Bayes (NB), Naïve Bayes Updateable (NBU), Multilayer Perceptron (MLP), Simple Logistic (SL), Sequential Minimal Optimization (SMO), Decision Table (DT), OneR, PART, JRip, Decision Stump (DS), J48, Random Forest (RF), Random Tree (RT), and REP Tree (RepT). The experiments indicated that there is a significant improvement of 10 to 20% accuracy when using different feature selection sets.

Saa et al. [13] used information systems record as features that contain their high school records, and the university records to predict the student performance in higher education. The dataset used in the study was collected from a private university. The dataset consists of 34 features and 56,000 samples contained students' personal information. He introduced decision tree (DT), artificial neural network (ANN), random forest (RF), naïve Bayes (NB), logistic regression (LR), and generalized linear model (GLM) as prediction models. The study was to use student information record systems to predict the performance levels of students and identify the weakness and factors that affect student learning outcomes. Hence, information gain (IG) was used for selecting highly influencing factors. The experimental results suggested that the RF algorithm was the most appropriate prediction model in the prediction problem and the important factors affecting student performance were identified.
B. Early Prediction System using EDM

Early prediction or warning systems for predicting student performance is regarded as the improvement or next step in academic performance. It is referred to as prediction methods capable of discovering important and useful information about student learning patterns and risks of students such as retention, drop-out, and students’ outcomes in an early stage. The purpose of using an educational early warning system is to give an earlier prediction of academic performance using features that influence students’ success. Performance exhibited by students in their learning could be predicted in advance and possible failure can be prevented by the timely intervention [1].

Hu et al. [14] investigated students’ interaction data in an online undergraduate course by using EDM techniques to develop an academic prediction system that could predict the students’ learning outcomes exhibited by students in the course recorded in a learning management system (LMS). Various prediction models were used to predict the performance of the pass/fail of students. The optimal classification algorithm in the prediction system is the Classification and Regression Tree (CART) supplemented by AdaBoost. The experiment produced a classification accuracy of 90%. The study concluded that the early warning prediction system successfully predicted students’ learning performance in an online course.

Akcapina et al. [15] proposed learning analytics to develop an early warning system for predicting at-risk students registered in an online course in a university. The study was carried out using a dataset of 76 second-year students registered in the Computer Hardw Course. The prediction model used in the system is a k-nearest neighbor (KNN). The experiment was examined regarding data obtained in Week 3, 6, 9, 12, and 14 to predict if at the end of the term student will be unsuccessful or successful. In the data of the first 3 weeks, the prediction rate of predicting unsuccessful student is 74%, while in the week 14th, the prediction rate increased to an accuracy of 89%.

Lee and Chung [16] developed a dropout early warning system based on machine learning to improve the performance of dropout prediction. The study dealt with the problem with the class imbalance between non-dropout and dropout groups of students. The two baseline prediction models used in this early warning system are random forest (RF) and boosted decision tree (DT). The RF and boosted DT are combined with the synthetic minority oversampling technique (SMOTE). The data used in this study is 165715 records of high school students taken from the National Education Information System (NEIS) of South Korea. The combination of a boosted decision tree that combined with SMOTE produced the best results and improved the performance of the dropout early prediction system.

C. The Current Study

Even if there were some existing works have proposed early perdition systems using popular algorithms in EDM in higher education or online courses, but still, a lot of attention is needed to build an academic performance prediction system with the analysis and help of developed prediction methods in EDM to get high and superior classification results. This work proposes a study of developing an academic performance prediction system (APPS) to predict student performance in high schools. The study composed of the selection of informative data, a proposed feature selection method, developed EDM models, and a web-based support system (the APPS) for timely-intervention to poor-performing students. The framework of the study is illustrated in Fig. 2.

III. METHODOLOGY

A. Participants and Data

To give intervention to high school students, informative data describing student learning patterns and highly influencing factors is required. However, in most developing countries, there is a shortage of educational data in high schools. Even if there exists, most of the existing data are only students’ personal information which is not so useful for intervention purposes. Hence, this study carefully designs a questionnaire form concerning related important factors affecting student performance. The questionnaires for data collection were prepared with references, assistance, and guidance from (i) review literature, (ii) teachers from diverse educational institutions, (iii) staff from the department of research (MoEYS: Ministry of Education Youth and Sport, Cambodia), and (iv) senior researchers in the education field.

The target of the study is to improve the poor performance of students in high schools. The data used in this study was obtained from many high schools in Cambodia. Educators and related individuals can access a given online repository where survey questionnaires were designed and subsequently the survey for data collection can be conducted using Google document at any time they need. However, the time of conducting the survey is a critical factor. Oftentimes, the good time for intervention is before the final exam of the academic year. The data used in this study was collected by sharing questionnaires to high school students in the semester I. The reason is that this is a good time when the students already started their classes. They have managed the overall pictures of their learning habits, learning outcomes, and observed factors that have significant impacts on their learning outcomes during the semester. Collecting data in this period can help in predicting students’ final grades and performance levels, so that the intervention can be implemented at the beginning of Semester II, especially before the final national
exam. The questionnaire comprises 50 questions covering their personal information (6 questions), domestic factors (17 questions), students or individual factors (15 questions), school factors (14 questions), and score record (1 question) as shown in Table I. After students respond to the questionnaire, data can be collected and automatically stored in a repository where users can easily download the data with the right format and upload it in the prediction system to get prediction results. However, personal information is hidden since it contains some information that needs to be protected and some information that contains students’ identity so that it cannot be used for intervention. The data used in the prediction consists of 43 predictors/features and one output variable. The output or target is the performing levels of students based on their score record.

B. Data Preprocessing

Data preprocessing is a boring but important phase that concern various data operations. Each operation aims to help EDM build a better predictive model. It is quite an important task to consider before putting into prediction. The proposed algorithms require data cleaning, data transformation, and data discretization to transform the data into an executable format and improve the performance of the models. The data preprocessing tasks and the experiment in our work were done using R Studio, an integrated development environment (IDE) for R programming language.

C. Evaluation Metrics

The classification performance is evaluated based on evaluation metrics of prediction tasks. We use two standard evaluation metrics to evaluate the performance of our proposed models. The two metrics are Accuracy (ACC) and Root Mean Square Error (RMSE).

First, we want to compute the rate of our correct prediction. Hence, the first and foremost used metric in classification, called accuracy is used. From Table II, TP denoted the number of correct predictions, and E the denotes incorrect predictions. Accuracy of classification can be computed by using (1).

\[
ACC = \frac{\text{Correctly predicted values}}{\text{Total values}} = \frac{\sum TP}{\sum TP_i + \sum E_{ij}}
\]  

TABLE II. CONFUSION MATRIX OF THE PREDICTION

<table>
<thead>
<tr>
<th>Actual Classes</th>
<th>Predicted Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(HR)</td>
<td>TP(<em>i) E(</em>{12}) E(<em>{13}) E(</em>{14})</td>
</tr>
<tr>
<td>(MR)</td>
<td>E(<em>{21}) TP(<em>j) E(</em>{23}) E(</em>{24})</td>
</tr>
<tr>
<td>(LR)</td>
<td>E(<em>{31}) E(</em>{32}) TP(<em>k) E(</em>{34})</td>
</tr>
<tr>
<td>(NR)</td>
<td>E(<em>{41}) E(</em>{42}) E(_{43}) TP(_l)</td>
</tr>
</tbody>
</table>

Our target is the predefined classes of student performance based on students’ learning outcomes (scores). On the other hand, it is hard to predict their real ability or performance levels. Therefore, it is also important to measure how close our prediction to the true value. Hence, another metric, root mean squared error (RMSE) is proposed. The groups of poor-performing students are classified into four levels: high risk (HR), medium risk (MR), low risk (LR), and no risk (NR), which are represented by 1, 2, 3, and 4. Using a confusion matrix in Table II, RMSE can be calculated using (2).

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y^\ast_i - y^\ast'_i)^2}
\]

where \(y^\ast_i \in \{1,2,3,4\}\) is the actual performance level and \(y^\ast'_i \in \{1,2,3,4\}\) is the predicted performance level. In contrast to the ACC, the smaller the RMSE, the better the model is.

D. Feature Selection Methods and Dominant Set

The performance of children, adult or adolescent can be affected by many influencing factors, especially external factors, motivation, and longitudinal factors. The main factor for students to be successful in their academic lives is not always about cleverness or IQ, but about discipline, motivation, and passion, which affect by environments around (themselves, parents, educators, and friends). The predictors are obtained for possibly effective factors that are categorized into three main factors: home or domestic factors, student or individual factors, and school factors [17]. As dimensionality of domain expands, the number of features affects student performance increases. However, it is not necessary to input all the features in the prediction system or not convenient to consider all factors for intervention. Hence, we wish to obtain the optimal set of factors with less dimension are needed and sufficient to control the success of students and improve the performance of classification models. We call that optimal set as the dominant set. Dominant factors play two important roles. First and foremost, determining dominant factors is used to enrich the quality of data, reduce computational costs, and improve prediction or classification performance. Secondly,
the dominant factors describe the learning behaviors and factors that affect students' achievement and well monitor or assess the target in the academic system.

This study proposed feature selection methods to gain informative features. By gaining the informative features or dominant set, it can improve the performance of prediction models and use it as a recommendation to learn behaviors of students for intervention. Feature selection (FS) is a popular technique in data mining that is used to accomplish this purpose. There are three main approaches to feature selection, filter methods, wrapper methods, and embed/hybrid methods [18]. Wrapper and embed/hybrid methods are mostly computationally expensive to run for optimal feature subsets [19]. Filter-based selection methods are simple but effective in selecting important features and enhance the quality of prediction and classification performance. Filter feature selection is independent of classifiers and more scalable than wrapper methods [20]. We observe the performance of each feature selection method and selected the method that boosts the performance of classification accuracy. Three existing FS methods and a proposed FS method are studied and compared.

1) Information Gain (IG): IG is a commonly used feature selection method aiming at reducing dimensions of big data and improving the performance of prediction models [11][13]. IG measures the relevance of a feature by separating the training samples of input features to its target class. The algorithms use the concept of Shannon’s entropy in information theory to rank the importance of input features [20].

2) Chi-square (CHI): CHI is a widely used algorithm especially for testing the independence of two discrete variables [10] & [12]. It is one of the famous variable tests in statistics and a popularly used feature selection method in machine learning. The algorithm uses the concept of the chi-square score of the classes to get the rank list of all attributes [21].

3) Mutual Information (MI): MI is a method in the theory of information which is used to calculate or measure the dependency between random variables [22]. It is a symmetric measurement that can recognize non-linear relationships between variables. This property has made MI as a famous method for feature selection since other widely used criterion or method can only handle linear dependencies.

4) The Proposed FS Method (MICHI): Most of the filter feature selection algorithms such as information gain (IG), symmetric uncertainty (SU), and mutual information (MI) are mutual information-based methods [22][23]. These algorithms utilize the concept of mutual information (MI) and information theory. Chi-square is one of the robust feature selection methods that it is efficient for any dataset with categorical input features [21]. MI and CHI are the two popular and effective FS algorithms; however, we believe that the combined-FS algorithm is better than trusting on a single algorithm. The MICHI: MICHI is a proposed novel feature selection method which is the combination of CHI and MI algorithm based on the ranked feature scores.

In this study, we proposed a MICHI feature selection method as a combination of MI and CHI algorithms based on the ranked vector score. Since, different feature selection methods generate their feature score differently, before combining them, we first normalize the scores of both MI and CHI scores into the same format scale. The normalization can be done as in (3).

$$MI = \frac{MI_i - MI_{\text{min}}}{MI_{\text{max}} - MI_{\text{min}}}$$

(3)

Similarly, the score of CHI can be normalized as in (4).

$$CHI = \frac{CHI_i - CHI_{\text{min}}}{CHI_{\text{max}} - CHI_{\text{min}}}$$

(4)

Next, we can get the vector score of the MICHI algorithm which rearranges the order of importance of features base the combined scores as in (5).

$$\text{MICHI} = \left[ \frac{MI}{CHI} \right]$$

(5)

The score contains the information of both MI and CHI scores. Recall that to get the magnitude of a vector is given by the Euclidean norm of the vector. Hence, the score of the magnitude of the score vector can be computed using (6).

$$|\text{MICHI}| = \sqrt{\left(\frac{MI}{CHI}\right)^2 + (CHI)^2}$$

(6)

This means that the score of a feature in the MICHI algorithm can be computed as the norm of its score generated by the MI algorithm and score generated by the CHI algorithm.

E. Classification Algorithms

Several EDM techniques from many works of literature [2]-[13] were considered. We evaluated a diverse set of algorithms on a dataset to see what works and drop what does not work. This process is called spot-checking algorithms. Three classes of EDM techniques consist of statistical analysis techniques (predictive structural equation modeling), machine learning techniques (random forest, logistic regression, C5.0 of the decision tree, sequential minimal optimization, and multilayer perceptron), and a deep learning framework called deep belief network were executed and compared [24]. The random forest was found to be the best prediction model. The improvement of the previously proposed prediction models and additional models for predicting student performance was further carried out [25]. K-nearest neighbor (KNN), ensemble decision tree (Boosted C5.0 and Bagged CART), and random forest (RF) outperformed the rest prediction models. The developed prediction models are proposed in earlier works [26][27]. In this study, we use KNN, and three developed classifiers as our prediction models.

1) K-nearest neighbor (KNN): KNN is one of the effective non-parametric EDM models used for classification tasks. The KNN is an effective classifier and produces higher classification results [25]. Like many other classifiers, the k-NN classifier is noise-sensitive. Its accuracy highly depends on the quality of the training data. Noise and mislabeled data,
as well as outliers and overlaps between data regions of different classes, lead to less accurate classification. It performs much better with the dominant set of important features.

2) Hybrid C5.0 and Hybrid RF: In the earlier work [26], we have proposed hybrid machine learning models which are the combination of baseline classifiers (support vector machine (SVM), naïve Bayes (NB), C5.0, and random forest (RF)) with principal component analysis (PCA) and validated by 10-fold cross-validation. The Hybrid C5.0 (C5.0+PCA+10-CV) and Hybrid RF (RF+PCA+10-CV) were found to be the best classifiers in our classification problem.

3) Improved Deep Belief Networks (IDBN): The IDBN is the optimization approach of deep belief network (DBN) model. We proposed an optimization approach composed of (i) feature selection method, (ii) optimization of hyper-parameter, and (ii) regularization method. The developed model has introduced in our earlier work [27]. The improved model was found to produce the most classification results when using larger datasets.

IV. EXPERIMENTAL RESULTS OF PREDICTION MODELS

A. Experimental Results

This section gives comparative results of the four proposed classifiers on the feature set of each FS method. Table III indicates the experimental results of the proposed classifiers with the original dataset. Table IV to Table VII shows the performance of the classifiers on subsets selected by IG, CHI, MI, and the proposed MICHI. The dominant set of each FS algorithm is found and the experimental results on each set are studied and compared.

Table III indicates the experiment results of the four classifiers with the original dataset concerning the two metrics: ACC and RMSE. The two tree-based models, Hybrid C5.0 and Hybrid RF generate the highest ACC and lowest RMSE.

The results presented in Table IV demonstrate the performance of the four classifiers using datasets from the IG feature selection method. The performance of Hybrid C5.0 and Hybrid RF are comparatively better than the other models. Hybrid RF generates the highest ACC and lowest RMSE with both selected sets and dominant sets.

From Table V, the performance of KNN is significantly improved when using the dominant sets containing the best 5 features set selected by the CHI algorithm. Hybrid C5.0 and Hybrid RF generated the most successful classification performance in this classification problem. The dominant sets improved the performance of both hybrid models.

The results of ACC and RMSE of the four classifiers using subsets from the MI algorithm are shown in Table VI. Hybrid C5.0 and Hybrid RF outperform the other models when using the selected set. However, the performance of KNN, Hybrid C5.0, and Hybrid RF are comparatively improved when considering the dominant sets.

Table VII demonstrates the performance of the proposed classifiers with the input feature subsets from the proposed MICHI algorithm. The performance is significantly improved when using the dominant sets. Hybrid RF produced the most successful classification result.

<table>
<thead>
<tr>
<th>Proposed Models</th>
<th>KNN</th>
<th>Hybrid C5.0</th>
<th>Hybrid RF</th>
<th>IDBN</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC (%)</td>
<td>95.95</td>
<td>99.25</td>
<td>99.72</td>
<td>83.14</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.261</td>
<td>0.073</td>
<td>0.041</td>
<td>0.759</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>Selected set</th>
<th>Dominant set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>RMSE</td>
</tr>
<tr>
<td>KNN</td>
<td>95.34</td>
<td>0.257</td>
</tr>
<tr>
<td>Hybrid C5.0</td>
<td>99.85</td>
<td>0.040</td>
</tr>
<tr>
<td>Hybrid RF</td>
<td>99.87</td>
<td>0.038</td>
</tr>
<tr>
<td>IDBN</td>
<td>85.63</td>
<td>0.571</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>Selected set</th>
<th>Dominant set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>RMSE</td>
</tr>
<tr>
<td>KNN</td>
<td>95.34</td>
<td>0.257</td>
</tr>
<tr>
<td>Hybrid C5.0</td>
<td>99.85</td>
<td>0.040</td>
</tr>
<tr>
<td>Hybrid RF</td>
<td>99.87</td>
<td>0.038</td>
</tr>
<tr>
<td>IDBN</td>
<td>85.63</td>
<td>0.571</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>Selected set</th>
<th>Dominant set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>RMSE</td>
</tr>
<tr>
<td>KNN</td>
<td>95.34</td>
<td>0.257</td>
</tr>
<tr>
<td>Hybrid C5.0</td>
<td>99.85</td>
<td>0.040</td>
</tr>
<tr>
<td>Hybrid RF</td>
<td>99.87</td>
<td>0.038</td>
</tr>
<tr>
<td>IDBN</td>
<td>85.63</td>
<td>0.571</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Models</th>
<th>Selected set</th>
<th>Dominant set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACC</td>
<td>RMSE</td>
</tr>
<tr>
<td>KNN</td>
<td>95.34</td>
<td>0.257</td>
</tr>
<tr>
<td>Hybrid C5.0</td>
<td>99.85</td>
<td>0.040</td>
</tr>
<tr>
<td>Hybrid RF</td>
<td>99.95</td>
<td>0.011</td>
</tr>
<tr>
<td>IDBN</td>
<td>85.63</td>
<td>0.571</td>
</tr>
</tbody>
</table>

(*) from a set of five to 29 features, the values of ACC and RMSE are not statistically different
B. Summary and Discussion

This study aims to obtain both an optimal prediction model and dominant set as useful information for educational stakeholders. The optimal method is combined with a dominant set to get accurate and informative results. Hybrid RF generates the highest ACC and the smallest RMSE. The result indicates that the proposed Hybrid RF with the dominant set selected by the MICHI algorithm performs the most successful classification result with an accuracy of 99.98% and RMSE of 0.008. Additionally, the experimental results indicate that the proposed feature selection method MICHI extracts the best dominant set. MICHI is a proposed novel feature selection method which is the combination of CHI and MI algorithms based on the ranked feature scores. The feature set selected by the MICHI algorithm is rank manually of the most important factors affecting student performance. The set does not only improve the performance of the prediction model but also describe the factors and student learning behaviors that require assistance and intention for improvement. Early predictions combined with counseling and intervention is known as an effective solution for improving the given problem. Therefore, the Hybrid RF model and the dominant set from the MICHI algorithm are combined and integrated into the APPS.

V. DESIGN OF THE APPS

A. The Design of the APPS

This section presents the design of the APSS. The design consists of the web-based application linked to the server via the internet. The clients can assess the application and upload their data to obtain the results. The web-based application was created using Shiny (an open-source R package in R language). Since our experiment is done in R, hence Shiny App is the best choice. The shiny application is built using R language with its extension of the simplest code from HTML, CSS, and JavaScript. However, it is good that Shiny helps us to turn our analyses into interactive web applications without requiring HTML, CSS, or JavaScript knowledge.

The architecture of the academic prediction system is shown in Fig. 3. The recorded data that input in UI (user interface) is transferred to the server where the prediction model is executed to figure out what is the performance level of students. The results are then sent back to the client or user on the UI screen. The users are educational stakeholders such as teachers, administration office, or related individuals who have a dataset containing their student information. They can input the collected dataset and obtain the results. Fig. 4 presents the introduction of the system.

The prototype illustrated in Fig. 5 presents the operation follow of tasks in using the APPS. The flow chart aims to introduce to users how to use this system and the steps in using it to obtain the prediction results.

The system gives a link to an online repository for data collection by conducting a survey questionnaire designed using Google document so that users (educators, teachers, and schools) can decide when is the suitable time to make an early prediction for intervention. Once the data collection is done, users can upload the data in the system (File Upload button). The results of prediction will be released in the system; in which users can download the prediction results, identify the poor performing group of students for intervention, and other useful information for future use.

Fig. 6 demonstrates the information of students (the dominant factors) and the rank of highly influencing factors affecting student performance. The description of student data can be stored in the interface and viewed to understand students’ information. The results of the prediction are shown in Fig. 7 where at the bottom, there is a button that users can download the prediction results as a dataset in CSV format for the use of any settings in the intervention.
Fig. 6. Summary of the Dominant Factors and Ranking the Highly Influencing Factors.

Fig. 7. Prediction Results Identifying the at-Risk Levels of Poor-Performing Students.

B. The System Deployment

Once the development of the Shiny app (the APPS) is done, it is shared or distributed with users. There is two basic option that can share. The first one is the Shiny app is shared as R scripts, users can use and edit from runGitHub. Users can use these scripts to launch the app from their R session. Users with no knowledge of programming or no care of how it works, the second type is the most comfortable way. Users can use the app from a web page or browser, which is from Shinyapps.io. This is definitely the most user-friendly way to share a Shiny app to users. They can navigate to our app through the internet with a web browser.

C. The System Evaluation

In evaluating the usability of the web application of the APPS, we designed a subjective questionnaire. The evaluation is carried out based on ten characteristics of the system: useful, motivating, user-friendly, relevant, reliable, efficient, organized, time cost, adaptable, and sophisticated. The questionnaire was designed with a 5-point Likert scale ranging from 1 to 5 (1: Strongly disagree, 2: Disagree, 3: Neutral, 4: Agree, 5: Strongly agree). The participant of 57 students and 10 teachers are invited to join the presentation and test the system. The response regarding the survey of usability of the web application is shown in Table VIII. When writing 11 (1) mean 11 students and 1 teacher agree with the given statement.

The student participants are 35 males and 22 female students, and teacher participants are 7 male teachers and 3 female teachers. Most students and teachers agreed that the system is useful and effective for predicting student performance and identify the poor performing student for intervention. The survey result shows that 82.08% supported that the system is useful (55.22% agree, 26.86% strongly agree), 83.58% thought that the system is motivating (62.68% agree, 20.89% strongly agree), 91.04% felt that the interface is friendly (82.08% agree, 8.95% strongly agree), 85.07% believed the information was relevant (58.20% agree, 14.92% strongly agree), and 73.13% thought that the system was reliable (62.68% agree, 20.89% strongly agree), 82.08% reported the efficient of the system (55.12% agree, 26.86% strongly agree), 74.62% claimed that the system was well-organized (58.78% agree, 20.89% strongly agree), 91.04% realized that the system speed (time cost) was fast (64.17% agree, 26.86% strongly agree), 88.05% of participants perceived that the system was adaptable (62.68% agree, 20.89% strongly agree), and 92.58% felt that the system was sophisticated (77.61% agree, 14.92% strongly agree). The analysis of the evaluation is shown in Fig. 8. The evaluation survey indicates the effectiveness and usefulness of the developed academic prediction system.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Description</th>
<th>5-point Likert Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Useful</td>
<td>The system has helped student/instructor</td>
<td>0 (0) 0 (0) 11 (1)</td>
</tr>
<tr>
<td>Motivating</td>
<td>it is interesting to see that the system can give a feedback response for educators of the students face that affect their learning outcomes</td>
<td>0 (0) 0 (0) 12 (1)</td>
</tr>
<tr>
<td>User-friendly</td>
<td>The interface is easy to use</td>
<td>0 (0) 0 (0) 4 (2)</td>
</tr>
<tr>
<td>Relevant</td>
<td>It's easy to find the information I need</td>
<td>0 (0) 0 (0) 17 (3)</td>
</tr>
<tr>
<td>Reliable</td>
<td>I feel comfortable using the system</td>
<td>0 (0) 0 (0) 15 (3)</td>
</tr>
<tr>
<td>Efficient</td>
<td>It produces results immediately after feeding in the information, and results are given correctly, easily and fast.</td>
<td>0 (0) 0 (0) 11 (1)</td>
</tr>
<tr>
<td>Organized</td>
<td>It’s easy to learn its use, the interface is simple and well structure.</td>
<td>0 (0) 0 (0) 14 (3)</td>
</tr>
<tr>
<td>Time cost</td>
<td>The data can be obtained anytime and fast with the questionnaire in Google form and results of prediction can obtain immediately after data collection</td>
<td>0 (0) 0 (0) 5 (1)</td>
</tr>
<tr>
<td>Adaptable</td>
<td>Student's weakness is known so that the right intervention can be put in place</td>
<td>0 (0) 0 (0) 6 (2)</td>
</tr>
<tr>
<td>Sophisticated</td>
<td>This is innovative technology in educational system</td>
<td>0 (0) 0 (0) 5 (0)</td>
</tr>
</tbody>
</table>
The analysis of student performance indicates that the improvement of student performance. The experimental validation of the proposed approach significantly improves the performance of the prediction models and used as a set of highly influencing factors that need to be considered for intervention and improvement of student performance. The experimental outcomes indicate that Hybrid RF outperformed the other three classifiers with the superior classification results. The developed prediction model and dominant factors are integrated into the web-based prediction system.

The finding of this work confirms the effectiveness of the prediction model and the usability of the APPS. The system illustrates operation flows consist of the method of faster and more comfortable way of data collection, dominant factors that have a significant impact on the student performance, and results of prediction. According to the results from APPS, it is informative for educational institutions to carry out the right intervention for improving student performance. The developed prediction system will help educational stakeholders such as teachers, educational administrators, and policymakers, and related individuals to improve academic performance in educational institutions. The teachers can quickly adjust their teaching methods and adopt adaptive teaching approaches to meet the needs of students. Educational stakeholders and related individuals can figure out the weak points and the solution to make improvements.

Therefore, overall learning quality and learning performance can be improved greatly and reduce the failure rate of poor-performing students.
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