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Abstract—Nitrogen fertilizer is inevitable for rice production
to ensure that the crop’s nitrogen need is adequately supplied,
during the growing season. International Rice Research Institute
(IRRI) has proposed Leaf Color Chart (LCC) to detect the exact
nitrogen need of paddy. Farmers generally monitor the plant’s
growth (which is also an indicator of the nitrogen concentration of
leaves) by comparing the leaf color with the corresponding color
of the LCC. Currently, in most cases, LCC is used manually to
determine the fertilizer need and thus, there is a chance of either
overestimating or underestimating the amount of fertilizer. To
avoid this problem, a smart fertilizer recommendation system is
proposed in this paper. The proposed method is able to automate
the manual acquisition and interpretation of leaf color for classi-
fication through LCC. The experimentation considers a sample of
6000 Aman paddy leaf images. The data acquisition process was
performed according to IRRI’s guidance of taking the paddy leaf
images within the body shade by our developed application. The
data/images have already been made public in Kaggle - a well-
known dataset website. The semantic segmentation of the dataset
was performed by a powerful Convolutional Neural Network
(CNN) backbone architecture - DeepLabV3+. Color classification
into 4 categories of the LCC was performed by CNN architecture
which consists of seven layers. Information gain based evaluation
was performed in the Decision Tree (DT) approach to select
features and with the selected features DT classified images into
4 categories. Color classification by our two proposed methods
achieved 94.22% accuracy in CNN Model and 91.22% accuracy
in the DT classifier.

Keywords—Leaf Color Chart (LCC); Convolutional Neural Net-
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Decision Tree (DT)

I. INTRODUCTION

Paddy (Oryza sativa L.) is one of the principal food crops
and also is consumed by one third of the world population
residing in developing countries [1]. Nitrogen is a principle
nutrient for paddy. The crop yields in the world are improved
significantly due to the use of Nitrogen fertilizer [2]. However,
farmers around the world are facing a problem to detect
the nitrogen need of paddies for proper cultivation. Farmers
attempt to estimate the required amount of nitrogen fertilizers
through simply looking at the color of the crop’s leaves. They
generally apply nitrogen fertilizer too much (little Phosphorus
(P) and Potassium (K) and other nutrients) that results in high
pest and disease incidence [3]. Therefore, overestimation can
be resolved by carefully matching leaf color with the LCC
[4]. The optimum use of nitrogen fertilizer can be achieved by
matching nitrogen supply with crop demand.

International Rice Research Institute (IRRI) has proposed

Leaf Color Chart (LCC) to detect the exact nitrogen level of
paddy [5]. LCC is used in the agricultural areas for recom-
mending accurate amount of nitrogen fertilizer. In practice,
leaf color is compared with its corresponding color in LCC
inside body shade with proper lighting conditions. An exact
color calibration process is necessary in the digital dimension
for interpreting leaf colors. The calibration process evaluates
the performance with the operational lighting conditions and
determines whether the crops need fertilizers.

The LCC is being made of the plastic body having four
green color levels with the standard suggestion of the amount
of nitrogen fertilizers for different species such as Aman and
Boro. It is arranged with such a shape where the panels are
shown horizontally from yellowish green to dark green. IRRI’s
standard version ensures that the colors of the paddy leaves
can be matched with corresponding LCC colors. The standard
version having four green color variations as represented from
two for yellowish green to five for the dark green is shown in
Fig. 1.

Fig. 1. Standard Leaf Color Chart [5]

Currently, the leaf color comparison process with LCC is
manual i.e. farmers have to place paddy leaves on the shades
of LCC and match it by simply visualizing. Thus, accurate
measurement process is difficult for them. The farmers are also
required to compare 6 to 10 leaves with the LCC level and find
the average values. If the average value of Aman paddy leaf
color level is less than or equal to 3.5 LCC level, nitrogen
fertilizer is required of 7.5 kg per 0.133 hectares of land [6].
Usually, this process lacks the ease of detecting the accurate
amount of fertilizers due to assumption. With the use of LCC
for paddy, there is a possibility of saving fertilizers which may
cause a positive environmental effect. The estimated annual
saving of urea is 261.6 tons for Bangladesh if 50 per cent of
the farmers use LCC in the irrigated rice area of 3488 million
hectares of land [4].

Similar research has been proposed for nitrogen fertilizers
of Soybean crops [7] by using the Fuzzy Logic method. The
nitrogen fertilizer demand for Broccoli Plants was estimated
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by Simone Graeff et al. [8]. The authors used the L*a*b*
color system, also known as CIELAB color space (more on
L*a*b* color system can be found in Malacara, 2003 [9]). The
parameter, b*, was used to determine the nitrogen fertilizer
demand. Mercado-Luna et al. [10] analysed color images to
determine the nitrogen need for tomato seedlings. Wang et
al. [11] measured the leaf nitrogen concentration as well as
rice chlorophyll content where they took pictures under natural
lights using a digital still color camera. Need based nitrogen
fertilizer management was performed for different maize (Zea
mays L.) genotypes by calibrating the leaf color chart [12].
Sing et al. estimated the need based nitrogen management
for Rice and Wheat by using Chlorophyll Meter along with
the Leaf Color Chart [13]. However, an automated need
based nitrogen fertilizer recommendation system for paddies
is required based on standard LCC rules.

Classification of paddy leaves into four categories of LCC
color is the principal step of this research. The exact color
classification method can bring a solution to this problem.
Color classification can be performed by Convolutional Neural
Network as well as other Machine Learning (ML) algorithms.
These ML techniques have been applied to color classification
for crops, fruits or even other objects. Son, Kim and Kim [14]
compared the performances of a Gaussian mixture model, an
Artificial Neural Network (ANN) model, and a Support Vector
Machine (SVM) with two color spaces to detect concrete
structural component and found that SVM with HSI (Hue-
Saturation-Intensity) color model performed best. The SVM
and K nearest neighbors (K-NN) were developed for hair color
classification [15]. Automated mango ripening stages detection
by color classification was performed using DT classifier [16].
Without using CNN based structure, SVM machine learning
algorithm was also used for vehicle color recognition [17].
However, Convolutional Neural Network based backbone ar-
chitecture can recognize vehicle color more efficiently [18].
Those color classification backbone architectures and ML
algorithms motivated us to design our model for paddy leaf
color classification.

Therefore, we have considered manually comparing LCC
as our research problem and wanted to address it by using CNN
and DT classifier as our two proposed automated methods.
Those two methods can be integrated through a mobile app
and thus a smart farming system can be introduced. Hence,
by automating the fertilizer recommendation system can help
farmers use fertilizers efficiently. This can make a great
change over the total economy of a country. Therefore, our
proposed solution will economically empower farmers through
automating the determination of fertilizers in paddy fields.

The rest of paper is organized as follows. In the Section II,
we have discussed the related background of our work. The
data collection and validation has been discussed in section
III. The overall system model of our proposed scheme, image
segmentation and color classification are discussed in Section
IV. Experimental analysis is represented in Section V. Its
tell us about the fruitfulness of our model. The conclusion
is presented in the Section VI. Finally in the Section VII, the
acknowledgment is represented.

II. BACKGROUND

Need based nitrogen fertilizers implementation in econom-
ical crops like paddy is a concerning issue across the world.
The LCC is basically a guideline to supply the necessary
amount of nitrogen fertilizer which is optimal for achieving
maximum yield. Researchers around the world proposed some
systems to recommend nitrogen based fertilizer for paddies as
well as other crops. This section reviews some related works
on fertilizer recommendation system using image processing
and/or LCC.

The suggestion of standard amount of nitrogen fertilizers
is essential for rice production. In the critical growth stage,
need base nitrogen management is suggested by using the leaf
color chart (LCC) [13]. Modeling of demand of on-farm soil
nitrogen supply and nitrogen nutrition in rice and wheat is
conducted also [19]. Chlorophyll meter, also known as soil
plant analysis development (SPAD), is used for determining
the chlorophyll concentration on the leaf. SPAD technology is
used for real time nitrogen management in rice [20]. In season,
need based nitrogen management have demonstrated for four
maize genotypes by calibrating leaf color chart [12].

Data acquisition technique from the field is one of the
momentous phases of this research. There are some constraints
for capturing images which is proposed by IRRI. The farmers
need to capture images inside the body shade with proper
lighting conditions [5]. Some researchers have used white pa-
per as a background for better segmentation and prepossessing
[7], [21]. Accurate segmentation depends on the proper data
acquisition process. Some researchers have embedded Otsu’s
method in mobile application to obtain threshold values where
the leaf will be segmented as object pixels from background
pixels [7]. The background pixels are the area with white
paper and object pixels are the area of the leaf portion.
Reducing the limitation of removing background, we have used
the DeepLabV3+ segmentation model which is invented by
Google. Moreover, it can segment Regions of Interest (ROI)
pixels from the leaf whatever the background is [22].

Accurate color level prediction of paddy leaf into 4 cate-
gories of LCC can be a fruitful way of this research. Automatic
prediction of leaf color level by using digital image processing
techniques has been proposed by Singh and Singh [21]. Here,
test images are compared with database generated LCC value
and then the color level is predicted. For need based nitrogen
fertilizer recommendation on Soyabean crops, the fuzzy logic
method has been proposed for automatic leaf color level deter-
mination [7]. All object pixel values are transferred to Citrus
Color Index (CCI) values which is used for the fuzzy logic
inference method. Color histogram analysis and pixels Bitwise
operations have been proposed for paddy leaf color perception
with standard LCC color level [23]. However, the machine
learning and the Deep Neural Network based algorithm may
bring more accurate results.

Color classification by deep convolutional neural network
and machine learning algorithm have been proposed by some
researchers for other color classification problems. The CNN
based backbone architecture has been proposed for recognition
of vehicle color [18]. The support vector machines (SVM)
and Kth Nearest Neighbors (KNN) was developed for hair
color classification [15] and vehicle color classification [17].
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However, from those color classification architectures and ML
algorithms, we have designed our own optimal model structure
for paddy leaf color classification with the best result.

As it was seen, a number of analyses have been performed
for other color classification. However, there are some limi-
tations. For example, the approaches with the application of
fuzzy logic suffers from the problem of being computationally
intensive i.e. requires much computation power and takes long
time. Moreover, in the color histogram analysis and pixels’
bitwise operation, the greenness value of input images is
compared with the standard greenness value of LCC each time.
This creates repetition of comparison which may be elimi-
nated easily through ML algorithms. Therefore, different ML
algorithms or color classification neural network methods can
learn and solve the limitations more efficiently. Furthermore,
the limitation of background removal and segmentation of a
leaf can be performed with Google’s segmentation model -
DeepLabV3+ - which can achieve better accuracy. More on
DeepLabV3+ is discussed in Section IV-A.

III. DATA COLLECTION AND VALIDATION

The entire data set is collected from the paddy fields in
the Aman season by our own developed application with the
tremendous help of Bangladesh Agricultural Research Institute
(BARI), Jashore, Bangladesh and the office of the Upazila
Agriculture officer near Jashore. We have used our application
in Nokia 3 (8MP Camera) and Samsung S8 (12MP Camera)
devices for collecting data. In Fig. 2, we have demonstrated
the developed application data acquisition process.

Fig. 2. Developed Data Collection Application

The color of the paddy leaf depends on the maturity as well
as Nitrogen concentration. However, Nitrogen concentration
can determine by analysing only the top most leaves. At
first, a total of 560 top most paddy leaf images were taken.
The resolution of the images were 500*500 pixels and we
used our developed mobile application where each of 2 to
5 LCC level has 158, 162, 124 and 116 number of images
respectively. Moreover, the color of the paddy leaf depends
on the ambient light. Therefore, those images are captured in
the natural daylight condition inside the body shade which
condition is proposed by IRRI [4].

Data validation has been carried out by the two principal
scientific officers at Bangladesh Agricultural Research Institute
(BARI) Jashore. At the time of data collection, we have
maintained the LCC data acquisition procedure as well as
classified each images comparing to LCC stage. We have

carefully labeled our total data set corresponding to the LCC
level with the help of domain experts. We have made our data
set public in Kaggle for the academic, educational,and research
community [24].

Fig. 3. Four LCC Level of Paddy Leaf

If the color of a paddy leaf is yellowish green, this color
corresponds to LCC level 2. On the other hand, if the color
of a paddy leaf is dark green, this color corresponds to LCC
level 5. The middle 2 levels of the LCC is between the colors
yellowish green and dark green and all these four types of
paddy leaves are shown in Figure 3. Those four paddy leaf
color levels reflect the nitrogen concentration of crops. The
leaf color level 2 and 3 represent that the crops need fertilizers.
The fertilizer is not needed for leaf color level 4 and level 5
as the nitrogen concentration is maximum in those two color
level.

IV. METHODOLOGY

The main aim of this study is to propose a suitable method
for automatic categorization of paddy leaves using their digital
images. For that at first images of paddy leaves are taken as
inputs. After that the DeepLabV3+ semantic segmentation is
performed for background removing. The segmented images
are used for both the CNN method and the DT method. In
the DT method three features are extracted from segmented
images. In both methods, the output is the LCC level. The
entire flow diagram of our work is depicted in the Fig. 4.

Fig. 4. Proposed Two Methods

A. DeepLabV3+ Segmentation

Object region segmentation from paddy images is im-
plemented by DeepLabV3+ in TensorFlow [22]. This model
generates semantic labels to every pixel in the input image
and semantic segmentation masks for a specific Region of

www.ijacsa.thesai.org 747 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 11, No. 8, 2020

Interest (ROI) in paddy leaf. Assigning these semantic labels
involves specifying the outline of artifacts. Hence, this imposes
much more stringent localization accuracy criteria than other
visual entity recognition tasks, such as classifying image levels
or recognizing boundary box rates. It explicitly controls the
resolution using atrous convolution process. After that feature
responses are computed within Deep Convolutional Neural
Networks. This model has been driven by Fully Convolutional
Network (FCN) frameworks for object detection and semantic
segmentation, respectively.

Fig. 5. Semantic Segmentation Process

In this paper, we propose a comparably enabling framework
for semantic segmentation by DeepLabV3+ procedure training
with our own data set of paddy leafs which is depicted in
Fig. 5. As the backbone networks for implementation of this
model, we have used MobileNetv2 architecture [25] rather than
using other backbone networks such as Xception (server-side
deployment) [26]. MobileNetv2 is a fast network structure
designed for mobile devices implemented in real field. This
model is conceptually intuitive with fast training and inference
time for paddy leaf segmentation. Moreover, it offers flexibility
and robustness [25].

B. Classification using Decision Tree

As discussed earlier, DT was applied to fruit categorization
through color classification and achieved 96% accuracy [16].
Therefore, we apply this classification technique to leaf color
classification.

Decision Tree is a supervised machine learning classifica-
tion method where the data is relentlessly fragmented by a
certain parameter. In this approach, a set of training examples
are divided into smaller and smaller subsets while at the same
time a corresponding decision tree is formed iteratively.

In this classification approach, we have fitted our data
set by selecting three features from segmented images. The
features are the average values of the three color channels -
average red, average green and average blue. The average of
each color is calculated by taking the average of the non-zero
values of the image pixels. We have augmented initially our
560 paddy leaf images in total 6000 where each LCC level has
1500 images. The augmentation parameters width shift, height
shift, shear, zoom and horizontal flip are used which sustain
the color pixel information. After that, we have prepared data
set based on 6000 images extracting three features. This data
set is made public in the Kaggle data set [24] for the academic,
educational,and research community.

Classification using a Decision Tree from a data set can
be performed by using some properties or attributes of the
data. Attributes may be selected based on many criteria and a
selection measure is necessary here in our case. An attribute
selection measure is a heuristic for selecting the splitting
criterion. We have used Information Gain or Entropy as our

attribute selection measure criterion which is also known as
ID3 approaches for learning process. Entropy is a degree of
randomness of elements or in other words it is a measure of
impurity. Mathematically, it can be calculated with the help of
the probability of the items as,

H = −
∑

p(x)logp(x) (1)

Where p(x) is the probability of the item, x. It is a negative
summation of probability times the log of the probability of
the item, x [27]. Percentage split technique was used to specify
the training and testing datasets. 70% data of the whole dataset
were used as training data. Testing was done on the remaining
30% data. Before going to train-test split function, we have
shuffled our entire dataset that has reduced the bias error of
accuracy. Classification using Decision Tree still have some
problems especially when the sunlight condition is different.

Sunlight illumination problem is one of the concerning
issues of this method. Different day light conditions will
change the average values of the image pixels. As a result,
miss classification rate may occur and farmers would not be
able to detect the exact LCC level. However, to address this
problem, we have moved to the convolutional neural network
(CNN) model for better accuracy. Deep convolutional neural
network works better than normal machine learning algorithms
for feature extraction as well as classification.

C. Color Classification Using CNN

Leaf color information contributes significantly to need
based nitrogen management. Extracting optimal features de-
pend on the convolutional layers in the CNN model. We have
demonstrated the CNN can not only learn for classifications
based on shape information but also learn in color distribution.
We have designed an optimal CNN model for paddy leaf color
classification.

Our CNN architecture consists of seven layers where five
layers are for convolution and 2 layers are fully connected
layers. In our CNN architecture, the first two layers are
convolution layers. Normalization and pooling processes are
performed after the convolution process. The architecture of
our CNN model is depicted in the Fig. 6.

Fig. 6. CNN Architecture of Our System

Features from the images are extracted in the convolution
layer. This process is similar to the convolution process in
image processing algorithms.If the input image is Ii and the
convolution kernel is h, then after the convolution process the
output image Io can be written as,

Io[m,n] =

∞∑
j=−∞

∞∑
i=−∞

Ii[i, j].h[m,n] (2)
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where I[m,n] is the value of the pixel of the image I at the
coordinate (m,n).In neural networks, activation factions are
used to obtain the output of a node. It determines the resulting
value of a node between 0 and 1 or -1 and 1. Moreover, in the
convolutional layer, the choice of a specific activation function
has vital consequences for the networks. There are different
activation functions including tanh and ReLU (Rectified
Linear Unit). Activation function ReLU is used for all layers
in our CNN networks. The ReLU activation function is used
as it does not saturate. When the neuron activates, the gradient
is still high (equal to 1). The normalization process is done by
equation 3,

lix,y = Ki
x,y/(1 + α/n

i+n/2∑
j=i−n/2

(Ki
x,y)2)β (3)

Here, lix,y is the output of the normalization process and Ki
x,y

is the result of the layer activation function for convolution at
coordinate (x, y). Pooling is performed as the last process in
the first two layers. Pooling operation can be of two types:
max pooling and mean pooling. The maximum result from the
convolutionary process formed by sharp edges will be taken by
the max pooling process. On the other hand, the average result
of the convolutionary process that sums up the shape in the
neighbourhood will be taken by mean pooling. For overlapping
pooling, we have used max pooling with size 3x3 and stride 2
in our CNN architecture. The second, fourth and fifth layers are
grouped into two independent groups. Convolutional process
is also performed in the third and fourth layers without the
process of pooling and normalization. The outputs of these
two layers are same as input. This is because a 3x3 kernel with
pad 1 added has been used for each border. In the fifth layer,
only convolution and pooling process is performed without the
normalization process.

One long vector is formed by concatenating and flattening
the pooling output of the fifth layer from the base networks.
This converted long vector is passed to the fully connected
layer after the fifth layer. The sixth and seventh layers are two
fully connected layers where dropout regularization approach
is used to reduce overfitting [28]. Dropout is a strategy that
eliminates randomly selected neurons. In the last layer softmax
activation function is employed which can be defined in
equation 4.

p(y(i) = j|x(i); θ) = eθ
T
j x

(i)

/

k∑
l=1

eθ
T
l x

(i)

(4)

Where, x(i) is the given input with weight parameter θ and
p(y(i) = j|x(i); θ) is the probability of y(i) being class j.

Moreover, CNN architecture consists of 7 layers. 11x11@3
kernels for a total of 48 kernels are used in the first layer. The
second layer uses 3x3@48 kernels for a total of 128 kernels.
On the other hand, the third layer uses 3x3@128 kernels for
a total of 192 kernels while 3x3@192 kernels for a total of
192 kernels are used in the fourth layer. Finally, the fifth layer
uses 3x3@192 for a total of 128 kernels. In the first, second
and fifth layers, the pooling process is employed with the same
parameter. The pooling size of 3x3 with 2 pixel stride is used in
those layers. The sixth and seventh layers are fully-connected
layers. Moreover, in the sixth, seventh and output final layer the

number of neuron is 4096-4096-4 in each layers respectively
with dropout regularization method.

We have trained the CNN model by stochastic gradient
descent (SGD) as the learning algorithm. We have used 50
images as batch size, three channel image with 256x256@3
resolution, momentum of 0.9 and weight decay of 10−6. The
optimization method, SGD, wants to find the minimum or
maximum value of some function. SGD will work for all
functions with a gradient or first derivative. Moreover, SGD is
used by the system for minimizing the error or loss function.
The update of the weight parameters based on the function is
performed according to equation 5.

wi+1 = wi − α∇L(z, wi) (5)

Where the current weight parameters is wi, the learning rate is
α and∇L(z, wi) is the gradient of loss function L with respect
to input examples z. To achieve better model convergence, the
momentum and the weight decay are employed to the update
equation. The final equation of update function in the SGD
method is described in equations 6 and 7.

∆wi+1 = γ∆wi|(1− γ)(−α∇L(z, wi) (6)

wi+1 = wi − α∇L(z, wi)− αζwi (7)

where γ is momentum variable and ζ is weight decay. Chang-
ing momentum and weight decay will speed up the training
process.

The prepossessed dataset is used for training in the CNN
model. Data augmentation is a powerful technique to reduce
overfitting of the model [29], [30]. We have augmented initially
our 560 paddy leaf images to 6000 where each LCC level has
1500 paddy leaf images after augmentation These images are
also made public in kaggle dataset. Moreover, The percentage
split method is used to specify the training and testing sets.
Through this method, 70% of the data were used for training
and the remaining 30% data were used for testing. Before
going to train-test split function, we have shuffled our entire
data set that reduces the bias error.

V. EXPERIMENTAL ANALYSIS

Many simulations are conducted to validate our result using
two proposed methods. In this section, we describe how we
conducted the experiments and demonstrated the simulation
outcomes of the proposed two methods. Following metrics are
used to measure the performance of our proposed model:

• Accuracy: Accuracy is one metric for evaluating clas-
sification models. Here, we present accuracy for both
CNN method and decision tree method.

• Loss: Overall miss classification rate in decision tree
method and CNN method.

• Precision: Precision can be thought of as a measure
of exactness of the model.

• Sensitivity: Sensitivity is a measure of completeness
of the proposed model.
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A. Evaluation of the Decision Tree Approach

The decision tree classifier is significant in machine learn-
ing. Evaluation of a model represents how accurately a model
classifies the test data set. In the machine learning model,
the evaluation belongs to the accuracy score for testing set,
miss classification rate, sensitivity and precision scores. We
have split our entire 6000 images data set into 70% and 30%.
Moreover, before splitting, we shuffled our entire data set
which helps us reduce the biasness. We have trained our model
by 4200 images data set and tested on the 1800 images data set.
Using our standard data set, the decision tree is built with ID3
or information gain algorithm. In this method, the attributes
with higher information gain are ranked higher.

In this section, we show, how accurately our model learns
and correctly classifies our test data. By using the DT model,
we have achieved the test accuracy of 91.22%. The confusion
matrix of test data set demonstrates the prediction of each LCC
level in Table I.

TABLE I. CONFUSION MATRIX OF DECISION TREE

Predicted Class
Actual
Class Level-2 Level-3 Level-4 Level-5

Level-2 425 & 26 0 0
Level-3 20 & 405 30 0
Level-4 0 & 18 405 32
Level-5 0 & 0 32 407

In Table I, we can see the LCC level-2 425 images are
correctly classified and only 26 images are misclassifed. Level-
2 misclassification rate is 5.76%. In LCC level-3 and level-
4, their misclassification rate is 10.99 % in both two levels.
Those level misclassification rate is higher than others because
of their color level are very close to each other. A little bit
daylight change will increase the misclassification rate on these
two levels. In LCC level-5, 407 are correctly classified and 32
images are misclassifed. The misclassification rate level-5 is
7.29%. A model’s fruitfulness can be found by testing on a
totally new data set and accurate class prediction on a new data
set. Therefore, We also have checked our model performance
by testing 60 totally new images for which each LCC level has
15 paddy images. The DT model achieved 83.33% accuracy
in this approach.

There are different evaluation criteria to measure our pro-
posed model’s completeness. Here, we have also evaluated
our decision tree model by sensitivity and precision score.
Precision can be thought of as a measure of exactness of
the model. Sensitivity is a measure of completeness of a
proposed model. We have calculated the accuracy, sensitivity
and precision score of our model by the equations 8, 9 and
10,

Accuracy = (TP + TN)/(P +N) (8)

Sensitivity = TP/P (9)

Precision = TP/(TP + FP ) (10)

Where, TP= True Positives, TN= True Negatives, FP= False
Positives, P= Totals positive and N= Totals negatives samples.
DT model miss classification rate is 8.78%, Precision score is
91.24% and sensitivity score is 91.28%.

B. Evaluation of the CNN Model

In this paper, our aim is to automate the manual LCC
system through processing digital images of paddy leaves. To
fulfill that expectation, we have proposed a CNN model. In
this approach, we have used our 6000 paddy leaf images. We
have split the data set into 70% and 30% using train test split
function. Therefore, we used 4200 images as our training data
and 1800 as our test data set. Then we train our model with
this new data set and successfully achieved 94.22% accuracy
on test data set.

Model evaluation involves completeness of our proposed
model, exactness of our proposed model and accurate clas-
sification rate. In this section, we are going to evaluate our
CNN model by confusion matrix, precision, and recall score.
The confusion matrix is generated from our 1800 test images.
From the confusion matrix, we have proved our model miss
classification rate is very low in the CNN model. The confusion
matrix is shown in Table II,

TABLE II. CONFUSION MATRIX OF CNN MODEL

Predicted Class
Actual
Class Level-2 Level-3 Level-4 Level-5

Level-2 415 41 0 0
Level-3 19 433 14 1
Level-4 0 7 417 11
Level-5 0 0 11 431

The sensitivity and precision score of our CNN model is
94.27% and 94.31% respectively. We have also checked our
model performance by testing 60 new images data set where
each LCC level have 15 paddy images. The CNN model have
achieved 91.66% accuracy in this approach.

C. Result Analysis

This section presents an analysis of the results for the two
proposed methods and the accuracy between two proposed
methods. In experimental analysis section, we have shown
that the CNN model achieved 94.22% and the DT model
achieved 91.22% accuracy by using the same data set. CNN
model achieved better accuracy than the DT model. This is
due to the fact that sunlight has vital consequences on the
paddy leaf images and it changes the pixels’ information. As a
result, misclassification rate was increased in the DT method.
However, in the CNN model our proposed filter and kernel
size extract feature in a coherent way that reduces the chances
of misclassification. Our proposed CNN model learned in the
better way and classified our paddy leaf images with better
accuracy.

VI. CONCLUSION

In this work, we mainly give attention to transform the
manual reading of LCC level to an automated method that
could be easily deployed in smartphones. Entire work is sum-
marized by three main steps: (1) segmentation, (2) feature ex-
traction, and (3) training and classification. These approaches
are performed here using DeepLabV3+ and Convolutional
Neural Network. Reducing the sunlight illumination problem
while data acquisition can bring out a revolutionary change
in this filed. The DeepLabV3+ process can be integrated in
Mobile Phone by using the MobileNetV2 backbone network
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with TensorFlow. This fruitful solution can also be imple-
mented for other crops like soybean and wheat for nitrogen
fertilizer recommendation. Moreover, we have implemented
two improved algorithms that accurately classify the Aman
paddy leaf according to LCC level with the best 94.22%
accuracy in the CNN method and 91.22% in the Decision Tree
method.

This automated method of LCC will help the farmer and
recommend need based nitrogen fertilizers. The implementa-
tion of this system in smart devices will monitor the paddy
field automatically that is fruitful for rural area farmers. The
farmer will not need manual process to detect the nitrogen level
and measuring out the exact amount of fertilizers. Hopefully,
Our research will bring an economically fruitful way for
Bangladesh as well as ASIA Pacific countries.
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