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Abstract—Iterative decoding is one of the promising methods 

to improve the performance of MIMO systems. In iterative 

processing channel decoder and MIMO detector share the 

information in order to enhance the overall system performance. 

However, iterative processing requires a lot of computations 

therefore it is considered as a computationally complex approach 

due to complex detection schemes involving iterative processing. 

There are several promising detection methods that require 

further improvements and they can be candidates in order to 

practically implement iterative processing. In this paper, the 

propose method to improve the efficiency of three loop-based 

minimum mean squared errors with soft interference 

cancellation (MMSE-SIC) method by reducing its complexity 

with a single inverse operation. Simulation results are given in 

order to provide detail analysis of the proposed MMSE-SIC 

based approach for iterative detection and decoding (IDD). 
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I. INTRODUCTION 

To acquire a higher data rate, MIMO techniques are 
widely used in most current wireless communication systems. 
The channel coding or forward error correction (FEC) scheme 
is an important part of MIMO communication systems if one 
targets high QoS for mobile users. It is essential to exploit 
high-performance FEC methods to achieve the performance 
gains in MIMO based communication systems. The FEC 
methods like turbo codes and LDPC codes [1] promises to 
come close to the Shannon capacity limit. The harsh channel 
conditions demand to use FEC schemes with iterative 
decoding to achieve the performance goals. Turbo codes are 
one of the coding schemes that are based on the concept of 
iterative decoding [1]. 

The iterative decoding approach can be employed as the 
outer loop, which is a connection between the MIMO detector 
and FEC decoder. In such scenario, the iterative loop between 
the MIMO detector and FEC decoder utilizes extrinsic LLRs 
iteratively [2]-[4]; therefore, it is known as joint iterative 
detection and decoding (JIDD). One major implementation 
difficulty of the JIDD based MIMO systems is the signal 

detection issue at the receiving side and its computational 
complexity which makes it impractical. 

Previous research has employed reduced search MAP 
methods and equalization method for SISO detectors. The 
sphere decoding and tree search-based methods have been 
very promising approaches for JIDD systems [4]-[6]. These 
approaches target to reduce the MAP search space by finding 
the likely candidates. However, tree search methods are still 
computationally complex. In [7][8], a minimum mean squared 
error with soft interference cancellation (MMSE-SIC) detector 
is derived from the MMSE detector with the interference 
cancelation as the pre-process by considering a priori 
information from the channel decoder. The MMSE-SIC 
detection method does not provide promising performance 
improvement in the JIDD system, but they benefit from low 
complexity. There have been considerable performance 
enhancements in the MMSE-SIC method. In [9], the author 
used two approaches to enhance the performance of the 
MMSE-SIC method. First, a posteriori information is used to 
enhance the performance of the MMSE-SIC method and 
complexity is reduced by hard decision threshold (HDT) 
method. However, still, there is a performance gap between 
MMSE-SIC and other existing methods like tree search-based 
methods. In [10] author employed a three-loop approach to 
further enhance the performance of the MMSE-SIC method. 
The third loop enhances the performance of the method with 
the expenses of additional processing. The main complexity of 
the MMSE-SIC method lies in its filtering matrix inversion 
method which is addressed in [11] by proposing a single 
matrix inversion method. 

In this paper, the proposed method is used to reduce the 
complexity of the three-loop method which involves repeated 
filtering matrix inversion for each transmitted layer. The 
purpose to use a single inversion of filtering matrix for all 
layers in the three-loop method. Simulation results show that 
the proposed method is more suitable with negligible 
performance degradation with only single inversion instead of 
layer-based inversion of the filtering matrix. 

The rest of the research paper is outlined as follows. The 
three-loop method is explained with its system diagram in 
Section II. Then Section III is about the proposed single 
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inversion approach for the three-loop MMSE-SIC method. 
Section IV is about simulation results. Finally, the paper is 
concluded in the conclusion section. 

II. CONVENTIONAL DETECTION METHODS FOR JIDD 

SYSTEMS 

The system diagram of the conventional JIDD based 
MIMO system is shown in Fig. 1. The MIMO system of size 
is considered. The system diagram shows that information 
bits, u  are sent to FEC encoder to produce the coded output 

represented as u . The size of each codeword length is of n . 

Then bit interleaving is done with codewords having a size of 
M K  resulting in interleaved bits x . 

Then the bits are divided into MIMO frames of size M K  
bits. Each MIMO frame containing transmitting bits can be 
represented as: 

],,,,,[ ,1,2,11,1 KMK ssss s
           (1) 

where ,m ks  is the kth bit which is mapped onto the thm  

transmitting symbol. 

The transmitted information vector is represented as, 

1 2[ , , , ]x
T

Mx x x , where symbols are from constellation, 

 , x
M . The received information vector is represented 

as, 1 2[ , , , ]y
T

My y y , it can be represented with an 

N M complex channel matrix, as follows: 

nHxy 
               

where n  is an 1N   complex Gaussian noise vector. The 

entries of channel matrix H  are assumed to be known at the 
receiver. 

There are several existing detection methods which are 
employed in JIDD system. The optimum soft MAP 
demodulator calculates the exact LLR values in JIDD systems. 
However it is impractical to use it due to its computational 
complexity. The LSD is also one of the methods to generate 
soft information based on SD algorithm. Another approach 
which searches for the ML solution and its counter hypothesis 
for soft output is STS [5]. Below are the details of existing 
detection methods employed in JIDD systems. 

A. MAP based Detection for JIDD System 

Fig. 1 illustrates the overall MIMO detector system 
divided into transmitter and receiver. As depicted in Fig. 1, at 

receiver, first the soft bit information (SBI), L , is estimated 
from y  for all transmitted bits. Using the MAP detection 

process,  ,m kL x , is calculated as: 
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where, ,  k m are the thk  bit of the thm  symbol for which 

SBI information is calculated. 

By applying Bayes’ theorem, and use of interleaving 
operation which makes all information bits in a symbol vector 
statistically independent and under the max-log 

approximation, the  ,m kL x  can be represented as [4]: 
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where dx  can be found as follows: 

 
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The performance of the JIDD system employing MAP 
detection method is illustrated in Fig. 2. The performance is 
generated for 2 2  and 4 4  MIMO detector with 16 QAM 
modulation scheme. The performance is compared for 
different outer iterations which are between decoder and 
MIMO detector. The code rate of 1/3 is set for the encoding 
and decoding purposes with the constraint length of 3 is set for 
each RSC component. The turbo decoder was employed with 
8 inner iterations. As it can been seen that as outer iterations 
increases the performance of 4 4  system approaches 2 2  
MIMO system. 

 

Fig. 1. Transmitter and Receiver Blocks for MIMO System with JIDD. 

 

Fig. 2. BER Performance of JIDD based MIMO System Employing MAP 

Detector for the 2 2 and 4 4  System. 
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B. Sphere Decoding Based Detection Methods 

The SD scheme aims to search the transmitted information 
by searching the ML metric with minimum distance from 
received signal, which is considered as the final solution 
metric [4][12-14]. SD is a suboptimal solution to find the best 
solution by considering small space vector within a set radius 
instead of searching whole space of possibilities in a full 
space. The LSD is the method which is based on SD 
algorithm. In LSD, the search is not limited for one best 
solution which is the case in SD method, the LSD builds a list 
of Nc best solutions by searching through the space of radius 
r. The candidates whose radius falls inside r whose are used to 

build a subset list 
LSDL   of size Nc [6]. Even the list is 

full, LSD method continues its search for better candidates 
until it reaches the end of the search space. The LSD method 
performance varies for different sizes of Nc, therefore, the 
increased size of candidate the performance of LSD methods 
enhances. However, a large size of Nc will result in higher 
candidate search complexity due to increase in search space. 

Fig. 3 shows the BER performance [14-16] of 
Conventional JIDD detection methods over 2 2  MIMO 
system with a 16-QAM scheme. The turbo decoder is set with 
8 inner iterations and there are 3 outer iterations performed 
between decoder and MIMO detector. The full search MAP 
can produce optimal performance compared to LSD and STS 
methods. Compared to the conventional LSD with 40 
candidates, the STS method produces better performance. 
However performance of LSD depends on the list size which 
can be improved with increase in list size with the cost of 
computational complexity. 

C. Three Loop MMSE-SIC Method 

As depicted in Fig. 4, loops 1 and 2 are those which the 
JIDD system conventionally employs. In order to reduce the 
error propagation (EP) which occurs in MMSE-SIC based 
JIDD systems due to utilization of soft information of other 
layers, the additional Loop 3 is used and it can enhance the 
error-rate performance by reflecting soft information within 
the MIMO detector; so it uses 1) a priori soft information 

feedback by the FEC decoder, 
d

aL ; 2) a posteriori soft 

information which is generated from the first 
0L  and second 

1L  inner MMSE-SIC iterations. During the execution of Loop 

3, the MIMO detector estimates 
0L  and it is stored so that it 

can be utilized in the second inner MMSE-SIC iteration 

jointly with 
1L . While SIC-MMSE detector performing the 

first inner iteration, the 
thi  streams soft symbol is calculated 

by utilizing 
d

aL  and 
0L  [10]. After completing the first 

iteration, generated soft information is feedback within the 
MMSE-SIC detector, both soft information extracted in the 
first MMSE-SIC iteration, and the a posteriori soft 

information 
1L  found at the second MMSE-SIC process, are 

incorporated. This process continues with the detector until 
there is no further change in performance and finally 
generated a posteriori information in the last iteration is de-
interleaved and forwarded to the channel decoder [10]. 

In Fig. 5, the impact of Loop 3 which is inside MMSE-SIC 
detector is elaborated. The third loop utilizes more reliable 
information during different steps involved in MMSE-SIC 
method. Fig. 2 illustrates the impact of Loop 3 on BER 
performance of 4 4  MIMO system. The number shown in 
parentheses represents the total layers utilizing information of 
previous detection iteration. In Fig. 5, the ―3 loop method (1)‖ 
where (1) indicates information from previous iteration of 
Loop 3 is utilized only at first layer during current detection 
process. Similarly, (2) indicates that information is utilized in 
2 current layers and so on. Therefore, as more layers use the 
information of previous loop from Loop 3, the BER 
performance is improved because information of previous 
layers is more reliable and it can reduce the error propagation 
resulting in performance enhancement. 

 

Fig. 3. BER Performance of Various Nonlinear JIDD Detection Methods 

Over 2 2  MIMO System with 16-QAM Modulation. 

 

Fig. 4. MMSE-SIC based JIDD System having Three Iterative Loops. 
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Fig. 5. BER Performance of Three Loop Method for 4 4  MIMO System. 

III. SINGLE INVERSION BASED THREE LOOP METHOD 

Three loop approach for MMSE-SIC scheme can improve 
the performance but the cost of computational complexity. 
Each iteration in the third loop involves M  inverse operations 
of the filtering matrix. The single inversion method [11] can 
be employed together with three loops MMSE-SIC method to 
improve the overall efficiency of the system in terms of 
computational complexity with a negligible impact on 
performance. In this paper, the proposed method is used to 
reduce the complexity of the three-loop MMSE-SIC method 
by performing the filtering operation with a single inversion 
for each loop three iterations. By using the single filtering 
matrix inversion in each iteration of loop 3, the large amount 
of complexity is reduced while keeping the advantage of 
performance enhancement brought by the loop 3 approach. 

During the lth iteration inside Loop 3, the soft symbols l

jx  for 

each later are estimated by utilizing different soft information 
in each of its iterations. 

For the first iteration when l = 0, the soft symbols are 
calculated using, which is soft information (a priori) provided 
by the channel decoder. During the first iteration in loop 3, the 
soft symbols for 1; ;j M    are found as: 

   0

, ,

1

1
[ ] 1 tanh

2

K
d

j i j k a j k

q k

x E x q s L s
 

   
           

where ,j ks  is put as ±1, which depend on the complex 

symbol q  taken from the complex space  . The error, 

j j je x x  , which can impact the overall performance of the 

system due to its impact in error propagation is the error 

calculated between the transmitted stream jx and its soft 

symbol 
jx . The variance of each soft symbol depicts its 

reliability, which is found using [7][8]: 

     
2 220 0

, ,

1

1
V ,0 1 tanh .

2
   

K
d

j j k a j k j

q k

j E e q s L s x
 

    
    

         

In loop 3, only a priori information is used for soft symbol 
and their variance calculation. In the successive iterations,
1 0 , soft symbols and their variance are found by using both 

a posteriori information of previous loop 3 iterations. 
Therefore, for successive iteration, found as: 

     1

, , ,

1

1
1 tanh

2

K
l l d

j j k j k a j k

q k

x q s L s L s

 

   
           

and their variance is calculated using: 

       
2 22 1

, , ,

1

1
V , 1 tanh .

2

K
l l d l

j j k j k a j k j

q k

j l E e q s L s L s x

 

     
    

       

After calculating the soft symbols and their variance we 
estimate Gram matrix and matched filter output. The 
interference cancelation for the layer is done using: 

,

,y y g h n
l MF l l

i j j i i i

j j i

x x


   
           

where 
,

n h n
l l

i j jj j i
e


  , and 

g
j  is the thj  column of 

G , and 
Tl

M

l

i

l

i

ll

i xxxxx ]~,,~,0,~,,~[~
111   . 

The next step is filtering the MMSE matrix which involves 

M  inverse operation (one for each layer). In order to perform 
single inversion for each iteration in the loop 3, we use the 
layer independent variance matrix, 

    1, , , , .
l diag V l V M l 

           

Then the MMSE filtering matrix, W
l
, is calculated only 

once in each iteration of loop 3 by using: 

 
1

2 .W G I
l l

N


  
            

It is noticeable that previously three-loop approach for 
MMSE-SIC used (13) during the filtering process which is the 
layer dependent variance matrix and is found as:  

        1, , , 1, ,1, 1, , , , .l

i diag V l V i l V i l V M l   
     

The symbol, ˆ l

ix is calculated by using: 

ˆ ( ) .w y
l l l

i i ix              (14) 

The symbol estimation in equation (14) can be expended as: 

l

ii

l

i

l

i xx  ˆ
            (15)

where 

i

l

i

l

i gw )(
            (16) 

and denotes Gaussian random variable having a variance 

 
2

l

i , which is obtained by using: 

 
2 2

.l

i

l l

i i   
            (17) 
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The further complexity can be reduced by using a single 
distance calculation method in order to find the soft 
information for each bit. The hard decision threshold (HDT) 
scheme is an efficient single distance calculation method 
which can calculate of the kth bit using [9]: 

 , 2 ,l l l

i k i kL s b 
           (18) 

where l

kb  depicts the distance between the estimated 

symbol , and the HDT line for the estimating bit, and is the 
signal-to-interference-plus-noise ratio (SINR) for the layer. 

IV. SIMULATION RESULTS 

Performance of the proposed method is compared for 
different MIMO systems over the 16-QAM modulation 
scheme. The Rayleigh fading channel model is deployed to 
evaluate the performance of the proposed method. The code 
rate of the turbo code is 1/3. The constraint length employed 
was three for each recursive systematic convolutional (RSC) 
code. Eight iterations are deployed in the turbo decoder. The 
exchange of information between turbo decoder and MIMO 
detector was performed 4 times. 

Fig. 6 illustrates the performance comparison of a single 
inversion based three-loop MMSE-SIC method with other 

conventional methods for a 2 2  MIMO system with a 16-
QAM modulation technique. The proposed method has 
outperformed conventional MMSE-SIC method while it has 
similar performance as conventional loop 3 method while 
much less complex because of single inversion in each 
iteration while conventional loop 3 requires M inversion 
operations in each iteration. 

Fig. 7 illustrates the performance comparison of a single 
inversion based three-loop MMSE-SIC method with other 

conventional methods for a 4 4  MIMO system with a 16-
QAM modulation technique. As shown in Fig. 7, the proposed 
method has outperformed the conventional MMSE-SIC 
method while it has similar performance as the conventional 
loop 3 method while much less complex because of single 
inversion in each iteration while conventional loop 3 requires 

M  inversion operations in each iteration. 

A. Discussion on Complexity 

The complexity of the conventional MMSE-SIC method is 
dominated by its filtering operation which requires M inverse 
operations in each iteration. The number of matrix inverse 
operations is directly proportional to the number of antennas. 
As the antenna size increases so do the number of matrix 
inversion operations. Therefore, the proposed method has no 
impact on the increase in the antenna size because it is layer 
independent which means it requires only a single inversion 
operation. Referring to Fig. 7, the conventional loop 3 method 
in [10] requires eight matrix inversion operation for 2 
iterations while the proposed scheme needs only two matrix 
inversion operation (one for each iteration). Additionally, 
instead of Max-Log MAP approximation for SBI estimation, 
we employ a single distance calculation approach which 
further reduces the complexity of the proposed method. 

 

Fig. 6. BER Performance of Proposed Single Inversion based Three-Loop 

MMSE-SIC Method for a MIMO System with 16-QAM Modulation. 

 

Fig. 7. BER Performance of Proposed Single Inversion based Three-Loop 

MMSE-SIC Method for a 4 4  MIMO System with 16-QAM Modulation. 

V. FINDINGS AND CONCLUSION 

Due to the large computational complexity of multiple 
matrix inversion in three loop MMSE-SIC method, the 
proposed single inversion method for three loop-based 
MMSE-SIC method. The proposed method improves the 
efficiency of the MMSE-SIC method by lowering the 
computational complexity. The simulation results are given 
which shows that the proposed method can improve the 
performance in each Loop 3 iteration with much lower 
complexity. 
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