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Abstract—Malaysia's online retail industry is growing 

sophisticated for the past years and is not expected to stop 

growing in the following years. Meanwhile, customers are 

becoming smarter about buying. Online Retailers have to 

identify and understand their customer needs to provide 

appropriate services/products to the demanding customer and 

attracting new customers. Customer profiling is a method that 

helps retailers to understand their customers. This study 

examines the usefulness of the LRFMP model (Length, Recency, 

Frequency, Monetary, and Periodicity), the models that 

comprised part of its variables, and its predecessor RFM model 

using the Silhouette Index test. Furthermore, an automated 

Elbow Method was employed and its usefulness was compared 

against the conventional visual analytics. As result, the RM 

model was selected as the finest model in performing K-Means 

Clustering in the given context. Despite the unusefulness of the 

LRFMP model in K-Means Clustering, some of its variables 

remained useful in the customer profiling process by providing 

extra information on cluster characteristics. Moreover, the effect 

of sample size on cluster validity was investigated. Lastly, the 

limitations and future research recommendations are discussed 

alongside the discussion to bridge for future works. 

Keywords—Customer Profiling; LRFMP; RFM; Data Mining; 

K-Means Clustering 

I. INTRODUCTION 

The online retail industry in Malaysia is in its growth 
trajectory in the past decade and is likely to enjoy strong 
growth over the coming years [1-2]. While internet freeing up 
the geographical limitations, online retailer now has to 
compete with each other directly regardless of their location. 
To the local small and medium online retailers, the battlefield 
quickly levels to the international level when online retail 
giant with economies of scale such as Amazon and Taobao 
provides a wide range of product selections and reduced 
shipping fare. Furthermore, despite the benefits of being able 
to sell online, compared to traditional physical outlets, the lack 
of seller-buyer interaction leaving the seller confused about 
customer preference and trends. Moreover, customers are 
becoming smarter and selective with their spending given the 
wide range of selection [3]. 

Under such circumstances, one retailer could never fulfill 
every customer's needs and provide satisfiable service to every 
new customer. Hence it is important to identify the most 
profitable customer in the long-run, then provide tailored and 
customized service to these groups of customers to reduce the 
cost while maximizing profitability. Customer profiling is a 

potential method of achieving it and resolve the described 
issues. Customer profiling is technique retailers or service 
providers used in analyzing consumer characteristics and 
needs. It increases retailers’ understanding of consumers and 
provides a foundation to retailers in making an informed 
decision in many business aspects such as product selection or 
marketing tactics. 

To conduct a customer profiling, two aspect has to be 
considered: The theoretical guidance where a theory that 
guided which variables to be used to create customer profiles 
and the technical calculation aspect focuses on methods and 
formulas to calculate the scoring for each variable and 
aggregate the result in creating customer profiles. 

Theoretical-wise, apart from some grounded theory 
development that proposed unique domain-specific variables 
to use in customer profiling [4], RFM (Recency, Frequency, 
Monetary) analysis is used widely in performing customer 
profiling in many domains [5-6]. In the past decade, many 
modifications of the original RFM model, either to create a 
domain-specific RFM variation or to optimize the RFM model 
in general have been done. Some examples are RFQ (Quality) 
[7], and LRFMP (Length and Periodicity) [3]. 

Technical-wise, conventionally, analyst convert the entire 
RFM model’s raw data into Likert-scale as it not only eases 
understanding but also simplify calculation [8]. Researchers 
such as Peker, Kocygit, and Eren [3] and Palaniappan, 
Mustapha, and Mohd Foozy [9] had used data mining 
techniques while conducting customer profiling due to its 
powerful capability and the benefit of no need to skimming 
down the data. 

The research objectives (RO) are as follows: 

    RO1: To identify the theoretical model and techniques that 

  could be used in customer profiling within  

  Malaysia’s online retail industry. 

    RO2: To develop a customer profiling model based on 

  RFM’s variation model and K-Means clustering 

  within Malaysia’s online retail industry. 

    RO3: To compare and evaluate the developed customer 

  profiling models to identify an optimal model for the 

  given dataset. 

The purpose of this paper is to examine the usefulness of 
the LRFMP model, and its predecessor RFM model using the 
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Silhouette Index (SI) test for customer profiling. In addition, 
the work explained in this paper examined the possibility of an 
automated customer profiling process where the K-value 
decision and optimal variables to be used could be decided 
without human intervention such as the conventional EM’s 
visual analysis. 

This paper is presented by the following sections: Section I 
will discuss the general context of the work explained in the 
paper. Next, in Section II, the literature review that presents 
the theoretical and conceptual of the study is explained. In 
Section III, the methodology of the experimentation and 
analysis is described. The experimental result is explained in 
Section IV and finally, Section V conclude the work discuss in 
the paper. 

II. LITERATURE REVIEW 

To identify the current method and technique of 
conducting customer profiling, a literature review was 
conducted and is summarized into the following subsections: 

A. Theoretical Model in Customer Profiling 

While some researcher employs grounded theory and 
proposed domain-specific variables in customer profiling [4] 
[10–13], most researchers favored the use of the RFM model. 
The popular usage of RFM or its various models covers many 
domains such as banking [14], Hotel industry [15], Small and 
Medium Enterprises (SME) [16], grocery retail industry [3], 
and online retail industry [5] [11] [17]. 

Due to the popular uses of the RFM model, many pieces of 
research had proposed a variated RFM model with additional 
or removal of certain variables, which claimed to improve its 
relatedness to a particular industry and better performance in 
customer profiling. For instance, Li [18] proposed the uses of 
the FM model with recency removed, the model remained 
effective in performing customer profiling in the retail 
industry. Li argues the uses of the only 2 important variables 
could effectively create a matrix of 4 distinctive groups of 
customer profiles. On the other hand, Liu, Zhao, and Li [7] 
argues the replacement of Quality over the original Monetary 
variable (RFQ model) is effective and more relevant in the 
mobile apps domain as most mobile apps are freemium 
oriented therefore no monetary aspect was involved. 
Moreover, Wei, Lin, and Weng [19] suggested the additional 
variable of Length (LRFM model) in the dental industry to 
improve the quality of customer profiling. They suggested the 
length in time a customer has visited since the first visitation 
indicates customer loyalty and is an important indicator in 
customer profiling. Recently, Peker, Kocyigit, and Eren [3] 
proposed the Periodicity variable on top of Wei, Lin, and 
Weng [19]’s model LRFM, creating a LRFMP model and was 
used in the grocery retail industry in Turkey. 

B. Technical aspect in Customer Profiling 

The technical aspect of customer profiling refers to the 
method and calculation used to aggregate data into useful 
insight. Conventionally, analyst tends to convert the RFM 
model’s raw data into Likert-scale following by assigning 
customer into a certain group (for instance group that has high 
in R, low in F, and high in M, etc.) [8]. However, this is not 

the case for the past decade. Recent research shows a trend of 
adopting a data mining technique in aggregating and 
clustering the consumer group [3] [19]. Given the nature of 
customer profiling is to cluster consumers into several 
comprehensible groups, the clustering technique from the data 
mining domain seems to be the best method of aggregating the 
customer data to provide useful insight. 

Hung, Yen and Wang [10] employs a Decision Tree and 
Neural Network in conducting customer profiling in Taiwan’s 
Telecom industry. Similarly, Sankar [11] also employed the 
Neural Clustering technique in the USA’s Online retail 
industry. Another example of data mining used in customer 
profiling has been mentioned by Hu and Yeh [20], which used 
constraint-based mining in the food and beverage industry. 
Apart from that, the majority of the research had adopted the 
K-Means clustering technique in the conjunction with RFM 
model or its variation [3] [5-6] [14-15] [17] [18] [21–23]. 

Among the researchers used K-Means Clustering in 
customer profiling, Christy et. al. [23] had attempted to 
compare the performance of K-Means clustering with other 
clustering techniques. They compare the effect of K-Means 
Clustering and Fuzzy C-Means using the RFM model. 
Interestingly, they also attempted to include the RM model in 
the comparison. The result suggested Fuzzy C-Means gains 
better Silhouette width performance at the cost of runtime 
while the RM model K-Means Clustering achieved the lowest 
runtime and highest Silhouette width, indicating a proper 
implementation of K-Means Clustering can be effective in 
both clustering quality and runtime. However, their work did 
not include the RM model’s Fuzzy C-Means analysis. 

Evaluation on K-Means clustering customer profiling is 
another aspect that need to be addressed. While classification-
related methods could be benchmarked through the use of 
confusion matrix, the K-Means clustering evaluation is 
benchmarked through the manipulation of K to measuring the 
cluster distances. The cluster distance indicates unique cluster 
characteristics and therefore, unique customer profiling result. 
Studies regarding validation on cluster distance was 
performed in many studies [6][13-14][21][23]. For instance, 
Dong, Zhang, and Ye [13] evaluated the consistency of cluster 
distances among iterations to justify validity. Another 
literature suggested the use of Self Organizing Maps analysis 
in identifying the best number of K [15]. Besides, more 
researches had employs a cluster distances-related analysis in 
justifying cluster validity [6][14][21][23]. For instance, 
Maryani and Riana [6] measures the Euclidean distance 
among clusters to justify each cluster contains unique 
characteristics and is not overlapping with other clusters. 
Similarly, both Walters and Bekker [21] and Christy et. al. 
[23] used SI in measuring inter-cluster distances while the 
former used it to identify the best number of K but the latter 
used it in inter-model comparison (FM vs. RFM model). In 
addition, Aryuni, Madyatmadja, and Miranda [14] used both 
Average Within Cluster (AWC) and Davies-Bouldin Index 
(DBI) in measuring cluster distances. Lastly, instead of 
employing cluster distance-related formulas in validating 
clusters, research such as Chen, Sain, and Guo [5] evaluate the 
characteristics of each cluster to justify its uniqueness and 
meaningful clustering result. Among the distance-based 
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analysis, SI is much more popular compared with other 
methods, mainly due to its better accuracy [24]. However, it is 
important to note that one of the disadvantages of using the SI 
is its complex and long computational runtime [24]. 

C. RFM Model for Customer Profiling 

Theoretical wise, the uses of the RFM model is currently a 
popular method of conducting customer profiling. While some 
studies proposed the removal of some certain variables will 
not have a significant impact on cluster quality, some 
proposed number of new variables which were believed to be 
able to improve the quality of customer profiling. However, 
these researches are mostly containing little to no replica 
study. Furthermore, most of these studies did not compare the 
newly proposed model against its original RFM model, 
leaving its improvement in terms of quality beyond the 
original RFM model questionable. 

Technical wise, K-Means clustering were used frequently 
among other data mining technique when it comes to customer 
profiling. While most of the studies did not tackle the 
evaluation of the clustering result, limited studies suggested 
the uses of techniques such as the SI, Davies-Bouldin Index 
(DBI) to validate the clustering results [14] [21]. Furthermore, 
it is possible to evaluate the quality and usefulness of the 
clustering result by directly evaluating the unique 
characteristics of each cluster, which is the combination of 
RFM variables in the given context, where unique clusters 
indicating successful clustering while similar cluster 
characteristics indicating low clustering quality. 

To identify the optimal model among the vast proposed 
RFM variations in the online retail industry, RO2 and RO3 
were coined. K-Means Clustering was implemented guided by 
the LRFMP model as proposed by Peker, Kocyigit, and Eren 
[3] due to its relatedness and the promising result beyond the 
original RFM model. Nevertheless, the LRFMP model 
contains all newly proposed variables as reviewed in the 
literature review except for Quality, which was created 
specifically for the mobile apps industry. 

III. METHODOLOGY 

This research is quantitatively oriented that employs a case 
study and experimental approach through data analysis. The 
data was provided by an anonymous online retailer located in 
Malaysia. The following descriptions record the methodology 
conducted in this study. 

Step 1: Data Collection: Utilizing convenient sampling 
techniques and a list of data requirements as shown in Table I, 
a totally of 60 data acquisition approaches were done and one 
had accepted to participate in the study anonymously and the 
customer and company-related information have to be 
protected. Any data that could possibly reveals the company 
had been shielded by converting this information into unique 
ID prior to any data processing. The participating company is 
an online retailer performs sales solely on Facebook and 
Instagram and communication between salespersons and 
buyers was done through WeChat, WhatsApp, calling, or 
direct messenger within the platform. The data provider’s 
company focuses on cosmetic product sales with minor 

branches on clothing with about four years of company 
history. 

TABLE I. DATA REQUIREMENT 

Mandatory   

Data Details 

Customer ID 

An identifier for a particular 1 customer, some 

alternative includes IC, numbers, name or mailing 

address 

Date Date of Purchase OR date of the recorded order 

Expenses (MYR) Total expenses in 1 receipt 

Optional 
 

Demographical 

Information 
Mailing Address, Gender, Age, etc. 

Step 2: Data Pre-processing: Data aggregation was done to 
pivot the raw data table as in Table I into the new LRFMP 
table using the following formulas: 

Length: 

L lv-fv               (1) 

Where lv represents the date of the last visit, and fv 
represents the date of the first visit, and Length (L) measures 
in days. This variable reveals the length of history a customer 
spent with the company, measuring in day. 

Recency: 

R od-lv               (2) 

Where od represents observation date, and lv represents 
average days of all visit dates and observation day. This 
variable reflects whether a particular customer remained 
active recently. 

Frequency: Counted in times, the total visit of a particular 
customer. 

Monetary: The sum of all spending, which is different 
from [3] uses of average spending. While not affecting the 
pattern and distribution, using sum could directly reflect a 
particular customer’s contribution to the company total 
revenue. 

Periodicity: 

P stdev IVT1 +IVT2 +… IVTn)            (3) 

Where: 

IVTi date diff ti+1 ti              (4) 

Where I ≥ 1 and ti refers to the date corresponding to the 
ith visit of a particular customer. This variable reflects the 
customer consistency in visiting the shop. 

Then, both the standardized z-score and normalized value 
is calculated based on the output of the 5 formulas. While the 
standardized z-score is used to feed into the data mining 
pipeline, a normalized score is used in descriptive statistics to 
compare dispersion of each variable within the LRFMP model. 

Step 3: Model Development and Evaluation Phase: Models 
are proposed based on the dispersion measurement. Using a 
normalized LRFMP score which all variables will have the 
same range between 0 and 1, each variable is compared using 
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standard deviation and the one with the lowest dispersion is 
removed one by one. This results in a list of models starting 
from LRFMP, following by a model with 1 less variable, and 
so on, down to when only 1 variable has remained. RFM 
model is added exclusively for the baseline comparison 
purposes. Then, K-Means Clustering is implemented on each 
model using the Scikit-Learn package on Python 3.5 with the 
settings as shown in Table II. The results are evaluated 
through an evaluation matrix as shown in Table III. 

As shown in Table III, Elbow Method (EM) serves as the 
most important rule of thumb in deciding the best number of 
K, however, its method tends to be too naïve as stated by 
Buitinck et. al. [25]. Hence, further validity mechanism has 
been set to triangulate the results of the EM. Therefore, SI was 
used to justify the EM’s results. The EM’s formula is stated in 
the below cited from [26] : 

Wk ∑
1

nr

k
r 1  Dr               (5) 

Where k represents the number of clusters, nr represents 
the total number of points in the cluster r and Dr is the sum of 
distances between all points in a particular cluster. 

Dr  ∑ ∑   di-dj  2
nr
j i

nr-1

i 1              (6) 

The conventional EM requires human intervention in 
deciding the knee jerk through visual analysis of the graph. 
However, this can be sometimes confusing and inconsistent. 
Therefore, an automated method was suggested by Bertagnolli 
[27] and is adopted in this study. It involves calculating the 
closest distance of each point of scores to an imaginary 
straight line between the first and the last k value as shown in 
Fig. 1. 

Furthermore, the SI was adopted and the formula is listed 
below as discussed by Perera [28]: 

s(i) 
b(i)-a i 

max a(i) b(i) 
              (7) 

TABLE II. CLUSTERING SETTINGS 

Setting Detail 

No. of Cluster 2 - 10 

Method for initialization K-Means++ 

Max iteration 300 

Max centroid iteration 10 

Random seed 0 

TABLE III. EVALUATION MATRIX 

Validation 
technique 

Range Usage Usage 

EM 0 – ∞ K-value Selection 
Decisional 
method 

SI -1 – 1 
K-value Validation & 
Inter-model Comparison 

Supportive 
method 

 

Fig. 1. Automated EM Illustration. 

where s(i) refers to the SI test score, b(i) and a(i) refer to 2 
different clusters. The score of the SI test can range between -
1 and 1 where -1 indicates the clusters are overlapping and 1 
indicates the boundaries and distances between each cluster 
are clear and distant [28]. While similar to the EM, the SI test 
is known to provide a better result with its complex 
calculation. Furthermore, unlike the EM, the purpose of 
utilizing the SI is its advantage of extracting a standardized 
score (-1 to +1), which is comparable among models, while 
the EM could only be used for intra-cluster comparison which 
is related to the selection of the best number of K. 

Step 4: Customer Profiling: Based on the result of K-
Means Clustering, customer profiling was conducted and 
descriptive statistics of each cluster were extracted. Lastly, a 
theme was given to each cluster and cluster characteristics 
were discussed. 

IV. FINDING AND RESULT 

A. Descriptive Statistics 

The result of the descriptive statistics serves the purpose of 
data exploration and suggesting models for the following K-
Means clustering analysis. Table IV records both the summary 
statistics and the trimmed version of it on the right. It shows 
that with the outliers removed, Length, Frequency, and 
Periodicity presents a mean score of 0, 1, and 0 respectively 
with little to no deviation. 

To investigate this in detail, the count of identical scores 
was conducted and is recorded in Table V, showing that 87%, 
87%, and 96% of the variable Length, Frequency, and 
Periodicity are the same value (0 for Length and Periodicity, 1 
for Frequency). This hinted the 3 variables might not be useful 
in K-Means Clustering analysis due to the lack of 
heterogeneity. 

Furthermore, the standard deviation of normalized scores 
was calculated and recorded in Table VI, and model proposal 
for K-Means clustering analysis is created based on the 
standard deviation scoring, such that: variable with lower 
standard deviation values is excluded 1 by 1 in the next model, 
starting from the complete LRFMP model. 

The complete model proposal is recorded in Table VII. 
Apart from that, model 6 which contains the original RFM 
model was added. 
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TABLE IV. SUMMARY STATISTICS 

Summary Statistics Summary Statistics (trimmed) 

Var. Mean Median Range SD Variance Skewness Kurtosis Mean Range SD Variance Skewness Kurtosis 

L 8.06 0 0-340 33.19 1101.65 5.83 40.00 0 0-0 0 0 0 0 

R 109.15 89 32-389 70.11 4915.80 1.75 3.20 105.38 32-389 68.51 4693.38 1.89 3.96 

F 1.43 1 1-74 3.48 12.11 16.50 306.01 1 1-2 0.06 0 17.58 307.99 

M 151.76 110 1-4793 272.79 74413.42 11.78 173.44 116.99 0-1135 100.53 10105.54 4.65 36.06 

P 0.81 0 0-76 5.47 29.94 8.95 91.22 0 0-0 0 0 0 0 

TABLE V. DATA HOMOGENEITY STATISTICS 

 
Count (= 0) Count (= 1) Related Proportion 

Length 621 N/A 0.87 

Frequency N/A 619 0.87 

Periodicity 680 N/A 0.96 

TABLE VI. STANDARD DEVIATION. OF NORMALIZED VARIABLES 

Variable S.D. 

nfrequency 0.003790 

nperiodicity 0.013200 

nlength 0.085361 

nmonetary 0.253688 

nrecency 0.255671 

TABLE VII. PROPOSED MODELS 

Count Model 

Model 1 LRFMP 

Model 2 LRMP 

Model 3 LRM 

Model 4 RM 

Model 5 R 

Model 6 RFM 

B. K-Means Clustering – Cluster Evaluation 

To identify the optimal K value, the proposed automated 
EM was implemented and Fig. 3, 4, and 5 were constructed 
where the green line indicating the optimal k-value as 
recommended by the automated EM while the red line/shade 
indicating the potential K values based on conventional visual 
analytics. These models with their respective best K value 
based on the automated EM are then compared with other 
models to identify the optimal model for the given dataset and 
is recorded in Table VIII. The comparison as shown in Table 
VIII shows that the RM model provides the highest SI scores 
among all following by the RFM model. Therefore, the RM 
model is selected as the most relevant model among all and 
was used to conduct customer profiling. 

TABLE VIII. INTER-MODEL COMPARISON 

  LRFMP LRMP LRM RM R RFM 

K value 4 4 4 3 3 3 

SI 0.60 0.61 0.61 0.63 0.59 0.62 

C. The Effect of Sample Size toward Cluster Validity 

It is expected that as the business grows, the sample size 
could increase dramatically. To investigate its effect towards 
the proposed cluster validity, a t-test was carried out based on 
the SI scoring with the following Hypothesis: 

H0: There is no significant difference between the full 
 sample and half sample group in terms of the 
 Silhouette Index scoring at a 95% confidence 
interval. 

H1: There is a significant difference between the full 
 sample and half sample group in terms of the 
Silhouette Index scoring at a 95% confidence interval. 

The data was then split into half and only half of it was 
used in the testing. There were two methods used in splitting 
the dataset which is the random selection among all samples 
and only selects the first half of the dataset based on time 
order. The result in Table IX records the result where both 
sampling method returns the scoring of p>0.05, indicates 
sample size could have a significant effect on the SI test 
scores. The result suggested SI test must be conducted 
periodically to ensure cluster validity as the business grow. 

D. Customer Profiling based on RM Model 

Customer profiling was conducted using the selected 
model RM due to its highest SI score among all models. The 
mean scores of the remaining variables: Length, Frequency, 
and Periodicity were recorded too for discussion purposes and 
is shown in Table X. 

TABLE IX. HALF SAMPLE TESTS RESULT 

Half Sample Method p-value 

Random 0.548 

Time-based 0.573 

TABLE X. CLUSTER CHARACTERISTICS AND THEME 

 
Count L R* F M* P M(Sum) Customer Profiling Tag 

Cluster 0 581 4.26 81.73 1.17 131.35 0.27 76314.00 The One-Time buyer 

Cluster 1 127 21.21 233.08 1.47 160.57 3.19 20393.00 The Loosen one 

Cluster 2 3 187.33 175.00 50.67 3730.33 4.05 11191.00 The Loyal Buyer 

Note: * are variables used in K-Means Clustering. 
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Based on the result of the K-Means Clustering, 3 unique 
clusters (cluster 0, 1, and 2) were identified, and themes were 
given to each cluster: The one-time buyer, the loosen one, and 
the loyal buyer after analyzing the characteristics of each 
cluster. It can be seen that Cluster 0 and 1 are the typical one-
time buyer, having a mean Frequency around 1 (Cluster 0 = 
1.17 and Cluster 1 = 1.47). The obvious difference that 
distinguishes Cluster 1 from Cluster 0 is the high level of 
recency, showing that Cluster 1 may be the customers that are 
losing interest in the shop in the past 1 year. Cluster 2 is a very 
unique, yet important cluster to the shop, consisting of only 3 
customers, but contributed a significant amount of income 
toward the shop. Fig. 2a and Fig. 2b compares the cluster’s 
expenses on average and total levels. On average as in Fig. 2a, 
customers in Cluster 2 spent extremely more amount of 
money when compares with Cluster 0 and 1. On total level as 
in Fig. 2b, Cluster 2 contributed 35.3% sales toward the 
shop’s total income. Furthermore, customers from Cluster 2 
are themed as the loyal buyers due to its high Frequency and 
Length, indicating frequent visitations in a long period. 

 
(a) 

 
(b) 

Fig. 2. Mean Expenses Pie Chart, (b) Total Expenses Pie Chart. 

V. DISCUSSIONS 

A. Automated Elbow Method vs Silhouette Index 

Through the process of K value selection of all proposed 
models, the employed automated EM techniques seem to 
select a K-value with only acceptable SI scorings instead of 
the one with the highest SI scorings. This could be due to the 
fact that the EM seeks for maximum possible K-value by 
selecting the maximum number of K before the diminishing 
mean squared distance flattens as the K-value increases. SI, on 
the other hand, did not perceive such biases, each SI score for 
every K value was calculated independently, resulting in 
extremely high runtime when compare to the automated EM 
but much objective cluster evaluation [29]. Despite being not 
able to select the K-value with the highest SI scores, it is 
important to note that the SI scorings generally served as the 
validation and supportive technique in K-Means clustering to 
triangulate EM’s decision. On a larger sample size, the benefit 
of using the EM quickly outrun the SI due to the runtime 
advantage [29]. However, due to the identified effect of 
sample size toward the SI scores, the customer profiling based 
on the automated EM approach has to be validate periodically 
using the SI tests to ensures cluster validity. 

On the other hand, when evaluating the result of the 
automated EM through visual analysis in Fig. 3, Fig. 4 and Fig. 
5, the automated K-value selection seems to work properly on 
the obvious model such as RM and LRM. On the model with 
more confusing curves such as LRFMP and LRMP, the 
automated EM selected the K-value somewhat between the 
possible K value based on visual analysis, indicating its 
consistency beyond conventional visual analysis due to the 
well-defined criteria for the automation. Lastly, the SI 
scorings of all selected K-value are around 0.6, with model R 
being the lowest at 0.59, indicating the acceptable quality of 
the proposed automated EM. Combining the result with the 
sample size testing, the automated EM is an acceptable 
method of K-Means selection in the long run with the aid of SI 
validity test periodically, instead of purely relying on the SI 
test, which is known to be computationally intensive. 

 

Fig. 3. K-Means Clustering Result for Model LRFMP and LRMP. 
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Fig. 4. K-Means Clustering Result for Model LRM and RM. 

 

Fig. 5. K-Means Clustering Result for Model R and RFM. 

B. Customer Profiling 

In the process of conducting the analysis, due to the lack of 
dispersion on variable Length, Frequency, and Periodicity, it 
was expected these variables will not provide useful 
information in customer profiling due to the almost universal 
scorings as shown in Table V. This assumption was further 
supported by the fact that the SI scorings of the model 
including these variables were lower when comparing to RM 
model. However, during the customer profiling process, 
variables such as Length and Frequency were able to provide 
supportive numbers in justifying the differences between some 
clusters and providing insight regarding cluster characteristics. 

C. LRFMP Model in Malaysia’s Online Retail Industry 

Based on the given dataset and testing, the finding 
indicates variable Periodicity may not be the best variable to 
be used in customer profiling in the online retail industry. This 
could be due to fact that most buyers are one-time buyers, 
resulting in identical scorings among customers. This is 
especially problematic as most clustering technique such as K-
Means clustering requires dispersion to work with when 
creating clusters. Due to the same issue of one-time buyers, 
both Length and Frequency which utilizes date in calculation 
also results in high universal scoring, and only provided a 
supportive reference in the customer profiling process. 
Variables Recency and Monetary are the two variables that 
remained useful in both K-Means clustering and the customer 
profiling process. When comparing the SI scoring for both the 
LRFMP model and its original predecessor RFM model, the 
latter scores slightly higher than the LRFMP model, indicating 
the LRFMP model may not provide extra information beyond 

the RFM model in the given dataset and assumingly, the 
online retail industry domain, but extensive research has to be 
done to test this assumption. 

VI. CONCLUSION 

In the study, we employed K-Means Clustering and 
LRFMP model in conducting customer profiling after the 
literature review. The usefulness of each variable in K-Means 
clustering was evaluated through descriptive statistics, 
following by some test model proposal. These models were 
then compared using the SI scoring, resulting in the RM 
model being the finest model in the given dataset. 

The study demonstrated the automated customer profiling 
process where the K-value decision and optimal variables to 
be used could be decided without human intervention such as 
the conventional EM’s visual analysis. Moreover  the outlined 
process is able to compare and evaluate if the variables are 
useful in any new dataset, and automatically select the model 
that fits the dataset. Furthermore, the process is expandable to 
cover more variables as variables are proposed in the future. 
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