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Abstract—The incessant Coronavirus pandemic has had a
detrimental impact on nations across the globe. The essence
of this research is to demystify the social media’s sentiments
regarding Coronavirus. The paper specifically focuses on twitter
and extracts the most discussed topics during and after the first
wave of the Coronavirus pandemic. The extraction was based on
a dataset of English tweets pertinent to COVID-19. The research
study focuses on two main periods with the first period starting
from March 01,2020 to April 30, 2020 and the second period
starting from September 01,2020 to October 31, 2020. The Latent
Dirichlet Allocation (LDA) was adopted for topics extraction
whereas a lexicon based approach was adopted for sentiment
analysis. In regards to implementation, the paper utilized spark
platform with Python to enhance speed and efficiency of analyzing
and processing large-scale social data. The research findings
revealed the appearance of conflicting topics throughout the two
Coronavirus pandemic periods. Besides, the expectations and
interests of all individuals regarding the various topics were well
represented.
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I. INTRODUCTION

The Coronavirus outbreak has been a severe disruption to
the global economy and this has affected most, if not all, na-
tions. In fact, ever since the World Health organization (WHO)
declared the pandemic a Public Emergency of International
Concern (PEIC) [1], the subsequent restrictions to curb the
spread of the virus continue to do more damage than good.
These restrictions include but are not limited to travelling
restrictions and closure of non-essential businesses[2]. In light
of these measures, most people have resorted to social media to
express their views regarding everything that is going on in the
world [3]. The impact of social media platforms is becoming
more noticeable than ever before. Social networking sites are
considered the global big data center because people use their
applications and invest much time in these media outlets [4].

The usefulness of these social media platforms is at-
tributable to their ability to highlight valuable insights on
varying perceptions of issues that are happening in real-time
[5]. Furthermore, social networking has a remarkable impact

and is one of the most increasingly growing social information
structures.

A predominant social media platform is one of the most
common social networking sites. According to research, an
analysis of Twitter data, especially people’s emotions, can
be useful in many areas such as the stock market, election
vote, management of disaster, and crime [5]. Analyzing tweets
during and after Coronavirus could be worthy as the condition
and people’s reactions are changing every instant during this
critical period. This study motivated by examining how human
emotions and concerns changing with respect to COVID-19
from the start of the pandemic and till now. We have attempted
to used PySpark for improving the sentiment of topic modeling
analysis and relies on a lexicon-based algorithm that is applied
using big data and Machine Learning techniques. Researchers
contributed to an opensource of textual datasets. To achieve
this aim, a dataset of tweets about COVID-19 created by
Christian et al. [6] is selected for this work since it is the
only dataset covering the period from January to October, and
is considered big data. The contribution of this work is to
analyze the COVID-19 tweets dataset from January to October
and compare the changes in people‘s feelings by applying
machine learning methods and answering the following two
research questions:

Question 1

What are the most traded topics in the COVID-19 pandemic
in the course of two different periods, the first period from
March to April (first pandemic wave), and second period from
September to October (second pandemic wave)?

Question 2

How have people concerns change during the COVID-19
from the start of the pandemic and till now?

The rest of the paper is structured as follows: The second
section presents the related works for sentiment analysis and
topic modeling. Section three presents the content analysis
methods. Section four shows the proposed model of this
research while the data analytic and implementation of the
model present in section five and six respectively. Section
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seven discusses the work’s results. Finally, this paper ends with
conclusion and future work.

II. RELATED WORK

The vast majority of research studies that cover tweets’
sentiment analysis are more inclined towards machine learn-
ing algorithms [7]. An apt example is the analysis of the
negative connotations that revolve around the Coronavirus
related tweets. The researchers often utilize exploratory and
descriptive methodology as well as the visual and textual data
to get valuable insights based on Naı̈ve Bayes Classifier (NBC)
and logistics regression (LR) classification method of machine
learning.

The findings showed 91% accuracy of tweets with Naı̈ve
Bayes while 74% with the logistic regression classification
method [8] made prediction for the feelings of people on
Twitter through building a model to explore the real sentiment
of people about COVID-19. They made a comparison between
five classifiers, which are logistic regression, multinomial
Naive Bayes, Decision Tree, Random Forest, XGBoost, and
Support Vector Machine (SVM) over n-gram for feature ex-
traction along with bi-class and multi-class setting. The results
showed that SVM and Decision Tree outperform the other
classifier. However, the SVM classifier is stable and reliable in
all tests. Nonetheless, most classifiers were better done with
unigram and bigram in the bi-class setting. In addition, the
maximum accuracy of the proposed model was 93%, indicating
that the model has the ability to analyze the emotion of people
within COVID-19 tweets. K- Chakraborty [9] presented all
tweets relevant to COVID-19 and WHO were unsuccessful in
guiding people across this pandemic outbreak. They analyzed
twenty three thousand re-tweeted tweets over the timeframe
from 1 January 2019 to 23 March 2020. The results showed
that the highest number of tweets indicated neutral or negative
emotions. On the other hand, a dataset comprising 226,668
tweets gathered between December 2019 and May 2020 were
analyzed and revealed that there were a maximum number
of positive and neutral tweets. Analysis reveals that while
people tweeted mainly positively about COVID-19, Internet
users were busy re-tweeting negative tweets and that no useful
terms could be found in WordCloud. The accuracy reached up
to 81% when using deep learning classifiers while 79% when
using the formulated model based on a fuzzy rule to identify
sentiments from tweets.

Regarding to topic modeling, B.Dahal [10] analyzed large
datasets of geotagged tweets containing several keywords
related to climate change using topic modeling and sentiment
analysis. LDA was used for topic modeling to extract the
topics in the text, and Valence Aware Dictionary and sentiment
Reasoner (VADER) were applied to assess the general emo-
tions and behaviors. Analysis of sentiments indicated that the
general discussion is negative, especially when users respond
to political or extreme weather events while Topic modeling
reveals that the numerous subjects of climate change discussion
are diverse, but that some topics are more prominent than
others. The debate on climate change in the United States
in particular is less focused on political topics than other
nations.Kaila and Prasad [11] focused on the flow of Twitter’s
information during the spread of the Coronavirus. Tweets

associated with Coronavirus are analyzed using sentiment
analysis and topic modeling by using LDA.

The study concluded that the flow of information is correct
and consistent with minimal misinformation in relation to
corona virus outbreak. The LDA identified the most important
and reliable topics relating to the epidemic of Coronaviruses
while sentiment analysis verified the dissemination of nega-
tive sentiments such as fear along with positive sentiments
such as confidence [12] A developed topic modeling LDA
methodology, to classify the interesting topics from large-scale
tweets connected to two well-known Indian county officials.
Spark performed the topic modeling method with R language
to improve the speed and performance for large-scale real
time social data processing and analysis. In addition, tweet
sentiment analysis is conducted in this study by using a
lexicon-based approach to classify people‘s sentiment against
these two leaders.

III. CONTENT ANALYSIS

The essence of content analysis is to define trends, themes
or ideas within such qualitative data (i.e., text). Using content
analysis allows researchers to find out about the aims, mes-
sages and impacts of communication content.

A. Sentiment Analysis

Sentiment analysis, one of the most promising methods
for content analysis in social media, known as emotion AI
or opinion mining, leads to natural language processing(NLP)
and text analysis to systematically, quantify, extract, identify,
and study effective states and personal information [9].

Sentiment analysis is widely applied in the voice of the
customer materials such as survey responses and reviews.
Analysis of sentimental peoples can be achieved by millions
of likes and retweets, but this vast interaction with such a
post does not reflect the importance of the feelings toward
those posts [9]. This is because there are several factors, such
as happiness, irony, satisfaction, sadness and anger among
others. The aforementioned factors can have an impact on the
nature of posts. However, broad extractions of human feelings
from social media networks are important and strongly affect
international public trends, market decisions as well as policy
development [13].

This gets to show the importance of sentiment analysis in
the interpretation of human feelings. An analysis of peoples’
sentiments can be classified in different ways. The first one is
text classification and this is also referred to as text catego-
rization or text tagging which is the main process in sentiment
analysis. It entails the classification of texts into organized
groups and the calculation of sentiment analysis depending on
the number of occurrences of positive and negative words in
each document. Each document has both negative and positive
scores. When calculating the sentiment document score, each
negative word is denoted by -1, each positive word as +1, and
neutral word is denoted by Zero as neutral word [14].

The three main classification levels are: Sentence, docu-
ment, and aspect levels [9]. The last of the most common
sentiment analysis classifications are based on the rating level.
There are three main steps to show how sentiment analysis
works [13]:
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• Data Collection: This entails the use of certain key-
words or hashtags to access the information users
want depending on their interests. This information
has various forms (e.g. tweets, posts, news, texts).

• Prepossessing: The collected information is processed
during this step in order to prepare the data for the next
phase. This phase includes three main stages. First, the
cleaning stage contains the removal of repeated letters,
text correction, normalization, stop word removal, and
language detection. Next, the Tokenization method
focuses on converting text into tokens until it becomes
vectors. Lastly, the extraction of features such as
grammatical structures and mining characteristics.

• Data analysis: In this stage, all data should be pro-
cessed and then identified based on the main purpose
of research, such as polarity identification, sentiment
analysis, or frequency analysis. Processed identified
the main purpose of research, such as polarity identi-
fication, sentiment analysis, or frequency analysis.

B. Topic Modeling

Topic modeling analyzes “bags” or groups of words to-
gether—instead of counting them individually–in order to cap-
ture how the meaning of words is dependent upon the broader
context in which they are used in natural language. Topic
modeling is not the only method that does this– cluster anal-
ysis, latent semantic analysis, and other techniques have also
been used to identify clustering within texts. There are many
techniques to implement topic model such as Latent Dirichlet
Allocation (LDA), Latent Semantic Allocation (LSA), and
Non Negative Matrix Factorization (NNME). One of the most
popular topic models is LDA, which generates latent topics
in whole corpus [10]. It is a probability distribution of the
topics over every word found in the corpus. So, the number
of topics and the words in each topics must be determined
before LDA is run. The main assumptions of the model are
that each document in the corpus is a probabilistic mixture
of topics, and each topic is a probabilistic mixture of terms.
Topic model requires a word topic matrix and a dictionary
as the main inputs. Before running the LDA model, it should
create a dictionary, filtered the extremes, and create a corpus
object, which is the document matrix LDA model needs as the
main input [10]. The most important parameter of LDA is the
number of topics the model should infer from the corpus, k.
It is not clear how many topics the dataset should be divided
into. Too few topics could lead to an incomplete analysis while
multiple distinct topics could theoretically be mixed together.
Actually, too many topics could lead to multiple topics re-
flecting a coherent subject together but becoming individually
confusing [10]. To address this problem, authors [10], [12]
suggested running LDA with different number of K or such as,
5 topics, 20 topics, and 80 topics, then comparing the content
of the inferred topics to decide the optimum number of topics.
This method was preferred by many researchers to check the
suitable number of K that can used to generate effective result.

The basic premise of topic modeling features entities:
words, documents, and Corpora. Word is regarded as the
primary unit of discrete data in a document, described as
vocabulary items indexed for each uncommon word. The

document is an organization of N words. Corpus is a set of
M documents, and corpora are the plural shape of the corpus
[15]. Today, one of the most common themes of modeling and
analysis is LDA. As text data may have a mix of topics and
insights, LDA tries to find a probability of hidden distributions
in the input data. LDA is a “bag of words” words order is not
essential. However, it assumes that documents that have related
words customarily have the same topic. Moreover, documents
that have collections of words frequently happening together
customarily have the same topic. LDA contains two parts; the
first part relates to a document, and this is already known. The
second part is unknown because it entails words that relate to
a topic or the probability of terms relating to a topic that the
paper need to determine. Observations in LDA are pointed
to as tweets content, the feature collection is meant to as
words/vocabulary, and the resulting classifications are referred
to as topics.

IV. PROPOSED MODEL

This section sums up the research methodology that has
been implemented in this study. The methodology depends
on two algorithms: the LDA to extract the most of the ‘K’
Topics from a tweet’s text and lexicon-based approach to
identify tweet’s sentiment. LDA needs to train several times
to adjust its parameters while lexicon-based approach uses
directly. Therefor, there are training phase and runtime phase
as shown in Fig. 1.

In training phase, the model starts with the preprocessing
step, which is a crucial step to give the model valuable
results and success. Preprocessing consists of four primary
processes: text cleaning, tokenization, removing stop words,
lemmatization and stemming. All these steps will be described
in detail in the next section. Then, extract specific features
from the tweet’s text that should be in a well-defined format
to be used directly as an input to the classification algorithms.
There are several methods that can be applied in the extraction
of features. In this study, TF-IDF will be used to construct a
bag of words where tweets can be divided into words and
generate a vector[8]. If one word is introduced, the method
is called “unigram,” “bigram” for two words, and “trigram”
for three words, respectively [9]. So, this model extracts
the feature vector based on the “unigram” method. Some
parameters should be determined before running the LDA
model. The number of topics (k) and the number of iterations,
which controls how many times LDA will execute over each
document, are the most critical values that should be selected
carefully. Besides, selecting the number of topics depending
on the chosen dataset is also essential. Therefore, executing
the model and changing the values of K until generating the
best result will perform this process. This model works based
on NLP and will train with 80% of the dataset and test with
20%. After getting the topics, the paper will identify each
sentiment. Since the dataset is not labeled by sentiment, a
Vader lexicon model, which is a lexicon-based approach that
considers a pre-trained model [16], will be used to identify
tweet’s sentiment. It takes a word and classifies its sentiment
to positive, negative, or neutral. This can be performed with
polarity calculation of sentiment words; there are three main
steps to fulfill this analysis [8].

• Step (1): This step involves categorizing words as
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Fig. 1. The Proposed Model.

negative or positive in two groups, based on the
frequency of negative or positive words. Then the
polarity score for each tweet can be conveniently
determined.

• Step (2): The tweet polarity is determined by summing
the tweet value of each selected feature. Each tweet
is scored using the following formula:

PolarityScore(tweet) =
∑

featurevalue(tweeti)
(1)

where n is the number of features in tweeti.

• Step (3): To conclude a tweet’s feeling, the following
rules are established based on its polarity [8].
Polarity Score < 0, Negative
Polarity Score = 0, Neutral
Polarity Score > 0, Positive

In the runtime phase, we will follow the same process of
preprocessing step and feature extraction. After that we will
execute the trained model with this feature to get the topic of
a new tweet. However, considering the Vader lexicon method
only deals with words, it will be necessary to first send the
processed tweet to obtain its sentiment.

V. DATA ANALYTICS

This section presents information about the dataset using
in this research including the description of it and sampling
phase.

A. Dataset Description

In order to examine human emotions and concerns with
respect to COVID-19, researchers contributed to an opensource
of textual datasets. To achieve our objective, a dataset of
tweets about COVID-19 created by Christian et al. [6] is
selected for this work since it is the only dataset covering
the period from March to October, and it considers big data.

The selected dataset is an open-source dataset available for
research purposes. It has been collected continuously since
22 January 2020 using the Standard Twitter API. The total
of obtained tweets were 942,149,169 tweets on 25 October
2020 for many languages. The English language represented
67.59% of the total tweets. The authors have dedicated more
computational resources to pandemic-related tweets as the
influence of COVID-19 rises around the world. This is one
of the reasons why the number of tweets at some times has
risen considerably. They used trending topics on Twitter and
some keywords such as coronavirus, ncov19, ncov20, stay-at-
home, covid, and virus to collect tweets. According to Twitter
Service Terms and Conditions, this dataset contains Tweet ID
only. Therefore, “rehydrate” the tweets is applied to obtain all
information of tweets using the code available by the authors.
Because the dataset’s size is enormous, the paper presents its
explanation and preprocessing (incoming section) on the file
of 1September. As shown in Fig. 2 using Jupyter notebook,
there are 33 attributes having different data types (Boolean,
float, integer, object). In this study, four attributes were used
and these are presented in Table I.

TABLE I. DESCRIPTION OF SELECTED ATTRIBUTES

Attribute Name Description
Text Unique identifier of the tweet as integer
Lang The language of the Tweet text
Retweet count Indicates how many times the tweet was retweeted
Created at The date and time in (UTC) of creating a tweet

B. Dataset Sampling

This research worked on English tweets only, so there were
636,798,623 tweets. Since this work runs on personal computer
with limited processing capacity, the dataset was decreased to
approximately 600,000 tweets. The assumption is that highly
retweeted tweets are more critical. For that assumption, we
will select tweets having the highest retweet count per month.
Since the number of tweets varies per month, as shown in Fig.
2, a specific percent will apply to each month to track people’s
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Fig. 2. Description of Dataset’s Attributes

Twitter activity about COIVD19. At the end, the processed
dataset will save in a new dataset file of type CSV.

VI. IMPLEMENTATION

The implementation was done on two separated parts:
preparation the dataset to be ready to use for the proposed
model and implementation the model.

A. Dataset Preparation

Each month has 30 files, file per day, so we have 120
files. For each file, the paper applies the following steps using
Python Jupyter notebook, tweet here means record or row of
data: (file of September 1).

1) Remove non-English tweets according to “lang” at-
tribute.

2) Remove duplicated tweets according to “text” at-
tribute. As seen in Fig. 3, most tweets are retweeted
tweets. And this explains why we do not determine
a specific number of tweets from each day.

Fig. 3. Changing in the Total Number of Tweets over Preparation.

3) Keep the attributes “created at”, “text”, and
“tweet count” and remove the rest.

4) Convert the date format from (Tue Jan 21 22:45:27
+0000 2020) to this format (1/21/2020 ) .

5) Sort tweets in descending order according to
“retwee count” attribute.

6) Save the result in a CSV file.

We got 567064 tweets after applying previous processes and
the distribution of these tweets over each day is shown in Fig.
4 while Fig. 5 show them per months.

Finally, all prepared files are collected together in one CSV
file, the sample from this dataset is presented in Fig. 6. As in
text attribute, the text includes hashtag, mention, punctuation,
symbols, etc. which need to be removed before entering the
text to the model- the next section focuses on cleaning tweets.

B. Model Implementation

The model was executed on Google Colaboratory that
provides a web based interactive computing platform. And
PySpark programming language was used in writing the code.
The implementation was done through several steps starting
from preprocessing to getting the optimal model.

1) Data preprocessing: In this phase, the raw text of the
tweet goes through several stages of cleaning it. This phase
is significant in NLP, good cleaning leads to good results.
Natural Language Toolkit (NLTK) is a package building in
Python to process language. It contains a lot of libraries for
text processing. implemented this cleaning was done in five
steps using NLTK, as presented in Fig. 7, that gave excellent
result.

Step 1: eliminating punctuations, URLs, numbers, hash-
tags, mention, and symbols from the text; if a symbol asso-
ciates with a word, the word will also remove which achieves
removing of hashtag and mention. Then, converting tweets into
lower text. The result of this stage is shown below

Step 2: Applying tokenization that split a text into a list
of words using the tokenization methods available in the NLP
library. This step is essential to remove unwanted words, as
done in the next step.

Step 3: eliminating stopwords located in the stopword
library in NLTK. This library includes 179 stopwords of the
English language as listed below.
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Fig. 4. Distribution of Tweets per Day over 4 Months.

Fig. 5. Distribution of Tweets per Month.

Fig. 6. Sample of the Prepared Dataset.

Fig. 7. Preprocessing of Tweet.

As seen, these words do not give meaning when we need to
extract information from a text. Therefore, we removed from
the tweet to become the text as follow:

Step 4: The target of this step is to convert words to
their root to get distinguishing words. This process is called
Stemming and Lemmatization. There are many methods in
the NLTK package to implement them. We applied all of
them to decide which one is better. Stemming methods are
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not preferred to use because they remove the letter ‘s’ from
the end of the original word; for example, “previous” become
“previous” as explained in Table II, row 4.

On the other hand, using the general lemmatization method
did not solve the problem because it does not convert verbs to
their root; for example, “running” became “running” without
change. To overcome these issues, we proposed approch which
is apply the lemmatization method three times with change
‘Postag’ parameter each time in a certain order. The order of
execution and effectiveness of this approach are explained in
Table II, from 1 to 3. In row 1, all plural nouns converted
to their root, while adjective words converted bypass ‘a’ to
Postag parameter in row 2. And all verbs converted to their
root by set Postag =‘v’ in row 3.

Step 5: The last step is to remove words of length 1 and 2,
because they do not imply any meaning, especially ‘rt’ from
retweet words that appear in each retweeted text. The final
processed data are shown below.

TABLE II. THE RESULT OF LEMMATIZATION APPROACH

Used Method Result
Original Text [’running’, ’presents’, ’wives’,’better’, ’paid’, ’previous’, ’cats’]

1 Lemmatize method without set
pos parameter [’running’, ’presents’, ’wives’,’better’, ’paid’, ’previous’, ’cats’]

2 Lemmatize method with set
pos parameter to ‘a’ [’running’, ’present’, ’wife’, ’good’, ’paid’, ’previous’, ’cat’]

3 Lemmatize method with set
pos parameter to ‘v’ [ ’run’, ’present’, ’wife’, ’good’, ’pay’, ’previous’, ’cat’]

4 Stemme method [’run’, ’present’, ’wive’, ’better’, ’paid’, ’previou’, ’cat’]

2) Feature extraction: The next step of implementation is
extracting the suitable features from the processed text. The
paper applied TF-IDF method to generate a bag of words,
then applied “unigram” approach to get the feature vector
[8]. TF.IDF consists of two mathematically multiplied parts:
TF and IDF. TF (Tearm Frequency)= frequency of word in
the tweet / total words in the tweet. IDF(Inverse Document
frequency)=log(total number of tweets/number of tweets that
the word belongs to)

TF − IDF = TF ∗ IDF (2)

So, it produces a feature matrix of size number of tweets
* number of unique words in all tweets, which then converts
to one vector.

This method also is a built in method in machine learning
library of PySpark that used by importing it as:

3) Training model: The LDA model was used to generate
the topics. It is built model located in machine learning
library under PySpark that can be used by import it as: from
pyspark.ml.clustering import LDA The quality of the model’s
result connected with two important parameters: k and the
number of iterations. To adjust these parameters, this executed
the LDA model many times with change these values each
time. The result of each time was evaluated to decide which
values are the best, evaluation strategies of these parameters
were presented in the next section. Then, the model was built
depending on the best parameters, which can use with a new
tweet.

4) Sentiment model: This paper used Vader-lexicon as a
model for sentiment. It is a pre-trained model that can use
immediately by importing it from NLTK library as: from
nltk.sentiment.vader import SentimentIntensityAnalyzer After
obtaining the final topics we sent them to Vader-lexicon to get
the sentiment of each topic. Also, the paper used this model
to pick up the sentiment of a new tweet after processing this
tweet, as mentioned in data preprocessing section.

C. Evaluating the Topics

This section presents the evaluation strategies for selecting
the appropriate topics, which depend on two parameters:
number of topics and number of iterations.

1) Deciding the number of topics: As previously men-
tioned, large number of topics can lead to wasted topics and in
contrast, small number of topics can hide useful topics. There-
fore, deciding the number of topics depends on the size and
the general subject of the documents. For the documents, the
paper implemented LDA with K =5-10 and 15 and evaluated
the quality of the outputs manually. The paper focused on the
weight of words and the meaning of words in each topic. This
paper found that an increase the words more than 10 words to
each topics causes sharing some words between the topics as
well as words with low weight. In addition, this paper found
that 8 topics for our model gave satisfied result.

2) Deciding the number of iterations: Giving good topics
depends also on the number of iterations. A the number
of iterations is affected by the size of the documents and
experiment, so LDA was executed with iteration = 50, 100,
150, 200, 300 , 1000 and evaluated the results manually in
each time as done in selecting topics. The paper found that
there is no significant difference in range 100 to 200 iterations.
Therefore, the paper picked 150 iteration for our model.

VII. RESULT AND DISCUSSION

This work divided the dataset described in previous section
into two periods. The first period covers from March 01,2020
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TABLE III. TOP WORDS IN TOPICS USING LDA

Topic 1(Drug Research) Topic 2(news) Topic 3(Losses) Topic 4(Economy) Topic 5(Lockdown) Topic 6(Updated Cases) Topic 7(School Closures) Topic 8(Rules)
vaccine records business economy minister hospital school hand
study everyone worker nation question number student thing

community hour fund anyone travel confirm stay johnson
administration member look rate update country force child

control vote service return cover increase march rule
bill fight Italy border face person cancel information

symptom India employee system watch issue press post
talk staff market supply lockdown patient distance result
drug America support advice message action event change

research measure relief read warn official brief medium

till April 30,2020 while the second period covers from Septem-
ber 01,2020 till October 31,2020. To analyze and identify the
most topics traded in the COVID-19 pandemic during the
two periods, it used LDA with K=8 (number of topics) and
performed in 150 iterations. Table III and Fig. 8 answer to the
research question 1 and shows the most traded topics in the
two periods and the top words in each topic.

Fig. 8 shows the distribution of topics among documents
with high weight for the third topic, Losses, than other topics.
COVID-19 is affecting the world and causing a loss in the
economy and humanity. Stop most of the markets and services
were affected on employment. Most of the employees and
other workers stayed without any work. There was a need
for financial support to perform their business. These workers
don’t sense relief and need more support by providing a fund
to eliminate the effect of Coronavirus. Italy is one of the
countries affected by this epidemic. The number of registered
infections with Coronavirus has increased. In addition, there is
an increased number of deaths in the first pandemic. The drug
researches and updated cases are two topics were presented
with little difference in the weights. In drug researches, the
Ministry of health and all its administrations were talked about
the latest researches that tried to find vaccines and drugs. They
studied the current symptom and how can control this virus to
avoid dissemination. When this vaccine is ready, it will bill it
to all countries in the world to face this virus. Updated cases
is topic discusses how the official websites in each country
issued updated number of the confirmed cases that effect with
COVID-19. Several actions were performed in each hospital
to be ready to receive persons who confirmed affected with
COVID-19.

In addition, school closure was the most topic present due
to increase the number of active cases. Many schools and
universities in the world have already had to isolate classrooms
or close entire schools due to the outbreak of Corona infection.
Most schools cancel students’ attendance and allow them to
stay at home and study through distance learning to complete
their courses. Topic 8 discuss the Rules published by the
official website and in social media. These websites posted
the updated information and current results what is the most
changes that happen. In March, British Prime Minister Boris
Johnson conducted a test for the Coronavirus, and the result
of this test was that he was infected with the Coronavirus, and
he has published this information across the sites. In addition,
these rules were focused on the children and it necessary to
clean hands and follow the necessary information. One of
the ways to reduce the number of Coronavirus infections is
a lockdown. Most of the world’s countries have banned travel

to another country. During the outbreak of the Coronavirus, a
meeting of health ministers was held virtually by watching
through a video conference to answer the most important
questions and issues. The Ministry of Health confirmed to
stay at home, and published warning messages that include
not going out or traveling to another country, and not leaving
your face uncovered. These messages have been updated based
on new events.

Economy is also another topic present in our research. The
nations expected shrink of the world’s economy due to Coron-
avirus and the closure of borders, and their relations with other
countries. Public health, people’s trust in the instructions they
read, and state support for them can contribute to restoring the
economy. The least visible topic in the Fig. 8 is News, the news
during the COVID-19 pandemic show that India becomes the
second country most affected by the epidemic, after America.
Additionally, there is a significant rise in casualty numbers in
hours, which made India fight this epidemic by implementing a
set of measures and enforcing everyone in the country to apply
them. Also, other staff and other members help in fighting
COVID-19.

Fig. 8. Topics Distribution among Documents

A. Analysis of COVID-19 Trends

After the discussion of the most topics traded in the
pandemic of COVID-19, this section analyzes the topics during
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the periods. The study is divided into two main periods
according to the outbreak of the Coronavirus around the
world. The first period covers March and April(Pandemic
revolution), the second period along the months of September
and October(Epidemic stabilization). The topics were appeared
at different rates in each period according to the strength of
the epidemic and its appearance during the period. Fig. 9 and
Table IV below show the topic distribution during the two
periods.

Fig. 9. Topic Distribution during the Months

TABLE IV. DISTRIBUTION OF THE TOPICS THROUGH THE PERIODS

Topic 1st period 2nd period
Drug Research 0.5658 0.4341

news 0.6003 0.3996
Losses 0.6134 0.3865

Economy 0.5883 0.4117
Lockdown 0.5558 0.4242

Updated Cases 0.6073 0.3966
School Closures 0.59001 0.4023

Rules 0.5887 0.4218

In general based on the information in Fig. 9 and Table
IV, all of the topics were distributed between the two periods
in close proportions. “losses” is the most topic with high
percentage than others while “drug research” is the most in
the second period. This is a natural state because COVID-
19 is affecting the world and causing a loss in the economy
and humanity. Stop most of the markets and services were
effected on business. “Lockdown” got a high percentage in the
first period and then decreased slightly to 42%. Most activities
have been curtailed during the Coronavirus outbreak.

Currently, there is an increasing number of cases after a
recession in previous months, which could lead to a return
to lockdown again. In the same way the 7th topic “School
Closures” decreased little bit because until now all schools
and universities perform most of educational learning online
without student’s attendance. The learning process that per-
formed in the first period is similar in the second one but
may much effective now. Furthermore, “updated cases” topic

Fig. 10. Top Eight Clusters Representation

was decreased in the second period to reach about 39% .
This happen due to some change in the situations in the two
periods. Today, people have adapted to the current situation,
and the number of cases decreased than it was at the beginning
of the period, as the number of confirmed cases reached a
high percentage compared to what is happening today. In
addition, the “news” topic was also decreased for the same
reasons mentioned before in the ”updated case” topic. At the
beginning of the pandemic there was high percent of posted
news regarding COVID-19 in each minute or second. Most
people were good followers of this news with continuous in
watching the updated cases and number of infection but it
decrees in the month of September and October.

Fig. 11. Term Frequency of First Cluster/Topic Representation

Fig. 10 and 11 display the interactive topics chart by using
LDAvis, which is a web based tool to visualize the topics
using LDA [17]. It provides an interactive and global view
of the most chosen topic. This is executed by Spark and

www.ijacsa.thesai.org 634 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 1, 2021

with the value of K=8. The two figures display LDA plot
visualization for the top eight topics discussed in the previous.
They demonstrate the general view of the topic model and
the interaction between topics. The total term frequency is
defined by the light blue color, while the red one reflects the
approximate term frequency within the chosen topic. Fig. 10
indicates the average word frequency across all topics while
Fig. 11 reflects the cluster of topics match with the frequency
of words within the a selected topic. For example in topic1,
the most words frequencies were schools, students, need and
business. Each circle in the figures matches a topic, the right
panel has the horizontal bar plot reflecting the relevance of
currently selected topic for words indicating the top 30 words
in the topic separately.

B. Textual Data Sentiment Analytics

In this paper, the eight topics were identified from each
of the categories: neutral, positive, and negative. Topics are
visualized with word cloud shown individually. These tasks
are not easy since many pre-processed words have no semantic
meaning. However, it can be difficult to understand the rela-
tionship between various tokens/words in these subjects, and
these meanings can differ significantly from other forms of
reviews. Fig. 12, 13, and 14 shows the most positive, neutral,
and negative words for each topics. Therefore, the second
research question can be answered in this section as it will
appear in the following paragraph.

Fig. 12 shows the most positive words for each topics.
For the positive cases, “agreement”, “ability”, “advantage”,
“appreciate”, “accept”, “authority”, “assure”, “benefit”, “ad-
mit”, “asset” and, “allow” are the most frequent words. Those
words denote a positive aspect, which is people accepting the
COVID-19 pandemic and trying to live with and accept it.

Fig. 12. The Most Positive Words for each Topics

Fig. 13 shows the most neutral words for each topic
which are “accord”, “adult”, “adviser”, “access”, “academy”,
“absence”, “abundance”. The neutral category is typically more
representative and appeared the blend of positive and negative
topics which displays the most frequent topics in recent times.
Even though they do not mean a specific emotion, they shed
light on subjects that are important to users.

Fig. 14 shows the most negative words for each topic
which are “cancel”, “attack”, “avoid”, “burden”, “anxiety”,
“abuse”, “accident”, ”anger”, “absentee”. These words denote

Fig. 13. The Most Neutral Words for each Topics

a negative aspect, of people’s anxiety, fears, and surrounding
circumstances during the COVID-19 pandemic.

Fig. 14. The Most Negative Words for each Topics

VIII. CONCLUSION AND FUTURE WORK

Social media allows people to not only share their opinions
but also express their feelings. A widely used social media plat-
form is Twitter. The research conducted in this paper entailed
developing a model that can extract the most topics traded in
the Coronavirus pandemic and then analyze the sentiment of
these topics during two different periods, from March to April
and September to October. For this study, the dataset of English
tweets about COVID-19 was selected. 567,064 tweets were
processed and analyzed. The implementation was done through
several steps starting from pre-processing to getting the optimal
model. This work has performed lemmatization step three
times to get the best result and overcome the problems of
converting word to its right root. So, this approach is the
best and delivers the best result. Additionally, this research
used LDA model for finding the topics and produced the eight
most important topics related to the Coronavirus, which are
presented and discussed. This model works based on NLP
and will train with 80% of the dataset and test with 20%.
Furthermore, this paper presented the sentiment analysis of
the collected tweets using lexicon-based approaches to classify
people’s feelings based on most of the traded topics. The
experiment of this research conducted on the Spark platform
with Python to enhance the analysis and processing large set
of related tweets.
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The challenges of this research were in the dataset prepa-
ration phase. The dataset contains tweet-ID only, therefore, it
got more time to rehydrate it and then extract all information
of tweets using the code available by the dataset’s authors.
This study has some limitation, it appeared when working
with a big data volume, the research spent much time to
do that comparing to the time given to finish this research.
Furthermore, separating tweets of each day in a file caused
long time to collecting them and merge in one dataset. In the
future, the plan to label the prepared dataset with its sentiment
and use other machine learning algorithms like supervised
algorithms, and then comparing the result of the labeled dataset
with the result of sentiment analysis that performed in this
research.
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