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Abstract—Face age estimation is a type of study in computer 
vision and pattern recognition. Designing an age estimation or 
classification model requires data as training samples for the 
machine to learn. Deep learning method has improved estimation 
accuracy and the number of deep learning age estimation models 
developed. Furthermore, numerous datasets availability is 
making the method an increasingly attractive approach. 
However, face age databases mostly have limited ethnic subjects, 
only one or two ethnicities and may result in ethnic bias during 
age estimation, thus impeding progress in understanding face age 
estimation. This paper reviewed available face age databases, 
deep learning age estimation models, and discussed issues related 
to ethnicity when estimating age. The review revealed changes in 
deep learning architectural designs from 2015 to 2020, frequently 
used face databases, and the number of different ethnicities 
considered. Although model performance has improved, the 
widespread use of specific few multi-races databases, such as the 
MORPH and FG-NET databases, suggests that most age 
estimation studies are biased against non-Caucasians/non-white 
subjects. Two primary reasons for face age research’s failure to 
further discover and understand ethnic traits effects on a 
person’s facial aging process: lack of multi-race databases and 
ethnic traits exclusion. Additionally, this study presented a 
framework for accounting ethnic in face age estimation research 
and several suggestions on collecting and expanding multi-race 
databases. The given framework and suggestions are also 
applicable for other secondary factors (e.g. gender) that affect 
face age progression and may help further improve future face 
age estimation research. 

Keywords—Deep learning; face age estimation; face database; 
ethnicity bias 

I. INTRODUCTION 
Facial aging is a complex biological process. Most 

researchers in the computer vision and the pattern recognition 
fields have already found multiple ways to extract information 
from the face for age estimation/classification. However, not all 
information extracted can help the system learn. When the 
system learned from only a specific ethnic sample, it may not 
estimate/classify the age of other ethnic subjects correctly, even 
after the face age estimation system improved. 

Earlier face aging models combined extractors and 
classifiers to extract specific aging features and accurately 
classify the facial image into its correct age. The downside of 
this approach is that the data needed for learning are usually 
structured and quantitatively limited; too little or too much data 
could lead to models learning incorrect patterns, resulting in 

inaccurate age classification. Meanwhile, deep learning is 
another approach that could help algorithms improve the 
computer's ability to discover common facial aging traits (e.g. 
aging wrinkles) within vast amounts of data and classify the 
facial image into its correct age. However, face age databases 
mostly have limited ethnic subjects, only one or two ethnicities 
and may result in ethnic bias during age estimation, thus 
impeding progress in understanding face age estimation. 

In this study, the review on face age estimation/ 
classification/distribution examined problems regarding: 

1) What face databases are frequently used in the age 
estimation study, and how many different ethnics are in those 
databases? 

2) What deep learning technique is used in facial aging 
research? How did the technique change through time? And 
do they account for different ethnicities in their studies? 

3) What are the most used deep learning network 
architecture and what are their strengths and weaknesses? 

4) How to obtain more face images of people of different 
ethnicities in the time of restrictions (e.g. due to quarantine)? 

Accordingly, this study surveyed the available face age 
databases, the most used database in this type of research, and 
the deep learning techniques used for the face age estimation (or 
distribution; or classification) model design. More than 50 
papers (2015-2020) that used the deep learning method for face 
age studies were reviewed in this study. The aim of this paper is 
to survey the different deep learning face age estimation 
methods and how they account for different ethnicities. By 
understanding the different deep learning face age estimation 
methods and the problem related to ethnic bias in their face age 
estimation, we can discover significant racial traits that could 
help distinguish unique aging patterns used to solve racial face 
age estimation problems in real-life applications. Moreover, a 
framework for studying CNN face age estimation while 
considering the ethnicities of the subjects is included in this 
paper to help guide future face age estimation studies that use 
either the deep learning approach or the standard machine 
learning approach. 

The remainder of this paper is structured as follows: 
Section 2 mention several related works regarding deep learning 
and early face age estimation; Section 3 explains the human 
facial aging and differences in process between several races; 
Section 4 surveys the face age image databases that can be used 
for facial age estimation studies and shows the quantities of 
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each race in each database (if any); Section 5 explains the face 
age estimation model and reviews the different deep learning 
techniques proposed between 2015-2020 as well as the 
databases used. The importance of ethnic traits in age 
estimation is also highlighted; Section 6 discusses the relevant 
open issues regarding ethnic characteristics; Section 7 discusses 
several possible solutions to solve the problems, Section 8 
presents the conclusions and Section 9 mentions the future 
directions. 

II. RELATED WORK 
The deep learning model has two primary processes: 1) 

training and 2) inferring. The training phase is the process of 
labelling large quantities of data (i.e. identifying and 
memorising the data matching characteristics). Meanwhile, in 
the inferring phase, the deep learning model decides on the label 
for the new data using the knowledge gained from the earlier 
training phase. Manual feature extraction on the data is 
unnecessary because the model’s neural network architecture 
can learn the feature directly from the data, eliminating the need 
for data labelling. This learning feature is advantageous when 
working on large quantities of unstructured data (multiple 
formats like text and pictures). Recently, deep learning, such as 
convolutional neural network (CNN), has become well-known 
in the image processing and pattern recognition fields for its 
capability to 'learn' from a large number of images and perform 
specific tasks accurately. The deep learning method can fit the 
parameters of multi-layered networks of nodes to the vast 
amounts of data before extrapolating outputs from new inputs. 
Knowing the commonly used network designs in face age 
estimation studies and their strengths and weaknesses would be 
interesting enough. 

Recently, face age estimation studies using the deep 
learning approach to estimate a person’s age based on aging 
features, such as the facial skull shape and aging wrinkle, have 
increased. These aging features are a person's regular facial 
aging changes that occur through the years. Nevertheless, 
considering ethnicity in age estimation can pose a different 
problem since each ethnicity/race has been confirmed to have a 
different rate of facial aging [1, 2, 3, 4]. For example, a 20-year-
old White subject would look older than a 20-year-old Asian 
because of their facial bones and skin structures differences [2]. 
For the CNN model to learn correctly, many datasets containing 
multiple races with equal ratios are needed. 

Although many face databases are available for age 
estimation, most are racially biased and have just only one or 
two significant ethnicities. Unbalanced ethnic samples can 
create problems as age estimation models depend solely on 
these databases. A bias might occur, for example, when 
estimating the age of an Asian subject if the majority of 
ethnicities available in a database are Caucasians/White due to 
the differences in facial structure and rate of skin aging [1, 2]. In 
most previous face age estimation/classification/ distribution 
studies, all sample databases were used for training and testing 
while utilising different deep learning methods that match their 
research aim(s) and main objective(s). However, ethnic traits 
are usually ignored, resulting in very few analyses of racial 
traits' effects on the face age estimation process. A few reasons 
for this exclusion: researchers mainly consider racial traits as 

age-invariant features, difficulties in capturing a person's face 
aging progression in a controlled/uncontrolled environment, and 
capturing >100 face images of different ethnic people in equal 
quantities can be time-consuming and costly. Nonetheless, it is 
undeniable that the facial aging process differs between races; 
therefore, ethnicities should be considered in future research 
when experimenting with the next CNN age estimation model. 
Moreover, analyses on the ethnic age difference can contribute 
to a better understanding of human facial aging. 

III. HUMAN FACIAL AGING – ETHNICITIES 
Face features and expression are fundamental ways of 

human communication. Many studies have observed the facial 
appearance and examined ways to apply the knowledge to real-
world applications. One of these studies is face age estimation, 
which is research on estimating a person's age based on facial 
appearance observations. Over the years, multiple facial traits 
help determine a person's age, including the shape of the face, 
skin texture, skin features, and skin colour contrast [5, 6]. The 
two predetermined features are as follows: 1) face shape 
change, particularly the cranium bones that grow with time. 
This process predominately occurs during childhood to 
adulthood transition; 2) development of wrinkles or face texture 
as facial muscle weakens due to decreased elasticity. This 
process occurs during the transition from adulthood to the 
senior stage [7, 8]. 

 
Fig. 1. Different Ethnic Facial Aging Features for Four Women Aged Over 
60 Years Old. from Left to Right: Caucasian, East Asian, Latino/Hispanic, 

and African (All Images were Taken from [13]). 

 
Fig. 2. Facial Feature and Aging Difference for Adult Caucasian (Top Left) 

and Asian (Bottom left), while the Baby’s Face for the Caucasian is on the 
Top Right and Bottom right for the Asian (Images were taken from [2], 

Except for the Caucasian Baby, from [14]). 

1 
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Internal and external forces act upon the outer and inner skin 
as a person age, causing some level of damage and changing the 
skin’s appearance. As demonstrated in [9, 10], the older skin 
was perceived to have a different colour contrast and luminosity 
than the younger skin. Healthy young skin, which is plumper 
and emits radiant colour, has a smooth and uniformly fine 
texture that reflects light evenly. Meanwhile, aged skin tends to 
be rough and dry with more wrinkles, freckles, and age spots 
and emits dull colour [11, 12]. However, ethnicities can affect 
these aging rates because of differences in skull structure and 
skin type [1] (see Fig. 1). For instance, the skin of a Caucasian 
subject will gradually have more aging wrinkles when 
compared to an Asian subject as the age increases from 20 to 39 
years old. This phenomenon is due to the different skull and 
skin structures of each ethnic. Caucasians have a significant 
angular face, while Asians tend to be broader and less angular, 
similar to a baby's broad face [2] (see Fig. 2). Due to this 
broader facial structure, soft-tissue loss in Asians is seen and 
felt to a lesser extent. Another example is between the 
Caucasians and the African-Americans' skin. Black skin’s 
epidermis contains a thicker stratum corneum with more active 
fibroblasts than the Caucasians, making them less affected by 
photo aging [3, 4]. Although black skin does not tend to get fine 
lines like white skin, it does get folded when getting older. Such 
information should be considered to design a more accurate age 
estimation model which can specify proper age 
estimation/classification knowledge when dealing with specific 
ethnic subjects. 

IV. FACE AGE DATABASE 
Designing face age estimation models require many samples 

for training and testing. Several studies collected face samples 
and then made them available to the public so that others might 
use them in their research. Furthermore, the shared database 
may serve as a benchmark against which other models can be 
compared and improved. Table I shows the face databases with 
age information or labels (henceforth, called Face Age 
Database). Only two databases captured face images in a 
controlled environment (MORPH and FACES). In contrast, the 
rest captured the face image in either a partially controlled or 
uncontrolled environment. Meanwhile, the FG-NET database 
has the most undersized samples and subjects, while the 
IMDB+WIKI database offers the most samples and subjects. 

Table I reveals that most of the subjects in the databases are 
Caucasian/White, whereas Table II provides the ethnic count. 
Correspondingly, the ethnic percentage is shown in Fig. 3, 
which reveals very few databases with non-Caucasians/non-
White ethnic (White = 80%; Black = 3%; Asian = 8%; and 
Others = 9%). This gap creates an imbalance in the databases 
when ethnicity is considered to estimate the age of non-
Caucasian/non-White races. Moreover, not all the databases 
have ethnic information (e.g. IMDB+WIKi, FERET, and 
Webface). The lack of ethnic labels can make it difficult for 
face age model researchers to divide samples into their 
appropriate ethnicity, eventually treated as one of their research 
limitations. 

TABLE I.  SUMMARY OF FACE DATABASES WITH AVAILABLE INFORMATION 

Year Database Samples 
Environment 

Age Range Ethnic 
C UC 

1998 FERET [21] 14,126 samples; 1,199 subjects √ √ Not mentioned (real age) Not mentioned 

2002 FG-NET [22] 1,002 samples; 82 subjects  √ 0-69 (real age) All White/Caucasian 

2004 LIFESPAN [23] 1, 142 samples; 575 subjects √ √ 18-93 (age group) 
African-American:89; Caucasian:435; 
Others:52 

2005 FRGC [24] 44,278 samples; 568 subjects √ √ 16-77 (real age) White:386; Asian:125; Others:57 

2006 MORPH [25] 55,134 samples; 13,618 subjects √  16-77 (real age) 
White-Black ratios 4:1; Others-very 
small 

2008 YGA [26] 8,000 samples; 1,600 subjects  √ 0-93 (real age) Not mentioned 
2009 GROUPS [27] 28,231 samples; 28,231 subjects  √ 0-66+ (age group) Not mentioned 

2010 FACES [28] 2, 052 samples; 171 subjects √  19-80 (age group) All White/Caucasian 
2012 Webface [29] 59, 930 samples  √ 1-80 (real age) Not mentioned 
2014 Adience [30] 26,580 images; 2,284 subjects  √ 0-60 (age group) Not mentioned 

2014 CACD [31] 160,000 samples; 2,000 subjects  √ 16-62 (real age) Not mentioned 

2015 Chalearn 2015 [32] 4, 699 samples  √ Not mentioned (real age) Not mentioned 
2016 Chalearn 2016 [33] 7, 591 samples  √ Not mentioned (real age) Not mentioned 
2017 AgeDB [34] 16,516 samples; 570 subjects  √ 1-101 (real age) Not mentioned 

2018 IMDB+WIKI [35] 523,051 samples; 20,284+  √ 0-100 (real age) Not mentioned 

2007 Iranian face [15] 3,600 samples; 616 subjects  √ 2-85 (real age) All Iranian 

2013 IMFDB [16] 34,512 samples; 100 subjects  √ Not mentioned (age group) All Indian 
2016 AFAD [17] 164,432 samples  √ 15-40 (real age) All Asian 

2017 APPA-REAL [36]  7,591 samples; 7,000+ subjects  √ 0-95 (real age) Caucasian: 6,686; Asian: 674; Afro-
American: 231 

(C – captured or collected in a controlled environment; UC – captured or collected in an uncontrolled environment) 
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TABLE II.  ETHNIC COUNT (BASED ON TABLE I) 

Ethnic Count Subjects (Approx. ≈) 

White 7760 

Black 320 

Asian 799 

Others 825 

 
Fig. 3. Ethnic Percentage from All Databases (Based on known Data from 

Table I). 

Some studies, however, have collected particular ethnic 
subjects with age information, such as Bastanfard A. et al. 
(Iranian face database) [15]; Setty S. et al. (Indian Movie Face 
database - IMFDB) [16]; and Niu Z. et al. (Asian Face Age 
Dataset - AFAD) [17]. Furthermore, there are ethnic-specific 
databases that can be used for face age research (see Table I 
coloured in grey). However, no studies have used these 
databases for deep learning age estimation research in the past 
six years; these databases are either not considered benchmark 
databases or less known by the face age estimation community. 

V. FACE AGE DATABASE ESTIMATION MODEL 
In one of the earliest face age model studies, Kwon and 

Lobo [18] classified age into three categories: infant, adult, and 
senior, and used simple feature extraction and machine learning 
for face age classification. Subsequently, computer science and 
pattern recognition researchers introduced various age 
classification/estimation methods [19, 20]. Earlier machine 
learning methods typically included one (or more) feature 
extractor and one (or more) age classifier (or estimator). The 
feature extractors can be holistic (e.g. whole facial shape), local 
(e.g. aging wrinkle), or both. The selection of feature extractors 
is influenced by the database used, with most of the sample 
quantity used by these methods being less than that of the deep 
learning approach. 

Previous machine learning approaches can produce precise 
estimation (or classification) using just one or two databases, 
but are confined to those databases and could give an erroneous 
estimation if a wild sample is used for testing instead. 
Moreover, it is difficult for most machine learning approaches 

to analyse unstructured data; they require additional tasks to 
divide the problem and later recombine the results to form a 
conclusion, which takes time and resources. Nevertheless, the 
deep learning method’s known capability and strength have 
shifted the face aging system approach. 

A. Deep Learning Approach 
The rise of deep learning in image processing and machine 

learning has also impacted face age estimation. Better age 
estimation performance is strictly associated with the depth of 
the used network in the deep learning method, and it has 
become the generalist network adopted for feature extraction, 
including deep architectures that require a considerable amount 
of image samples, such as AlexNet, VGG-Net, VGG-Face, 
GoogLeNet, and Residual Networks (ResNet) [37]. VGG-Net 
has been reported to be one of the most effective deep learning 
architectures for age estimation. Notwithstanding, new studies 
continue to propose deep architecture designs for improving 
model accuracy when processing a sample of subjects' faces 
captured in an uncontrolled environment. 

Deep learning face age research can be classified into three 
types: 1) classification age (CA) - classify the face age with 
several classes equal to the number of the considered age 
groups; 2) estimation age (EA) - estimate age using a regressor; 
and 3) distribution age (DA) - a modified CA strategy obtained 
by substituting the one-hot encoding vector with a statistical 
distribution centred on the estimated age [37]. Furthermore, the 
deep learning approach is much more accurate than other older 
machine learning methods at estimating age from sample 
images captured in the wild (uncontrolled environment). 
Nevertheless, if the subject's ethnicity in the dataset is not 
considered, the ethnic bias will persist. 

B. Deep Learning Model Method and Ethnicity Bias in 
Database 
When searching for papers on face age research, this study 

focused on research that used the deep learning method from 
2015-2020. Deep learning has the potential to revolutionise 
computer science and machine learning. Furthermore, data 
biases are becoming more important with the rise of more 
powerful machine learning, which deep learning takes 
advantage of when dealing with large amounts of data. The 
search was conducted using a variety of web search engines, 
including Google Scholar and Web of Science. 

Table III displays the search results, which include the 
following information: publisher, year of publication, network 
architecture, domain area, selected databases, and ethnicity 
consideration. From 2015-2016, the most commonly used 
network architectures were well-known general architectures 
such as GoogleNet, VGG-Net, and DCNN (or Deep-CNN). As 
the year progressed, an increasing number of studies began to 
design the architectural network or modify the general CNN 
network architecture to fit their research objectives. As a result, 
the network design became more complex to produce a more 
accurate novel model (e.g. by combining multiple CNN 
networks to create a hybrid network). In the research domain 
area, there have been 33 EA studies, 20 CA studies, and only 8 
DA studies. However, there is no significant preference 
between the research domain and databases used in the studies. 
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Therefore, it can be inferred that most of these databases can be used in all deep learning areas: EA, CA, and DA. 

TABLE III.  DEEP LEARNING FACE AGE RESEARCH AREA AND AGE DATABASES USED FOR TRAINING AND TESTING (FROM 2015-2020) 

Ref. Publisher Year Network Architecture 
Domain Area Database Model Account 

Ethnic CA DA EA M C15 I A F C16 W G P O 
[38] IEEE 2015 GoogLeNet  √ √ √ √     √   √ No 
[39] IEEE 2015 VGG-Net √    √ √        No 
[40] IEEE 2015 GoogLeNet   √ √ √  √ √  √   √ No 
[41] IEEE 2015 VGG-Net & GoogleNet    √  √         No 
[42] IEEE 2015 VGG-Net & Novel arch.  √  √ √  √ √    √  No 
[43] IEEE 2015 DLA   √ √    √      No 
[44] IEEE 2015 Tree kernel adaptive CNN   √ √      √    No 
[45] Elsevier 2015 LeNet   √ √         √ No 
[46] IEEE 2015 Novel arch. √      √       No 
[47] IEEE 2015 DCNN-H-3NNR   √ √ √  √       No 
[48] IEEE 2016 DCNN   √  √  √ √   √   No 
[49] IEEE 2016 VGG-Net   √      √     No 
[50] IEEE 2016 Novel arch.  √   √         √ No 
[51] IEEE 2016 VGG-Net   √ √          No 
[52] IEEE 2016 Compact-CNN   √ √        √ √ Yes 
[53] Elsevier 2016 DCNN √          √   No 

[54] IEEE 2016 GilNet; AlexNet; VGG-
Net  √      √       No 

[55] IEEE 2016 VGG-Net √ √   √ √      √  No 
[56] IEEE 2016 DADL  √   √* √   √**     No 
[57] IEEE 2016 VGG-Net √    √ √   √     No 
[58] IEEE 2016 VGG-Net √     √   √     No 
[59] IEEE 2016 DCNN  √      √      √ No 
[60] IEEE 2016 Novel arch.  √  √    √     √ No 
[61] IEEE 2017 AGEn & MO-CNN √   √ √ √  √ √    √ No 
[62] IEEE 2017 Multitask CNN   √ √ √ √ √ √      No 
[63] IEEE 2017 ODFL & ODL √   √ √   √      No 
[64] Elsevier 2017 GA-DFL √   √ √   √      No 
[65] Elsevier 2017 VGG-Net CNN+LDAE  √  √  √  √ √   √  No 
[66] Elsevier 2017 Novel arch. √ √ √ √      √    Yes 
[67] Elsevier 2017 D2C   √ √      √    No 
[68] PMLR 2017 R-SAAFc2    √  √* √ √ √   √   No 
[69] IEEE 2017 Deep-ROR  √     √ √       No 
[70] IEEE 2017 DMTL   √ √         √ Yes 
[71] IEEE 2017 M-LSDML √   √ √ √ √ √  √ √   No 
[72] IEEE 2017 DMTL   √ √ √ √       √ Yes 
[35] Springer 2018 VGG-Net √   √ √ √ √ √     √ No 
[73] IEEE 2018 VGG-Net-GPR    √ √ √ √       √ Yes 
[74] IEEE 2018  ELM    √ √  √ √  √     Yes 
[75] ALM-DL 2018 ScatNet √            √ No 
[76] IEEE 2018 CMT-deep network    √ √    √  √    No 
[77] Elsevier 2018 DAG-CNNs   √ √  √  √      No 
[78] Springer 2019 CNN+triplet ranking √  √ √   √      √ No 
[79] Elsevier 2019 DeepAge   √ √    √      No 
[80] IEEE 2019 SADAL    √ √    √      No 
[81] IEEE 2019 Novel Arch.   √  √         No 
[82] IEEE 2019 Multitasks-AlexNet    √   √       √ No 
[83] IEEE 2019 ODFL & ODL   √ √ √   √     √ No 
[84] IEEE 2020 SADAL & VDAL    √ √ √   √      No 
[85] Elsevier 2020 LRN  √ √ √ √        √ Yes 
[86] IEEE 2020 CR-MT  √  √ √      √   √ No 
[87] SYMMETRY 2020 MA-SFV2 √  √ √    √      No 
[88] IEEE 2020 DOEL-groups   √ √ √ √  √     √ No 
[89] IEEE 2020 MSFCL   √ √   √ √     √ No 

(CA – Classification Age; DA – Distribution Age; EA – Estimation Age; M – MORPH; C15 - ChaLearn2015; I – IMDB+WKI; A – Adience; F – FG-NET; C16 - ChaLearn2016; W – Webface; G – GROUP; P – 
Private DB; O – Others; ‘√*’ - variation of ChaLearn2015; ‘√**’- variation of chalearn2016). 
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Fig. 4. Breakdown of Databases used in Deep Learning Face Age 

Estimation Research (based on Table III). ‘ * ’ Means that there are Multiple 
Versions of the Databases Included in the Count (M – MORPH; C15 - 

ChaLearn2015; I – IMDB+WKI; A – Adience; F – FG-NET; C16 - 
ChaLearn2016; W – Webface; G – GROUP; P – Private DB) 

Meanwhile, Fig. 4 depicts the most commonly used 
databases for face age research (derived from Table III), 
indicating that MORPH [25] is the most commonly used 
database because it has the highest sample count (55,134 
samples) captured in a controlled environment. Because of this 
advantage, the MORPH database is the best benchmark 
database for comparing the CNN model performance with other 
models since it can lessen the influence of unwanted factors that 
may affect the overall estimation results. The MORPH 
database, on the other hand, has an unbalanced ratio of races in 
its dataset (refer to Table I), which can lead to ethnic bias when 
estimating age. 

The second most used face age database is ChaLearn2015 
[32], which was explicitly developed for the ICCV 2015 
ChaLearn Looking at People Apparent Age Estimation 
Challenge [32]. This challenge event was a competition to build 
the best appearance age estimation model, and most of the 
authors of the research surveyed in this study competed in it. 
ChaLearn2016 [33], the fifth most used database, is the 
second/expanded version of the ChaLearn2015 database. The 
lack of ethnicity records for subjects in both ChaLearn 
databases makes analysing the effect of ethnicity on a model's 
overall performance difficult, even though both databases have 
a diverse set of races. 

The FG-NET [22] database comes in third place, with 
images captured in uncontrolled real-life conditions that are not 
equally distributed across age groups and has the lowest 

samples (1,002 samples) compared to other databases. FG-NET 
has been used in face age research since around 2005 [5], 
making it one of the most well-known databases used primarily 
for comparing model performance in the face age research 
community. Despite this, the majority of its subjects are 
Caucasians/Whites. When used in the CNN model, a small 
dataset should be fine-tuned or pre-trained with another 
database with large sample size, such as IMDB+WIKI. The 
IMDB+WIKI [35] dataset contains images with one or more 
people in them, as well as annotations for researchers’ reference 
when there are multiple people in one image. However, there is 
no proper explanation for which annotation refers to which 
person in the image of multiple people. Therefore, studies 
primarily use this database for pre-training deep networks due 
to its large sample size. Because of the lack of annotation, no 
model performance results for IMDB+WIKI are shown in Table 
IV, which reveals the model performance on studies based on 
their selected databases. Although the IMDB+WIKI database 
samples contain multiple ethnicities, no annotation for a 
subject's ethnicity is available. 

Adience [30], a database for gender and age group 
classification, comes in fourth place, with subjects drawn from 
real-world conditions. Its sources are mostly Flickr albums 
uploaded from smartphone devices. This database was made 
available to the general public under the Creative Commons 
(CC) licence. Meanwhile, in fifth place is Webface [29], a 
database collected for the experiments of a PhD thesis, and in 
sixth place is GROUP [27], a collection of images of people 
captured in a group (hence the name) that includes age group 
and gender information. Nevertheless, none of these three 
databases has a record of the subject's ethnicity. 

Although some studies used/included their own database, 
these private databases [42, 52, 55, 65] contain no information 
about the subject’s ethnicity. Furthermore, some of them were 
only used to fine-tune network models [55], [65]. CACD [31], 
LIFESPAN [23], LFW [90], FACES [28], FRGC [24], AFAD 
[17], and FERET [21] are the remaining databases used in the 
age model. Only a few of these were used in the face age deep 
learning research (categorised as ‘Others’ in Table III). 

Meanwhile, some of the studies used a different database for 
pre-training their models (e.g. face detection in images) than the 
one used for age estimation, such as the CelebFaces Attributes 
(CelebA) [91] and ImageNet databases [92]. The CelebA 
database was built using the CelebFaces [91] face verification 
database with face attribute annotations. ImageNet, on the other 
hand, is a database for object classification and detection. Both 
databases lack age information and were primarily used for pre-
training/fine-tuning the network model in these studies [39, 52, 
57, 69, 70, 74]. 

TABLE IV.  SUMMARY OF BEST CNN MODEL PERFORMANCE ON SELECTED DATABASES (FROM 2015-2020) 

Ref. Year Best CNN Model Performance on Selected Databases 
Database_used(performance_measurement) 

Account 
Ethnic 

[38] 2015 C15(MAE = 3.33); C15-testset(e-error = 0.27) No 
[39] 2015 C15-validset(MAE = 3.22); C15-testset(e-error = 0.260) No 
[40] 2015 C15-validset(e-error = 0.309); C15-testset(e-error = 0.290) No 
[41] 2015 C15-validset(MAE = 3.29; e-error = 0.285); C15-testset(e-error = 0.287) No 
[42] 2015 C15-validset(e-error = 0.338); C15-testset(e-error = 0.306) No 

91 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 11, 2021 

[43] 2015 M(MAE = 4.77); F(MAE = 4.26) No 
[44] 2015 M(MAE = 3.61); W(MAE = 7.27) No 
[45] 2015 M(MAE = 3.88); FRGC(MAE = 3.31) No 
[46] 2015 A(AEM = 50.7±5.1, AEO = 84.7±2.2) No 
[47] 2015 C15-validset(e-error = 0.359); C15-testset(e-error = 0.373) No 
[48] 2016 A(AEM = 52.88±6%, AEO = 88.45±2.2); C15-validset(e-error = 0.297)  No 
[49] 2016 C16-validset(MAE = 3.85, e-error = 0.330); C16-testset(e-error = 0.370) No 
[50] 2016 M(MAE = 3.27); AFAD(MAE = 3.34) No 
[51] 2016 M(MAE = 3.45) No 
[52] 2016 M(MAE = 3.23); P(acc. = 88%) Yes 
[53] 2016 G(AEM = 56%, AEO = 92%) No 
[54] 2016 A(mean AEM = 57.9%) No 
[55] 2016 C15-validset(e-error = 0.261); C15-testset(e-error = 0.241) No 
[56] 2016 C15-validset(MAE = 1.76, e-error = 0.134); C15-testset(e-error = 0.321) No 
[57] 2016 C16-validset(e-error = 0.240); C16-testset(e-error = 0.336) No 
[58] 2016 C16-testset(e-error = 0.367) No 
[59] 2016 A(acc. = 42%); FERET(acc. = 86.4%) No 
[60] 2016 M(MAE = 2.78); F(MAE = 2.80) No 

[61] 2017 M(MAE = 2.52); F(MAE = 2.96); CACD (ave. MAE = 4.68); C15-validset(MAE = 3.21, e-error = 0.28); C15-testset(MAE = 
2.94, e-error = 0.264); C16-testset(MAE = 3.82, e-error = 0.310) No 

[62] 2017 F(MAE = 2.00); C15-validset(e-error = 0.293) No 
[63] 2017 M(MAE = 2.92); F(MAE = 3.71); C15-validset(MAE = 3.95, e-error = 0.312)  No 
[64] 2017 M(MAE = 3.25); F(MAE = 3.93); C15-validset(MAE = 4.21, e-error = 0.369) No 
[65] 2017 F(MAE = 2.84); M(MAE = 2.35); P(MAE = 4.33); C16 (e-error = 0.241) No 
[66] 2017 M(ave. MAE =2.96); W(ave. MAE = 5.75) Yes 
[67] 2017 M(ave. MAE =3.06); W(ave. MAE = 6.104) No 
[68] 2017 F(MAE = 3.01 MAE); A(AEM = 67.3, AEO = 97.4)  No 
[69] 2017 A(AEM = 67.34 ± 3.56%, AOE = 97.51 ± 0.67%) No 
[70] 2017 M(acc. = 85.30 ± 0.6%) Yes 
[71] 2017 M(MAE = 2.89); F(MAE = 3.31); A(AEM = 60.20±5.3%, AEO = 93.70± 2.3%); C15-validset(e-error = 0.315) No 
[72] 2017 M(MAE = 3.00); LFW(MAE = 4.50) Yes 
[35] 2018 M(MAE = 2.68); F(MAE = 3.09); CACD(MAE = 4.79); A(AEM = 64.00±4.2%, AEO = 96.60±0.9%) No 
[73] 2018 M(MAE = 2.93); CACD (MAE = 5.22); C15-validset(MAE = 3.30, e-error = 0.290) Yes 
[74] 2018 M(MAE = 2.61); A(AEM = 66.49 ± 5.08%); C16-validset(MAE = 3.67, e-error = 0.325); C16-testset(e-error = 0.368) Yes 
[75] 2018 LIFESPAN(MAE = 4.01); FACES (MAE = 5.95) No 
[76] 2018 M(MAE = 2.89); F(MAE = 3.43) No 
[77] 2018 M(MAE = 2.81); F(MAE = 3.05) No 
[78] 2019 M(MAE = 2.87); A(AEM = 63.10 ± 1%, AEO = 96.7 ± 0.4%) No 
[79] 2019 M(MAE = 2.87); F(MAE = 7.08) No 
[80] 2019 M(MAE = 2.75); F(MAE = 3.67) No 
[81] 2019 C15-testset(MAE = 6.031, e-error = 0.441) No 
[82] 2019 Wiki(MAE = 5.47); UTKFace(MAE = 9.54); AgeDB(MAE = 10.01) No 
[83] 2019 M(MAE = 2.92); F(MAE = 3.71); APPARENT-AGE(MAE = 3.95)  No 
[84] 2020 M(MAE = 2.57); F(MAE = 2.98); C15(MAE = 3.58, e-error = 0.285) No 
[85] 2020 M(MAE = 1.90); C15-validset(MAE = 3.05, e-error = 0.274); MegaAge-Asian(CA(7) = 91.64) Yes 
[86] 2020 M(ave. MAE = 2.36); CACD(MAE = 4.48); Webface(MAE = 5.67)  No 
[87] 2020 M(MAE = 2.68); F(MAE = 3.81) No 

[88] 2020 M(MAE = 2.75), F(MAE = 3.44); AgeDB(MAE = 5.69); C15-validset(MAE = 2.93, e-error = 0.258); C15-testset(MAE = 2.71, e-
error = 0.247) No 

[89] 2020 M(MAE = 2.73); F(MAE = 2.71); A(AEM = 65.3%, AEO = 96.3%); MEGAAGE-ASIAN(MAE = 2.81, CA(3)(62.89%), 
CA(5)(82.46%))  No 

M – MORPH; C15 - ChaLearn2015; A – Adience; F – FG-NET; C16 - ChaLearn2016; W – Webface; G – GROUPS. Note that other databases that are not shown in this table but shown in Table III (e.g. I – 
IMDB+WKI) were used for pre-training by the studies. 
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C. Deep Learning Technique Strengths and Weaknesses 
A review of the different deep learning architectural 

networks used in previous studies revealed several techniques 
that are frequently used for face age estimation. Table V 
summarises the network architectures frequently used in the age 
estimation studies reviewed, as well as their strengths and 
weaknesses. As previously stated, the main goal of deep 
learning face age estimation is to find the best method for 
learning the face aging features from a large sample of data and 
then use the information to distinguish the different ages of test 
subjects. Each study’s architecture was chosen based on its 

research aim and objectives, such as the problem(s) to solve that 
can help improve face age classification/estimation/distribution. 
The problems include face detection, landmark localisation, 
optimisation, regression, classification, feature extraction, 
residual learning part, sampling technique, layer size (depth and 
width), discriminative distance, learning speed, training and/or 
testing process and others. This study identified several known 
network architectures that were frequently used in comparison 
to the others [93]. Among these network architectures are the 
following: 

TABLE V.  SUMMARY OF NETWORK ARCHITECTURES MOSTLY USED BY AGE ESTIMATION STUDIES IN THIS SURVEY 

Architecture Background 
(referred from [93]) 

Learning 
Methodology Strength Weakness 

Author(s) that 
Used the 
Architecture 

LeNet - Invented in 1998 by Yann Lecun. 
- First popular CNN architecture. 

Spatial 
exploitation 

- Small and simple design. 
- A good introduction to 
neural networks for 
beginners. 

- Problem to detect all aging 
features. Require extensive training. 
- Speed and accuracy are 
outperformed by newer network 
architecture. 

[45] 

AlexNet 

- Introduced in 2012 at the 
ImageNet Large Scale Visual 
Recognition Challenge. 
- Uses ReLu, dropout and overlap 
pooling. 
- First major CNN model that used 
GPUs for training. 

Spatial 
exploitation 

- Using GPUs for training 
leads to faster training of 
models. 
- ReLu helps lessen the 
loss of features and 
improve model training 
speed. 

- Authors require to find design 
solutions on how to compete with 
other newer network architectures 
that are more accurate and faster. 

[54, 82] 

VGG-Net 

- Visual geometric group (VGG) 
was introduced in 2014. 
- It groups multiple convolution 
layers with smaller kernel sizes. 

Spatial 
exploitation 

- Homogenous topology. 
- Smaller kernels. 
- Good architecture for 
benchmarking face age 
estimation 
- Pre-trained networks for 
VGG-Net are freely 
available. 

- Computationally expensive as 
more layer increases. 
- Face age estimation studies need 
to consider the vanishing gradient 
problem to improve the estimation 
performance. 

[35, 39, 42, 49, 51, 
54, 55, 57, 58, 65, 
73] 

GoogleNet 

- Researchers at Google 
introduced GoogleNet in 2014. 
- Introduced block concept. 
- Split transform and merge idea. 
- In a single layer, multiple types 
of ‘feature extractors’ are present 
to help the network perform better. 

Spatial 
exploitation 

- Trains faster than VGG-
Net. 
- Smaller pre-trained size 
than VGG-Net. 
- Training network has 
many options to solve 
tasks. 

- Heterogeneous topology design 
require face age estimation studies 
to make thorough customisation - 
from module to module. 

[38, 41, 43] 

ResNet 

- Introduced in 2015. 
- Residual learning. 
- Identity mapping-based skip 
connections. 
 

Depth + 
multi-path 

- Capable of skipping 
learned feature(s), 
reducing training time and 
improve accuracy. 
- Solve the vanishing 
gradient problem faced by 
VGG-Net. 
- Possible to train very 
deep networks and 
generalise well. 

- Computationally expensive as 
more layer increases. [69, 71] 

Novel Arch. 

Most designs were 
expanded/modified/or built from 
scratch based on the previously 
available architectures (e.g. 
AlexNet, VGG-Net, etc.) 

- 

- Specialise in learning 
face representation for 
different ages. 
- Improving several parts 
of the network based on 
the study’s aim and 
objectives. 

- Cater to a very specific 
problem(s). 
- Time-consuming when building 
from scratch. 

[42, 43, 44, 46, 47, 
48, 50, 52, 53, 54, 
56, 59, 60, 61, 62, 
63, 64, 65, 66, 67, 
68, 69, 70, 71, 72, 
73, 74, 75, 76, 77, 
78, 79, 80, 81, 82, 
83, 84, 85, 86, 87, 
88, 89] 
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1) LeNet: Yann Lecun invented the LeNet architecture in 
1998 to perform optical character recognition (OCR), and its 
design is smaller and simpler than the rest of the network 
architectures. For beginners, this network is a good way to 
learn neural networks and can be used for face age estimation 
studies, such as in [45]. However, due to its simple design, the 
network requires additional improvement that the designer 
must build from scratch if used for face age estimation. It is 
also outclassed by newer models in terms of speed and 
accuracy when used as is, with no modifications. 

2) AlexNet: Alex Krizhevsky introduced the AlexNet 
architecture in 2012, and it was the first major CNN model to 
use graphics processing units (GPUs) for training, which aided 
in training speed. Meanwhile, ReLu, dropout and overlap 
pooling were used to reduce feature loss and improve training 
speed. This architecture design was used in [54], [82] for face 
age classification and estimation, respectively. Their accuracy 
performance, however, was inferior to that of the model that 
used the LeNet network design [45] (see Table IV). This 
implies that, even though AlexNet is a newer network than 
LeNet, proper modification, structuring, and organisation of 
the AlexNet network are still required to achieve the best face 
age estimation (or classification) performance. 

3) VGG-Net: Introduced in 2014, the VGG model 
improves training accuracy by improving its depth structure. 
The addition of more layers with smaller kernels increases 
nonlinearity, which is good for deep learning. This study 
discovered that VGG-Net is the most commonly used network 
model among the many available (11 papers). One of the 
possible explanations is that the VGG pre-trained networks are 
freely available online. Although it is the best architecture for 
benchmarking on the face age estimation task, the 
performance obtained by studies that used this model is not 
the best, but it is also not the worst. This could be due to the 
vanishing gradient problem, one of the main challenges faced 
when using VGG-Net, which occurs when the number of 
layers exceeds 20, causing the model to fail to converge to the 
minimum error percentage. When this happens, the learning 
rate slows to the point where no changes are made to the 
model’s weights. Furthermore, using VGG-Net can be time-
consuming because the training process can exceed a week, 
especially if it was built from scratch. As a result, when using 
the VGG-Net network for face age estimation, users must 
address the vanishing gradient problem as well as the training 
time. 

4) GoogleNet: A class of architecture designed by Google 
researchers that won ImageNet 2014. Instead of a sequential 
architecture design, GoogleNet opted for a split transform and 
merge design, in which a single layer can have multiple types 
of “feature extractors”. In addition, GoogleNet has a smaller 
pre-trained size and trains faster than VGG-Net [93]. One 
drawback of GoogleNet is that almost every module must be 
customised. As a result, when designing a face age estimation 
using GoogleNet, users must customise from module to 

module. This study discovered that only [38, 40, 41] used this 
network architecture. 

5) ResNet; ResNet was introduced in 2015 and provides 
residual learning to help solve the vanishing gradient problem 
(from the VGG-Net architecture). Furthermore, ResNet can 
have a deeper network (more layers) than VGG-Net while 
avoiding performance degradation. ResNet is a concept in 
which if a feature has already been learned, it can be skipped 
and focus can be given to newer features, thereby improving 
training time and accuracy. On the other hand, the ResNet 
structure design is primarily concerned with how deep the 
structure should be. If ResNet is chosen for face age 
estimation, the designer must consider how the network 
should be structured to learn multiple aging features. Adding 
more layers is one of the common ideas. However, this could 
result in a longer learning time for the model (it can take 
several weeks); therefore, the designer must also account for 
this. This study discovered that only a few face age estimation 
studies used Resnet architecture/concept in their design [69, 
71]. 

6) New Arch: Is a network architecture created by 
expanding previous architectures, modifying them, or building 
the network from scratch. These architectures were created 
specifically to find the best network approach for learning 
how to best estimate age. For example, a facial image with a 
specific age can be affected by facial variations caused by 
external factors, such as lighting, which can lead to a 
neighbouring age category being predicted as the final bias. 
The study in [80] attempted to address this problem by 
proposing a network composed of a generator that could 
generate discriminative hard-examples (taken from extracted 
features done by a deep CNN) to complement the training 
space for robust feature learning and a discriminator that could 
determine the authenticity of the generated sample using a 
pre-trained age ranker [80]. This approach offers designers the 
‘freedom’ to create the best solution to a given problem. The 
designs can be based on available networks and further 
modified to their preferences, rather than being limited to the 
original design architecture. This study found that most of the 
previous studies, particularly those conducted in 2020, tend to 
propose their own architectural network design. However, one 
major drawback of this design approach is that the designer 
may take a long time to modify/create networks when 
compared to using available networks. 

D. Model Performance Evaluation 
Multiple protocols and performance calculations were used 

in the studies to evaluate model performance. Table IV shows 
the performance of the CNN models used in the studies on the 
databases that they were tested on. The evaluation protocol is a 
method for studies to determine the optimal number of training 
and testing datasets for their chosen databases. Meanwhile, the 
performance calculation allows studies to compare the 
estimation/classification/ distribution accuracy of their own 
model to that of others. Because of the numerous ways for 
designing protocols and performance calculations, problems 
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arise when performance is compared on the same database but 
using different evaluation methods, resulting in a unanimous 
'agreement' from most of the studies that specific performance 
calculation(s) should be used for comparison's sake for a 
specific database. Among the performance calculations used to 
evaluate the accuracy of the face age deep learning model are: 

1) Mean absolute error (MAE): a widely used 
performance evaluation for age estimation studies that 
measures the error between the predicted and actual ages. 
MORPH, FG-NET, ChaLearn2015, and ChaLearn2016 are 
examples of databases that used this evaluation method. The 
model performance improves as the MAE value decreases. 

2) E-Error: is the performance calculation used in 
apparent age estimation. This evaluation metric was used to 
compare the performance of studies that used ChaLearn2015 
[32] and ChaLearn2016 [33] datasets. The lower the e-Error, 
the better the performance. 

3) Accuracy of an exact match (AEM): a method of 
calculating accuracy that calculates the percentage of correctly 
estimated/classified age per the total number of test images 
used. This type of evaluation metric was used by the Adience 
database. The higher the AEM value, the better the 
performance. Some studies went so far as to include the 
standard deviation value in their evaluation. 

4) Accuracy error of one age category (AEO): Is another 
type of evaluation metric used on the Adience database, in 
which errors of one age group are also included as correct age 
classifications. The higher the AEO value obtained, the better 
the overall model performance. 

5) Cumulative score (CS): is defined as the percentage of 
images with an error of no more than a certain number of 
years. The evaluation is usually shown as a curve on a graph 
(which is not depicted in this paper), with the x-axis 
representing the error level in years and the y-axis 
representing the cumulative score (in percentage value). This 
type of evaluation performance was sometimes combined with 
the MAE evaluation method in studies that used MORPH, FG-
NET, and other earlier year databases. Meanwhile, studies that 
used the MegaAge-Asian database present some of their 
results in terms of CA(θ), where θ is the allowable age error 
corresponding to the cumulative accuracy, which several of 
them are shown in Table IV. 

Because the studies reviewed from 2015-2020 (see 
Table IV) used different databases, analysing and comparing 
their performance progress was difficult. Therefore, only the 
most frequently used databases were chosen and averaged to 
create a line chart depicting the performance progress of face 
age research from 2015-2020. Fig. 5 illustrates the average 
yearly performance for two different databases: MORPH and 
FG-NET. As shown in Fig. 5, the MAE values for the MORPH 
database decreased from 2015-2020, but not for FG-NET. The 
chart may imply that models applied to the MORPH database 
improved over six years, whereas FG-NET did not. Table VI 
shows the average MAE and its standard deviation for each 

year; the improvement might be valid for MORPH since most 
of the standard deviation obtained is low (< 0.3). However, the 
implication for FG-NET may be invalid because only a few 
studies used this database in 2015-2016. Most of the standard 
deviation for 2017-2020 is high (> 0.4), meaning that the MAE 
results obtained by the different studies are too wide apart. 
Among other databases, the performance of the MOPRH 
database appears to be the best. The samples captured in a 
controlled environment help the models to better identify aging 
features because unwanted factors are absent (e.g occlusion). 
Meanwhile, the low quantity (1,002 images) and low quality 
(old images captured in an uncontrolled environment) samples 
of FG-NET might hinder the CNN model learning process in 
the studies. Nonetheless, some studies were able to obtain low 
MAE values using the FG-NET database: [62] MAE = 2.00 and 
[89] MAE = 2.71. 

Regarding publishers, from 2015-2020 (see Fig. 6), IEEE is 
the publisher with the highest reviewed papers in this study. 
Elsevier is in second place, and Springer is in third. The bar 
chart in Fig. 6 shows that the number of published papers 
increased in 2016, but then declined until 2018, and then 
remained relatively low until 2020. The figure seems to imply 
that the deep learning approach is becoming less attractive to 
the face age research community, but this is most likely not the 
case. When a more robust, advanced, and practical deep 
learning technique becomes available, a resurgence may occur. 

 
Fig. 5. Line Chart Shows Face Age Research's Performance Progress from 

2015-2020 for MORPH and FG-NET (based on Table VI). 

95 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 12, No. 11, 2021 

 
Fig. 6. Publishers and Frequency of Publication of Deep Learning Face Age 

Estimation Papers, Including Publication Year (based on Table III). 

TABLE VI.  PERFORMANCE PROGRESS OF FACE AGE RESEARCH FROM 
2015-2020 FOR MORPH AND FG-NET DATABASES 

Year  
MORPH FG-NET 
MAE (std. deviation) MAE (std. deviation) 

2015 4.09 (0.61) 4.26 (-) 
2016 3.18 (0.28) 2.8 (-) 
2017 2.87 (0.29) 3.11 (0.63) 
2018 2.78 (0.14) 3.19 (0.21) 
2019 2.85 (0.07) 4.82 (1.96) 
2020 2.50 (0.33) 3.24 (0.49) 

VI. OPEN ISSUES 
As mentioned in the facial aging section, different ethnic 

subjects age differently, which means that a 20-year-old White 
subject would look older than a 20-year-old Asian. More 
research into the effects of ethnicity on face age estimation is 
needed. However, most studies focus only on primary aging 
features, such as face shape and aging wrinkles, and ignore 
secondary ones, such as racial facing aging traits. There are two 
possible reasons why studies did not take ethnic traits into 
account. The first is the perception that secondary aging features 
are non-essential for better model performance. A few CNN 
face age estimation studies have disproved the perception that 
race is unimportant. The second possible reason is that the lack 
of race variety in most databases causes researchers to overlook 
racial traits as one of the aging estimation problems in the first 
place. 

Among papers reviewed, only seven considered ethnicity 
traits in the face age estimation experiment [52, 66, 70, 72, 73, 
74, 85]. Studies in [52, 66, 70] considered ethnicity in the model 
learning performance and discovered that it does improve age 
estimation. However, these studies did not investigate the 
influence of racial traits on effectiveness in facial age 
estimation. Meanwhile, the study in [73] inferred that 
performance would improve if both gender and race 
information were included. Another study [74] discovered that 
gender and race could easily affect its age estimation model. 
Combining all of the age, gender, and race features further 
improved the age estimation performance of the model. Lastly, 
[85] explored the impact of ethnicity and gender on age 

estimation, stating that having more samples for a specific 
ethnic can increase age estimation accuracy. These studies 
suggest that the CNN model can be further improved if the 
overall framework takes ethnicity into account first. When a 
large number of samples are available, CNN models perform 
better at discovering significant aging features, as this also 
improves the learning of racial aging traits. 

Meanwhile, other studies on face age estimation that used 
machine learning rather than CNN have demonstrated the 
importance of ethnic aging traits. Ricanek et al. [94], for 
example, investigated the ethnicity of the subject and introduced 
the least angle regression (LAR) method, which was conducted 
on three databases: MORPH, FG-NET, and PAL, with five 
races included (African-American, Asian, Caucasian, Hispanic, 
and Indian). In another study, Akinyemi and Onifade [95] 
improved the performance of their model by incorporating 
ethnic parameters for African and Caucasian people into the 
GroupWise age ranking model. The FG-NET and FAGE 
databases were used in their experiment. FAGE is a locally 
collected dataset of 238 images of 209 black (African) 
individuals aged 0 to 41 years. 

Shin et al. [96] presented an age estimation system that 
considered ethnic differences for Asians and Non-Asians using 
CNN and support vector machine (SVM). The proposed age 
estimation system outperformed the standard system when 
trained on an ethnicity-biased database. The study relied on 
LFW [90] and its samples, with Asians in the datasets 
consisting of Korean, Japanese, and Chinese web celebrities 
[96]. Several other studies, however, were unable to investigate 
their approach further due to a lack of multiple races in their 
datasets [94, 95, 96]. Hence, the importance of having more 
race variety in databases is demonstrated. 

Table III shows that the databases in the deep learning age 
estimation model mostly favour Caucasian subjects. The race 
variety in the databases is imbalanced; in most databases, the 
Caucasian/White subjects are always the majority, while other 
races are either underrepresented or missing. Moreover, some of 
the databases with large samples and multiple races have no 
information on the subjects’ ethnicity. There are only a few 
ethnic-specific databases, such as AFAD, IMFDB, and Iranian 
Face available. It would be beneficial to have more multiple 
ethnic databases with large samples and races that are evenly 
distributed. 

VII. DISCUSSION AND SUGGESTION 
The first problem to address is the negative perception that 

ethnicity is not a critical aging factor. Researchers should be 
informed more about the importance of ethnic traits in the aging 
face; thus, this paper aimed to raise awareness on this to others. 
Moreover, face age estimation research should be expanded; 
more researchers should consider the secondary aging traits 
when building CNN face age estimation models. The research 
scope should not be limited to primary aging features (face 
shape and aging wrinkles) but also expanded to secondary 
features that can help distinguish unique aging traits that occur 
only in specific races. One suggestion is to create a framework 
for organising different racial samples in a database before 
being used for a CNN model. The steps of the framework are as 
follow: 
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1) First, decide on the number of races to be included in 
the study and then collect as many samples as possible for 
each race while ensuring the samples are similar in quantity. 
This may require the creation of multiple databases with 
various ethnicities (e.g. using MORPH [25], IMFDB [16], 
Iranian face [15], and MEGAAGE-ASIAN [89] databases 
together). Because CNN would be the model approach, having 
a large sample size would not be an issue for the CNN 
learning process - it is required. The study must also decide 
whether to use all samples or specific ones based on the 
research aim and objective(s). 

2) Next, apply the necessary image processing to the 
sample images, such as face detection, face landmark, and 
face alignment. 

3) Each database’s estimation performance is evaluated 
using an evaluation protocol. Multiple ethnic subjects from 
chosen databases are mixed and segregated into specific 
training and test sets when accounting for ethnicity in age 
estimation. The ethnic effect analysis requires two protocols: 
one that considers ethnicity and one that does not. The first 
protocol requires different ethnic subjects within these sets to 
be divided equally in quantity. Training and testing, for 
example, take up 80% and 20% of the total samples, 
respectively. When the samples are made up of two races (e.g. 
Caucasian and Asian), half of the training samples should be 
Caucasian and the other half should be Asian. Similarly with 
the test samples – half is Caucasian, and another half is Asian. 
The second protocol is similar to the first, except that the 
different ethnic subjects are split randomly rather than equally. 

4) Afterwards, run the samples into the CNN model and 
analyse the result in terms of the ethnicity's effect on the 
overall age estimation. Search for any significant finding 
regarding the ethnicities traits that can be exploited in future 
age estimation studies. 

Fig. 7 shows the proposed framework for studying CNN 
face age estimation while considering the ethnicities of the 
subjects. This framework can guide future face age estimation 
studies that use either the deep learning approach or the 
standard machine learning approach. 

The review of the papers revealed that most studies did not 
consider using other ethnic-specific databases (e.g. Iranian [15], 
Indian [16]), even though these databases are available for use 
(see Table I). Benchmark databases like MORPH and FG-NET 
are more preferred because it is safer since these databases are 
frequently used and have long been used for comparison; thus, 
making it easy to perform comparative analysis. Nevertheless, 
using only the same benchmark databases and ignoring other 
available ethnic-specific databases can pose a risk, which will 
hinder the face age estimation research's progress in 
understanding the overall ethnic factor in facial aging process. 
Suppose various databases are continuously and increasingly 
used throughout the years. There will be enough results to allow 
meaningful comparison between studies, resulting in new 
benchmark databases that can be used and compared in the 
future. 

 
Fig. 7. Framework for Organising Different Racial Samples for CNN Face 

Age Estimation Study - Subject's Ethnicity Accounted for. 

Although many public databases are available for face age 
estimation studies, very few are non-Caucasian/non-White 
databases. Accordingly, two suggestions could enable the 
collection of more ethnic-specific samples; either for private or 
public use: 

1) Organise an ethnic-biased age estimation contest and 
develop an ethnic-specific dataset like how it was done for the 
ICCV 2015 ChaLearn [32] challenge dataset. This approach 
can help increase ethnic-biased age estimation studies from 
contestants and ethnic-specific database usage (e.g. AFAD, 
IMFDB, and Iranian database). These databases may become 
benchmark databases themselves later on. 

2) In dangerous times, such as the current COVID-19 
pandemic, most work and communication are now done 
online. Governments, businesses, educational institutions, 
medical institutions, and others are now using communication 
platforms for videoconferencing, online meetings, workspace 
chat, online classes, and even file sharing. One of the 
communication platform's primary functions is video 
streaming, which can accommodate up to nine people (or 
more) concurrently. This video streaming function allows 
researchers to organise a video conference for a group of 
volunteers to collect ethnic-specific samples for face age 
studies by capturing volunteers' face images during video 
streaming. Researchers must first decide whether to collect 
samples in a controlled/uncontrolled environment, for 
example, by requesting volunteers to standardise their 
background colours (use one colour) and stand still while 
researchers prepare to capture their faces (controlled 
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environment). Researchers must also decide whether to 
capture a single face image or multiple faces at once. 
However, the size and quality of the faces in the video may 
differ between users. Therefore, this should be taken into 
account when trying to use this approach to collect samples 
from volunteers, which can be co-workers or students (if the 
researcher is also an educator). Moreover, additional 
information about volunteers, such as their age and ethnicity, 
can be directly requested and recorded for research purposes. 
Microsoft Teams, Zoom, and Google Meet are some of the 
communication platforms that are available for use. Fig. 8 
shows an example of captured face images using Microsoft 
Teams (single face or multiple faces). 

When collecting samples, likely, some people would not be 
willing to help or give any personal information. Therefore, 
proper planning on target subjects selection before collecting 
their face images is required. 

 
Fig. 8. Samples of Face Images - Captured using Microsoft Teams (Images 

taken from [97]). 

It would be interesting to develop the suggested model 
framework with different ethnic races for face age recognition. 
Significant racial traits might be discovered, which can further 
distinguish the aging processes between different ethnic people. 
This discovery could further improve the understanding of 
racial aging traits, particularly concerning the face and the 
development of a model that can learn and identify those traits. 
Additionally, using the suggested sample collection method to 
collect and capture own samples may help ease the collection 
process. Aside from face age studies, the collected face 
images/samples can also be used for other facial image studies, 
such as emotion recognition and ethnic recognition. These 
suggestions, however, are beyond the scope of this study and 
will be considered in future research. 

VIII. CONCLUSION 
The analysis in this paper focused on ethnic consideration in 

the dataset used for the last six years for accurate age estimation 
using the deep learning approach. This paper specifically 
analysed 53 papers on deep learning face age estimation, model 
performance, selected databases, and whether or not any face 
ethnicity traits analysis was performed when estimating age. 
This paper also highlighted 19 database papers that promote the 
use of publicly available databases for age estimation research, 
as well as information on multiple database ethnicities. 
Although the deep learning approach improves face age 
estimation over time, it can be further enhanced by 
understanding how ethnicity affects face age estimation and 
designing an evaluation protocol that takes the subjects’ ethnic 
traits into account. Moreover, a sizeable multi-racial database is 
needed for the investigation of aging in different ethnic groups. 
Therefore, it is crucial to collect the necessary information to 
create an extensive database with well-distributed age and 
ethnic labels. Suggestions for capturing samples were also 
provided to help researchers in increasing their ethnic-specific 
samples for private or public use. 

IX. FUTURE DIRECTION 
Making the collected ethnic-specific samples public and 

sharing them via web image collection sites can increase 
interest in conducting more ethnicity-based face age estimation 
research. More robust deep learning face age estimation models 
can be developed by performing more such studies, sample 
collection, and analyses in the future. Future research could also 
discover significant racial traits that could help distinguish 
unique aging patterns used to solve racial face age estimation 
problems in real-life applications. Proper planning and key 
considerations must be made when collecting samples, such as 
ensuring personal data privacy or a subject’s consent. 
Additionally, it would be good to reiterate the benefit of having 
more samples for studies beyond facial age recognition. 
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