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Abstract—A computer-based diagnosis model for Acute 

Myelogenous Leukemia (AML) is carried out using white blood 

cell image processing. The stages in computer-aided diagnosis 

(CAD) are included pre-processing, segmentation, feature 

extraction, and classification. The segmentation method has 

many approaches, namely, clustering, region growing, and 

thresholding. The number of approaches that can be used 

requires proper selection because it will have an impact on CAD 

performance. This study aims to conduct a comparative study of 

the performance of the WBC segmentation method on the AML 

M0, M1, and M2 subtype leukemia CAD system. The 

segmentation algorithm used is k-means, fuzzy c-means, SOM, 

watershed, chan vese (active contour), otsu thresholding, and 

histogram. The feature extraction method uses GLCM, while the 

classification algorithms tested are SVM, Random-forest, 

decision tree, naive Bayesian, and k-NN. The test results show 

that the histogram segmentation method is able to provide the 

best average performance when using SVM, namely 90.3% 

accuracy, 85.9% sensitivity, and 92.7% specificity. 
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I. INTRODUCTION 

Leukemia is a blood cancer caused by the body producing 
too many abnormal white blood cells. Leukemia can occur in 
both adults and children. White blood cells are part of the 
immune system produced in the bone marrow. When the 
function of the spinal cord is disturbed, the white blood cells 
produced will change and no longer perform their role 
effectively. Leukemia has several types, including Acute 
myeloblastic leukemia (AML). The AML is acute 
myeloblastic leukemia that occurs when the bone marrow 
overproduces immature myeloid cells or myeloblasts. The 
diagnosis of leukemia AML can be made with a white blood 
test (WBC) for analysis. WBC analysis can be done 
computerized, namely by photographing the WBC, so that 
WBC is obtained in the form of a digital image. 

One way to develop a leukemia diagnosis system model is 
by using a computer-based diagnostic model. This diagnostic 
system model is done by analyzing WBC. This analysis has a 
number of advantages compared to existing models, namely 
the process is faster. Processing is carried out in a number of 
stages. The stages in computer-based diagnosis include 
preprocessing, segmentation, feature extraction, and 
classification. The preprocessing stage is used to improve 

image quality so that it is ready to continue with the 
segmentation process. At the segmentation stage, it is done to 
separate the object from the background. The segmentation 
process can use a number of approaches, namely Region 
growing, edge detection, thresholding, and clustering [1]–
[3][4]–[6]. Each approach in segmentation also has many 
algorithms that have advantages and disadvantages. The next 
stage after segmentation is feature extraction. Feature 
extraction has a number of approaches, namely color, texture, 
statistical, and geometry [7]–[9]. The next stage is the 
classification process, which can be done using a number of 
algorithm choices, such as SVM and decision tree [10]. 

Many developments of AML leukemia CAD models have 
been carried out [11]–[14], but unfortunately many still 
produce low related performance. One of the factors causing 
the low performance is the wrong choice of the segmentation 
method used. To overcome this, there have been a number of 
studies that have also compared segmentation performance but 
only limited to segmentation algorithms on one approach, 
such as clustering [15] and thresholding [13], [16]. This makes 
the best algorithm only limited to that approach and has not 
been carried out for inter-approach. This condition causes the 
lack of literature that can be used to determine the best 
segmentation algorithm for WBC segmentation in AML 
leukemia, so a comparative study of a number of segmentation 
algorithms from several segmentation approaches is needed, 
such as thresholding, clustering, and region growing. 

II. LITERATURE REVIEW 

The segmentation approach for white blood cell (WBC) 
image analysis has advantages and disadvantages, so the 
selection of the segmentation method will affect the 
performance of the AML leukemia diagnosis system. The 
segmentation method used in the diagnosis system for 
leukemia AML subtypes M0, M1, and M2 mostly uses 
thresholding [11], [12], [14]. The weakness of using 
thresholding is in determining the threshold value, which is 
done manually so that sometimes it is not suitable for different 
image conditions. The weakness of thresholding with a static 
threshold value can be overcome by a dynamic threshold 
value, namely multi-Otsu thresholding. Multi-Otsu 
thresholding can provide good performance compared to static 
thresholding in the case of AML subtype M0 and M1 
classification [13]. Another image segmentation method that is 
also widely used is active contour without edge combined 
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with watershed distance transform which is used for 
segmentation of AML subtypes M2, M3, and M4[17]. 

Another alternative approach to segmentation is to use a 
clustering algorithm. The concept of clustering is the same as 
the concept of segmentation, which separates the background 
and objects. Clustering will automatically form a cluster 
center depending on the data, and from the data center, it can 
be used to threshold the binary image formation process [18], 
[19]. A study conducted by Dhanachandra et al. [4], showed 
that the k-mean and subtractive clustering algorithms can be 
used for segmentation with good results. Good ability in 
segmentation is also shown in the case of segmentation in the 
case of AML subtype M4, M5, and M7, which uses the k-
mean algorithm [20]. The k-mean algorithm is also used in 
image segmentation in cases of AML M2, M3, M4, and M5 
leukemia diagnosis, and can give good results [21]. 

Referring to a number of studies that have been carried out 
to develop leukemia CAD models, at the segmentation stage, 
in choosing the segmentation method used, it is not explained 
in detail what the considerations are. Referring to the research 
conducted by Arumugadevi et al. [22] shows that the 
segmentation approach using clustering shows that the 
segmentation performance using FCM and SOM algorithms 
provides better performance than K-means. When referring to 
clustering performance using FCM and SOM, FCM is able to 
provide better clustering performance than SOM [23]. This 
shows that the selection of the segmentation method is very 
influential in producing the performance of the CAD system.  

The low performance of the AML subtype diagnosis 
systems M0, M1, and M2 is not only influenced by the lack of 
accuracy in choosing the segmentation method, but also by the 
feature extraction method used for diagnosis. The diagnosis of 
AML M0, M1, and M2 developed in the study of Suryani et 
al. [24] using the features of WBC diameter, nucleus ratio, and 
nucleus roundness. These features are only able to provide an 
accuracy that is still below 80%. The analysis in this study 
showed that only WBC diameter could be used for features in 
the diagnosis of AML subtypes M0 and M1. Leukemia AML 
subtypes M0 and M1 are diagnosed by referring to what blast 
cells are dominant, each cell has different characteristics in 
size, shape, and color. A study conducted by Mutlag et al. [9], 
from feature extraction testing using leaf images, showed that 
the texture approach was able to provide better accuracy 
performance than the geometric, color, and statistical 
approaches. This is as shown in the research of Rawat et al. 
[25], where the feature extraction Gray level co-occurrence 
matrices (GLCM) is better than shape-based (geometry). 
GLCM capability is better than Local binary pattern (LBP) 
when combined with SVM classification algorithm, with 
histopathological Specimen image data [26]. 

Referring to previous research, this study aims to conduct 
a comparative study of segmentation performance with 
clustering, region growing, active contour, thresholding, and 
histogram approaches. The segmentation algorithm was used 
to segment WBC in cases of CAD leukemia AML subtypes 
M0, M1 and M2. The AML leukemia CAD model uses the 
GLCM feature extraction method. The performance of the 

CAD system is measured using the parameters of accuracy, 
sensitivity, and specificity. 

III. METHOD 

This study uses WBC image data taken from The Hospital 
of Dr. Moewardi, Surakarta Indonesia. The WBC images 
analyzed were AML subtypes M0, M1, and M2. The total 
AML data used are 105 WBC images, consisting of 33 M0, 32 
M1, and 40 M2. This research method uses a number of stages 
as shown in Fig. 1 where the main process is divided into 
fourparts, namely pre-processing, segmentation, feature 
extraction, classification, and performance evaluation. At the 
segmentation stage, three segmentation approaches will be 
used as shown in Table I. The segmentation algorithm used 
for each approach is K-means, Fuzzy c-Means, SOM, 
watershed, chan vese (active contour), Otsu thresholding, and 
histogram. 

TABLE I. SEGMENTATION APPROACH AND ALGORITHMS 

No Approach Algorithms  References 

1 Clustering-based K-Means [27] 

  Fuzzy C-Means [27] 

  Self-Organizing Maps [23] 

2 Region-based Chan Vese (Active Contour) [28], [29] 

  Watershed [30] 

3 Thresholding-based Otsu Thresholding [31], [32] 

  Histogram [33]–[35] 

 

Fig. 1. Research Method. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 12, No. 11, 2021 

587 | P a g e  

www.ijacsa.thesai.org 

The next step is feature extraction using Gray Level Co-
occurrence Matrix (GLCM). GLCM is a texture analysis 
technique on the image. GLCM represents the relationship 
between neighboring 2-pixels that have grayscale intensity, 
distance, and angle. Distances (d) are expressed in pixels, 
while angles (θ) are in degrees. The distance between pixels is 
usually one pixel. The GLCM has 8 angles, including angles 
0°, 45°, 90°, 135°, 180°, 225°, 270°, and 315

o
, in this study 

using angles 0°, 45°, 90° and 135° [25], [36], [37]. The 
resulting features for each angle are Contrast, Dissimilarity, 
Homogeneity, Energy, Correlation, and ASM [38]. These 
features can be shown in equations (1-7). 
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The next step is to classify using a number of algorithms. 
The classification algorithms tested are SVM, Random Forest, 
decision tree, k-NN, and Naive Bayesian. The classification 
algorithm is applied to every angle in the feature extraction 
process with GLCM, the angles used are 0

o
, 45

o
, 90

o
, and 

135
o
. The test is carried out using k-folds cross-validation, 

with the performance parameters measured are sensitivity, 
specificity, and accuracy. Performance calculation is done by 
referring to Table II, and by equation (8-10). 

TABLE II. CONFUSION MATRIX 

Actual Class 
Predictive Class 

Positive Negative 

Positive TP FN 

Negative FP TN 

                
  

     
             (8) 

                
  

     
             (9) 

              
     

           
           (10) 

IV. RESULTS 

A. Result of Preprocessing 

In the AML leukemia CAD system, before segmenting the 
WBC image, the steps taken are to improve the quality of the 
WBC image. Improvements were made using contrast limited 
adaptive histogram equalization (CLAHE) [39]. CLAHE is 
used to enhance the color and appearance of blurry objects in 

an image. The results of preprocessing using CLAHE can be 
shown in Fig. 2. 

 

Fig. 2. Result of Preprocessing. 

B. Result of Segmentation 

This study uses three segmentation approaches, namely, 
cluster-based, region-based and thresholding-based. The 
segmentation algorithm for each approach is shown in Table I. 
In segmentation using the k-mean algorithm, the first step 
after the pre-processing process is to convert the image to 
grayscale. Segmentation is carried out with a maximum 
iteration value of 100 and epsilon 0.2. The clustering process 
carried out resulted in a total of four clusters. To separate the 
object with the background from the image resulting from 
clustering with four clusters, the separation process is carried 
out using the quartile value of the centroid. The quartile-1 
value is used as the threshold value, if the tested pixels value 
is smaller than Quartile 1 than the centroid value, it is made 
white and vice versa. The results of the segmentation are then 
carried out by morphological closing and morphological 
opening processes [40] to smooth and eliminate noise in the 
image segmentation results. The complete results of the 
segmentation process with K-means are shown in Fig. 3. The 
concept for clustering using fuzzy c-means and SOM is almost 
the same as the k-means algorithm. 

 

 

Fig. 3. The Results of the Segmentation Process with k-means. 

The next segmentation model is using the thresholding 
approach. One of the algorithms in this approach is the 
histogram algorithm. In this algorithm, before the histogram 
process is carried out, the conversion to grayscale is done first. 
The grayscale image is then carried out by the histogram 
process so that it will produce the histogram value and bin 
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edges or the scale of the histogram boundary. In this study, 10 
bin edges were used to form the histogram. From each edge, 
the middle value is searched for each edge and with this value, 
the quartile 1 value is sought, then used as the threshold value 
in separating the object from the background. The results of 
the segmentation are then carried out by morphological 
closing and morphological opening processes [40] to smooth 
out and eliminate noise in the image segmentation results. The 
results of segmentation using histograms can be shown in 
Fig. 4. 

The next segmentation approach is a region growing. The 
segmentation algorithm used is Chan-Vese (active contour) 
[26],[27]. This algorithm is designed to group objects without 
clear boundaries. This algorithm is based on a set of levels 
developed iteratively to minimize the energy determined by a 
weighted value. This value corresponds to the sum of the 
intensity differences from the mean value outside the 
segmented region and a term that depends on the length of the 
segmented region boundary. In chan-vese active contours do 
not require a cropping process because of the nature of 
Region-based active contours that find lesions using the 
globalizing method [30], [41]. This is considered autonomous 
segmentation because the initial contour placement is the 
entire image and does not need to be defined [42]. The results 
of segmentation with the chan-vese algorithm can be shown in 
Fig. 5. 

 

 

Fig. 4. Segmentation Results with Histogram. 

Another region growing-based segmentation is watershed 
starting with conversion to grayscale, the grayscale image will 
then be processed using the otsu thresholding algorithm to 
separate objects from the background. Furthermore, 
morphological reconstruction is carried out to remove noise. 
The next stage is to find the border using the distance 
transform and label the peak of the object in the image, then 
the image will be processed by the watershed algorithm [28]. 

Then the results of the reconstruction are processed using 
morphology closing and opening morphology to smooth and 
remove noise in the reconstructed image. The final stage is to 
use the reconstructed image to take objects in the original 
image and convert the image to grayscale so that it is ready to 
be processed in the next stage. The results of this 
segmentation can be shown in Fig. 6. 

C. Result of Feature Extraction 

Feature extraction is done using the texture approach, 
namely by using the GLCM method. Image segmentation 
results will be carried out a feature extraction process with 6 
features, namely Contrast, Dissimilarity, Homogeneity, 
Energy, Correlation, and ASM (Angular Second Moment). 
The GLCM method uses angles of 0

o
, 45

o
, 90

o
, and 135

o
. The 

results of feature extraction using GLCM at an angle of 0
o
, 

and when using the k-mean segmentation algorithm is shown 
in Table III. In Table III, 5 samples of each AML subtype M0, 
M1, and M2 are taken.  

 

 

Fig. 5. Segmentation Results with Chan Verse Active Counter. 

 

 

Fig. 6. Segmentation Results with Watershed. 
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TABLE III. EXAMPLE OF GLCM 00
 FEATURE EXTRACTION RESULTS WITH 

K-MEANS SEGMENTATION 

Type CT DS HG EG CR ASM 

M0 1.3044 0.2308 0.9260 0.5198 0.9842 0.2702 

M0 0.7966 0.1612 0.9460 0.6718 0.9882 0.4513 

M0 0.5528 0.0961 0.9704 0.8087 0.9889 0.6540 

M0 0.7719 0.1321 0.9603 0.7445 0.9871 0.5543 

M0 0.5669 0.0987 0.9698 0.8123 0.9887 0.6599 

M1 0.3386 0.0893 0.9671 0.8213 0.9911 0.6746 

M1 0.4711 0.0944 0.9693 0.8097 0.9888 0.6556 

M1 0.6201 0.1306 0.9564 0.7575 0.9870 0.5738 

M1 0.3433 0.0727 0.9757 0.8558 0.9900 0.7324 

M1 0.6437 0.1127 0.9668 0.8062 0.9839 0.6500 

M2 0.5831 0.1225 0.9610 0.7209 0.9870 0.5197 

M2 0.8049 0.1443 0.9568 0.6895 0.9847 0.4754 

M2 0.8339 0.1592 0.9501 0.6409 0.9871 0.4107 

M2 0.9491 0.1615 0.9525 0.6070 0.9865 0.3684 

M2 1.0880 0.2081 0.9338 0.5733 0.9826 0.3287 

D. Result of Classification 

The stage after feature extraction is classification. At the 
classification stage, a number of classification algorithms were 
tested, namely support vector machine (SVM), Random Forest 
(RF), Decision Tree (DT), KNN, and Naïve Bayesian (NB). 
Performance parameters measured are accuracy, sensitivity, 
and specificity. Tests were carried out for each angle of the 
GLCM, namely angle 0

o
, 45

o
, 90

o
, and 135

o
. The test results 

for each angle with 5-fold cross-validation validation can be 
shown in Fig. 7 to Fig. 10. 

Fig. 7 to Fig. 10 illustrates the performance of the CAD 
system when using GLCM feature extraction with the 
orientation angle, with values 0

o
, 45

o
, 90

o
, 135

o
. The feature 

extraction with GLCM will produce a co-occurrence matrix, 
which is a square matrix with the number of elements as much 
as the square of the number of pixel intensity levels in the 
image. Each point (p, q) in the co-occurrence matrix with 
orientation angle contains the probability of occurrence of a 
pixel worth p next door to a pixel worth q at a distance d and 
orientation θ and (180

o
−θ). If the value is 0

o
, then the 

performance of the resulting CAD model is shown in Fig. 7, 
for the value of 45

o
 is shown in Fig. 8, while the value of 90

o
 

and 135
o
 are shown in Fig. 9 and Fig. 10. Fig. 7 to Fig. 10 

shows that changing the orientation angle does not affect the 
performance of the SVM algorithm. The orientation angle of 
135

o
 can provide relatively the same performance for all types 

of classification algorithms, while angles of 0
o
, 45

o
, and 90

o
 

algorithms other than SVM provide poor performance. 
Especially for the SVM algorithm, the best performance is 
given at an orientation angle of 0

o
, when using the clustering 

and histogram segmentation algorithm. 

Fig. 7 (GLCM with an angle of 0
o
) shows that the 

segmentation performance with histogram and k-means gives 
better performance than the others. Segmentation performance 
with clustering approach, SOM algorithm gives the lowest 
performance. Segmentation with thresholding approach, 
histogram algorithm is better than otsu thresholding, while in 
region growing approach, the watershed algorithm is better 
than chan vese. Fig. 7 to Fig. 10 shows that the performance 
of the classification algorithm that gives the best performance 
is SVM. At 135

o
 GLCM angle, all tested classification 

algorithms give a good performance, while at other GLCM 
angles, the good performance is dominated by the SVM 
algorithm, while for the others it varies. 

 

Fig. 7. Performance of Model using GLCM 0o. 
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Fig. 8. Performance of Model using GLCM 45o. 

 

Fig. 9. Performance of Model using GLCM 90o. 

 

Fig. 10. Performance of Model using GLCM 135o. 
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V. DISCUSSION 

The test results of several segmentation algorithms show 
that the thresholding-based segmentation approach, by using 
the histogram method, is able to provide the best performance. 
The best performance is obtained, when using the SVM 
classification algorithm. Histogram segmentation is able to 
provide the best performance for all angles in GLCM when 
using SVM. The segmentation with the best clustering 
approach is given the k-means algorithm, which gives the best 
accuracy, for the GLCM angle of 0

o
, 45

o
, and 90

o
, while for 

the 135
o
 angle the best performance is given by the FCM 

algorithm. The SOM algorithm gives the lowest performance 
between FCM and K-means. In the case of image 
segmentation of AML subtypes M0, M1, and M2, the 
segmentation approach that is less than optimal is shown in 
the region growing approach, with the chan vese (active 
contour) algorithm, where the performance for all GLCM 
angles is the lowest. Chanvese's algorithm has weaknesses, 
namely, it is not able to divide non-uniform regions, and is 
sensitive to noise [43]. The Chan-Vese algorithm also has 
problems in terms of deviations from the class center in the 
Chan-Vese model. In particular, followed by inserting the 
energy function into the level set evolution without a re-
initialization framework, the variation formulation can force 
the level set function to be closed to the object boundary [44]. 

The segmentation of the region growing approach 
generally shows less than optimal performance. This is not 
only shown by the performance of the Chan Vese algorithm, 
but also by the watershed algorithm. The watershed algorithm 
has a number of weaknesses, namely over-segmentation, 
manual intervention is needed, sensitivity to noise, and poor 
detection of significant areas with low contrast [45]. 
Weaknesses of the watershed algorithm confirmed the 
resulting performance in the diagnosis of AML leukemia 
subtypes M0, M1, and M2. This is different from 
segmentation with a thresholding approach. Histogram 
segmentation performance is able to provide the best 
classification results in the CAD system. This ability is caused 
by the dynamics of histogram segmentation in determining the 
threshold value, it's just that the weakness is when there is 
grayscale whose values overlap, so it becomes inaccurate [45]. 

The performance of computer-aided diagnosis of AML 
leukemia is not only influenced by the classification algorithm 
but also by the feature extraction algorithm used. Feature 
extraction GLCM is used to obtain features from the 
segmentation process. Comparison of values for each feature 
when using the GLCM angle of 0

o
 and using the histogram 

segmentation method can be shown in Table IV. Table IV 
shows that the mean ± STD of each feature between M0, M1, 
and M2 has almost the same value. Referring to Table IV and 
supported by statistical test results, shows several features that 
are not significantly different between M0, M1, and M2 (p-
value>0.05). The results of statistical tests with a 95% 
confidence level for GLCM with an angle of 0

o
 in the 

complete histogram segmentation are shown in Table IV. This 
condition causes the results of classification, especially using 
algorithms other than SVM, the results are not optimal. This 
means that some features cannot be used to distinguish AML 
subtypes of leukemia M0, M1, and M2. 

TABLE IV. COMPARISON OF FEATURES ON GLCM 00 (HISTOGRAM) 

Feature  
M0 M1 M2 

Mean±STD Mean±STD Mean±STD 

Contrast 0.870±0.248 0.543±0.229  0.797±0.242  

Dissimilarity 0.159±0.044 0.114±0.043   0.144±0.043 

Homogeneity 0.950±0.015 0.962±0.014  0.956±0.014  

Energy 0.681±0.097 0.773±0.093  0.687±0.103  

Correlation 0.987±0.002 0.988±0.003  0.986±0.002  

ASM 0.472±0.127 0.606±0.138  0.482±0,146  

TABLE V. STATISTICS TEST ON GLCM 00
 (HISTOGRAM) 

Feature 
P-value 

M0 x M1 M0 x M2 M1 x M2 

Contrast 0.000 0.169 0.000 

Dissimilarity 0.000 0.100 0.007 

Homogeneity 0.002 0.066 0.087 

Energy 0.000 0.598 0.001 

Correlation 0.110 0.035 0.000 

ASM 0.000 0.574 0.001 

The ability of the histogram segmentation algorithm, when 
viewed from the results of the significance test with a 95% 
confidence level, is not the best. This is indicated by the 
comparison between M0xM1, M0xM2, and M1xM2 features, 
the number of different features is significantly less compared 
to segmentation using k-means. Feature extraction, which was 
preceded by segmentation using K-means, was able to 
produce a feature correlation to distinguish AML M0 from 
AML M1, while the histogram could not differentiate. Feature 
correlation shows the size of the linear relationship of the 
neighboring pixel gray-level values. 

The ability of the histogram and k-means segmentation 
algorithms, when viewed from statistical tests on features 
generated from GLCM, shows that the ability to distinguish 
AML M0 from AML M2 is less than optimal. Referring to 
Table V, only the correlation features have a significant 
difference, while the other features are not significantly 
different. In addition to feature correlation, feature 
homogeneity is also relatively able to distinguish, compared to 
other features. This condition shows that there is a close 
texture between M0 and M2, so it is not optimal when using 
the six GLCM features. Overall the performance generated 
when using histogram segmentation with GLCM angle 0

o
, the 

area under the curve (AUC) value [46] is above 90%, which is 
included in the very good category [47]. 

The chan-vese algorithm produces the lowest classification 
performance; this is confirmed from the results of the 
significance test with a confidence level of 96%, where many 
features generated from GLCM cannot show significant 
differences over M0xM1, M0xM2, and M1xM2. The test 
results for Chan-vese segmentation with a GLCM angle of 0

o
 

can be shown in Table VI. In Table VI, it is shown that the 
features generated when using the Chan-vese segmentation 
algorithm can distinguish significantly between M0, M1, and 
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M2, only two features, namely contrast, and dissimilarity, 
while for feature dissimilarity it cannot distinguish between 
M1xM2. 

TABLE VI. STATISTICS TEST ON GLCM 00 (CHAN VESE) 

Feature P-value 

  M0xM1 M0xM2 M1xM2 

Contrast 0.000 0.000 0.003 

Dissimilarity 0.003 0.005 0.961 

Homogeneity 0.132 0.054 0.544 

Energy 0.397 0.928 0.354 

Correlation 0.258 0.874 0.218 

ASM 0.406 0.883 0.412 

VI. CONCLUSION 

The results of the comparison of the performance of the 
segmentation method based on clustering, thresholding, and 
region growing show that the Histogram algorithm gives the 
best performance. The best performance is obtained when 
using the SVM classification algorithm. Performance can also 
be seen from the features generated from GLCM, the results 
of the significance test show the performance of K-mean and 
Histogram capable of producing features that can distinguish 
AML M0, M1, and M2 leukemia. The conclusion that can be 
drawn is that histogram and k-means segmentation algorithms 
can be an alternative segmentation method in cases of CAD 
leukemia AML. 
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