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Abstract—Synthesizing new images from textual descriptions
requires understanding the context of the text. It is a very chal-
lenging problem in Natural Language Processing and Computer
vision. Existing systems use Generative Adversarial Network
(GAN) to generate images using a simple text encoder from their
captions. This paper consist synthesizing images from textual
descriptions using Caltech-UCSD birds datasets by baselining
the generative model using Attentional Generative Adversarial
Networks (AttnGAN) and using RoBERTa pre-trained neural
language model for word embeddings. The results obtained are
compared with the baseline AttnGAN model and conduct various
analyses on incorporating RoBERTa text encoder concerning
simple encoder in the existing system. Various performance
improvements were noted compared to baseline Attention Gen-
erative networks. The FID score has decreased from 23.98 in
AttnGAN to 20.77 with incorporation of RoBERTa model with
AttnGAN.
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I. INTRODUCTION

Text to Image generation is an application of Generative
Networks. The underlying problem comprises recognising the
context of the text description and generating a realistic image
that matches the caption. It is a multi-modal problem that
challenges natural language Processing for context understand-
ing and Computer Vision for Images. There are numerous
applications in arts and design and have advanced considerably
in recent years. Text to image generation can assist game
developers to generate more distinct characters or skins with
ease. Artists could use them to create starter comics from
descriptions of the scene.

GANs are primarily used as generative networks for Image
Synthesis from text and use Deep Convolutional GANs [1].
Recently, enormous progress has been made in synthesising
images from texts for a single class of datasets like the Caltech-
UCSD Birds-200-2011 dataset [2] or Oxford 102 Flower
dataset. This paper uses the baseline AttnGAN model [3] that
make use of Long Short term Memory for processing the text
description. The latest language models developed lately has
proved to be very efficient for text related problems. Thus it is
required to utilize the latest transformer models so that better
attention can be obtained within the natural language and hence
increase the overall performance of the problem.

This problem can be divided into different parts and
approached individually as a module. Text description is taken
with details as input. The description includes features of its
appearance, like the colour of particular body parts and its

Fig. 1. Result of a Generated Bird from the Generative Model using
RoBERTa Text Encoder and the Attention Captured during the Generation of

Image at Epoch 600.

length. Text like, “this small bird has a short, pointy orange
beak and white belly”, are provided as input. The RoBERTa
language neural model [4] to capture attention and understand
the context of the description.

RoBERTa language model is used for embeddings words
into a feature representation. Transform models use an atten-
tion mechanism to capture critical details associated with the
word, and they can link them using the attention heads [5].
AttnGAN are used to train the generative networks. With each
stage, higher resolution images are synthesized. Another com-
ponent used in the AttnGAN is a Deep Attentional Multimodal
Similarity Model (DAMSM). The attention mechanism and
the DAMSM are used to find the similarity between the image
generated by the GANs and the sentence using both the global
sentence level and the fine-grained word-level information. The
DAMSM component provides a fine-grained image and text
comparison loss that can be used to train the generator [3].

The goal is to explore the current state-of-the-art model
that can generate images based on the description from text
using the Attention mechanism. RoBERTa language model
is incorporated and experiments are performed on how the

www.ijacsa.thesai.org 947 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 12, No. 12, 2021

existing system is affected. The same is analyzed and compare
each result using the Fréchet inception distance (FID) score
obtained from the base model. The focus is on the CUB
Bird dataset for this paper, and the dataset also provides us
with boundary box segmentation of bird images. Segmentation
[6,7,8] can help train the model for generating a specific object
in the boundary of images used from training . Analysis also
performed on how RoBERTa embeddings have an effect in
an interval of epochs on generating the images. The models
are implemented using deep convolutional neural networks
because they enhance the processed image [9,10]. The final
output of the generative network is a high-resolution image
matching the text description. Various attentions mapped are
recorded with the experiments conducted and we obtain results
as in Fig. 1.

The major benefits on exploring research on this prob-
lem lay in understanding the use of transformers with basic
attention based generative system. This will help us explore
how latest language models that uses attention heads can help
understand the text association with the image better. A larger
intuition could be developed in natural language association
with text generation and scene prediction. This will help artists,
game developers, animation industries to develop characters
based on the textual description provided by the artists.

II. RELATED WORK

Generative Adversarial networks are generative models that
can synthesize images and are used for generative learning.
In this network, a generator generates images based on the
input from the embeddings and the noise. The discriminator
help discriminate the picture as real or fake. Both generator
and discriminator improve over time. The generator aims to
generate images to fool the discriminator into thinking and
classifying the images as real. These models were the first
approach in generative networks [11] by Ian Goodfellow. There
have been a variety of works on generative networks, and
GANs have been able to generate photorealistic images with
very high resolutions lately. Lately, generating images from
text descriptions has been an area of research, and have few
novel approaches to this problem.

The first approach to this problem was synthesizing low-
resolution images from captions using Deep Convolutional
GANs [1]. This system however could not completely produce
image that looked realistic enough. Many images that were
synthesised didn’t exactly match the description either. This
lead the author [12] to introduce Generative Adversarial What-
Where Network (GAWWN). It exposed the control with the
object’s bounding box in the image and focused on particular
parts. It modelled the distribution on various components like
the tail and beak to obtain efficient results by focusing on that
area. This proved to help identify key objects for generation
but couldn’t exactly focus on key details of objects like its
poses or structure. A conditional Pixel Convolutional Neural
Network (CNN) was used to synthesize images from text and
used a multi-scale model structure. An image closer to the
text description could be generated and a starting point to
research the text to image using GANs. The image quality
generated was an issue motivating Stack GANs, which used a
stacked approach to improve the image resolution in different
stages and generated 256 x 256 sized photorealistic images.

The initial model was able to generate 64 x 64 resolution
images. This approach generated an initial 64 x 64 images
and was trained with GANs in two stages to get 128 x 128
images in Stage-I and 256 x 256 images in Stage-II. Each
stage had an aim to improve the image quality to gain a
photorealistic effect. StackGANs could generate photorealistic
birds and flower images [13].

While this generated photorealistic images, proper context
extraction was lacking. It paved the way to AttnGAN, which
took a new approach by using an attention mechanism from the
text description. Attention capturing helped the network to a
closer understanding of context and better generation of images
from text. AttnGAN used word embeddings and could capture
important words from descriptions of birds [2] in the Caltech-
UCSD Birds-200-2011 dataset. The attentional generative net-
work could synthesize fine-grained details at various image
subregions by providing detailed attention to the relevant words
provided in the text description. This paper also introduced a
deep attentional multimodal similarity model (DAMSM), used
as the loss function and matched with text description and
the generated image features. Word level condition selection
was introduced to synthesize image details [3]. AttnGAN
made use of bidirectional LSTM for the natural language
processing. Similar to this work is the Controllable Text-to-
Image Generation, which is used to synthesize high-quality
images effectively by controlling parts of the image generation
concerning natural language descriptions. In addition to the
attention mechanism followed in AttnGAN, this paper used a
channel-wise attention module and a word-level discriminator.
It adopted a perceptual loss [14] in the text-to-image synthesis.
Experimental researches have been performed by updating the
architecture within the GANs by connecting generated image
with the input description. The method of redescription was
performed in MirrorGANs and Cycle GANs [15,16] using
the BERT language model, where the authors obtained a
great performance enhancement on complex datasets. Lately
transformers have enhanced the neural language processing
and is widely used in most of the latest intelligent systems.
While the works performed till now has shown great result,
it is very important to understand how these models could
perform with the latest transformer models. This lead us to
using latest neural language model RoBERTa as a pretrained
model and incorporate it with the AttnGAN network instead
of using basic LSTM system at language processing end. The
aim of this paper is to analyze how well the AttnGAN model
improves its performance using this system.

III. DATASET

Table I shows the Caltech-UCSD Birds-200-2011 (CUB-
200-2011) [2] image dataset that contains 200 categories of
birds were used for experiments. There are a total of 11,788
images with annotations. The images and annotations together
size up to 1.1 gigabytes. This dataset is used as a benchmark
dataset for all the text to image synthesis research works. The
images along with them have boundary boxes provided and
are of various sizes each.

This dataset [2] contains images of North American birds
from 200 different species of ranges. The dataset (CUB-200)
was created in 2010 and contains approximately 6000 photos
of each of the 200 bird types. Additional label data, such as
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TABLE I. STATISTICS OF DATASETS

Dataset Train Test
No: of Samples 8,855 2,933
No: of Captions 10 10

bounding boxes, crude segmentations, and additional features,
accompanied this. The dataset was updated in 2011 (CUB-
200–2011) to include new photos, bringing the total number
of images in the dataset to around 12,000 (CUB-200–2011).
15 component locations, 312 binary attributes, and a bounding
box per image were added to the accessible attributes . The
photos and class labels will be used to create and train
networks for predicting bird class for the majority of this
series.

IV. METHODS

A. Attention GANs

Fig. 2 shows the architecture of the AttnGAN networks
with RoBERTa neural language model. AttnGAN make use
of an attention mechanism that embeds the generated caption
from the Birds dataset and run through the RoBERTa model to
generate word and sentence vectors. The text encoder takes the
caption, which is a T words sentence. The sentence features
contribute to the global vector, which is passed on to the noise
vector. The sentence feature is the final hidden state with a
dimension D.

ē ∈ RD (1)

Similarly, word features are extracted separately. It pro-
duces a hidden state from all timesteps for the T-word sentence.

e ∈ RDXT (2)

The conditioning augmentation has the randomly sample
latent variables from the Gaussian distribution. So ē, which
is received as an input to caption feature, is split into µ and
σ with a fully connected linear layer. This is the mean and
variance from the sentence embedding. The mean and variance
generated are used to parameterize the normal distribution
from which a sentence embedding sample gets generated to
be passed on to the generative network.

It is combined with a noise vector so that the generated
images show higher variation for a single caption. The c vector
is concatenated with the Z noise vector, and this is used in
further stages for the generation of various features of birds in
the network. Similarly, word features are extracted separately.
It produces a hidden state from all timesteps for the T-word
sentence.

ē −→ µ, σ
c = µ+ σ ∗ ε, ε ∼ N(0, I)

(3)

The first generative network is mainly responsible for
upsampling. The nearest neighbour interpolation is used to
upsample with a scaling factor of 2. The output is generated

with a 64 X 64 image. This stage does not use any word-
level features that are extracted using the RoBERTa model.
It utilizes the sentence level features, which is taken as input
from the noise vector space.

h ∈ RD̂×N

h0 = F0 (z, F ca(ē))
(4)

The first attention model combines word features e, with
the previous stage context hi−1. The word features before
combination are brought into a common space. This is rep-
resented using e′ and obtained by adding a new perceptron
layer. e′ = Ue, where U ∈ RD̂×D . Each column of h is a
feature vector of a sub-region of the image.

s′j,i = hTj e
′
i (5)

cj =

T−1∑
i=0

βj,ie
′
i, where βj,i =

exp
(
s′j,i
)

∑T−1
k=0 exp

(
s′j,k

) (6)

Combining them with the context, it generates a score for
a particular sub-region j, and a word i. So a combination is
brought out with a particular word with a sub-region and it’s
used for the word-context vector for that region. This process
is repeated for each region. This provides us with the output
of the attention network.

F attn(e, h) = (c0, c1, . . . , cN−1) ∈ RD̂×N (7)

The second generator also is used for upsampling of the
image and it obtains an image of 128 X 128. Here, along
with the previous output as input from the first generator
which carries the context vector, the word embeddings through
the attention networks are also added which carries the word
context vectors. The residual blocks here, make the network
deeper and train them without degradation. Similarly, one more
generator was used to upscale the image up to 256 X 256 and
it takes input similar to that of the second generator.

In the end, 256 X 256 image is passed to an image encoder.
In the image encoder, local image features can be extracted and
this is converted to a common space to match the text encoder
feature. These two are combined to make the Deep Attentional
Multimodal Similarity Model (DAMSM) and this is trained
with attention loss. The DAMSM model is pre-trained for
stability in the system.

There are three discriminators each attached with its
respective generators. The sentence level features is taken
without noise vector as input to each discriminator. Two forms
used in the network is the unconditional form that tells if the
image is real or fake and the conditional form that tells if the
image and caption are of the same pair. In unconditional pair,
a result close to 1 is obtained if both the pair are matching.

1) Text Encoder: RoBERTa makes use of transformers
that has attention mechanism which learns the contextual
relationship between the words within the sentences.
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Fig. 2. Architecture of the Proposed System. RoBERTa Text Encoder is for Word Embeddings passed to Generative Network with Fine Grained Attention
Networks; Text-Image Matching Loss Generated with DAMSM for the Generative Networks.

2) Image Encoder: The Image encoder is used with
DAMSM as a convolutional neural network to extract the
features out so that it can map to a common space. With CNN,
the intermediate layers can learn various features associated
with the different sub-regions of the image and the latter
learns about the global features associated with them. A pre-
trained Inception-v3 model on ImageNet was used as the image
encoder. 768 is the local features dimension and it resizes the
image to 299 X 299 pixels, to get 289 sub-regions in the image.
In the end, these features are converted to similar space to that
of the text encoder by adding perceptron layers.

3) Loss: For every generation, Gi a discriminator Di and
the loss is a combination of both conditional and unconditional
at each stage. The embeddings of sentences is being condi-
tioned on. The unconditional loss brings the generated images
sampled from the generator of the particular distribution and is
passed to the discriminator. The loss is minimized here so that
the discriminator is fooled to think the image coming is real.
For the conditional loss, passed ē along with the generated
image to the discriminator.

LGi = −1

2
Ex̂i∼pGi [log (Di (x̂i)]︸ ︷︷ ︸

unconditional loss

−1

2
Ex̂i∼pGi [log (Di (x̂i, ē)]︸ ︷︷ ︸

conditional loss
(8)

The discriminator uses cross-entropy loss and has data from
the original distribution and the generated distribution. The
discriminator will try to bring the original distribution close to
1 and the generated images output close to 0 to minimize the
discriminator loss.

LDi =

−1

2
Exi∼pdata i

[logDi (xi)]−
1

2
Ex̂i∼pGi [log (1−Di (x̂i)]︸ ︷︷ ︸

unconditional loss

+

−1

2
Exi∼pdata i

[logDi (xi, ē)]−
1

2
Ex̂i∼pGi [log (1−Di (x̂i, ē)]︸ ︷︷ ︸

conditional loss
(9)

B. RoBERTa

Attention GANs use basic RNN, which is a bidirectional
LSTM. LSTM is used on the text description to extract
the semantic vectors. With bi-directional LSTM, each word
corresponds to two hidden states representing one for each
direction [3]. RoBERTa: A Robustly Optimized BERT Pre-
training Approach is the latest language model introduced
by Facebook that optimizes the existing BERT architecture.
It introduces the dynamic masking, hence the masked token
changes during the training epochs. RoBERTa uses 160 GB
of text for pre-training, including large Books Corpus and
English Wikipedia are used in BERT. The additional data
included CommonCrawl News dataset, Web text corpus and
Stories from Common Crawl. The RoBERTa makes use of
similar architecture as BERT Model but uses the byte-level
BPE as the tokenizer [4]. The ’roberta-base’ is the model used
for prediction. The model was trained with an embedding
dimension of 768. The pre-trained RoBERTa model is used
to obtain the word and sentence embeddings and pass them
with a fully connected layer before remaining in the Attention
GANs architecture. The pre-trained model is 12 layered with
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12 heads for the attention mechanism of the transformer and
has around 125M parameters.

C. Deep Attentional Multimodal Similarity Model

Deep Attentional Multimodal Similarity Model (DAMSM)
verifies if the generated image follows the description. It ac-
companies various steps to check this and update the network.
The image features are brought f and f̄ into a common space
by adding a perceptron layer. The dimmension D is similar to
the text encoders dimmension.

v = Wf, v̄ = W̄ f̄ (10)

v ∈, RDX289v̄ ∈ RD (11)

The matching score is driven by attention for the text and
image features and calculate them as a pair The similarity
matrix is calculated first for every pair in the sub-region of the
image using

s = eT v (12)

In this equation, s ∈, RTX289 and ith word in that sentence
with the jth sub-region available in that image. The normalized
matrix for better result and stability,

s̄i,j =
exp (si,j)∑T−1

k=0 exp (sk,j)
(13)

Region-context vector ci, is calculated. Earlier the interest
was in generating the image, so it went through all the words
and found the sub-region at each time. But, here it can be found
if that particular word has any significance in the generation
of that particular image. So for all the sub-region, it is needed
to be checked one word at a time. This is summed here for all
289 sub-regions. gamma1 is the attention scaling factor used
in the equation and a score is generated for that and multiplied
with the image features.

ci =

288∑
j=0

αjvj , where αj =
exp (γ1s̄i, j)∑

k = 0288 exp (γ1s̄i,k)

(14)

Word level relevance of ith word is calculated with cosine
similarity. It uses the current words, region-context vector and
words vector. R (ci, ei) tells us the score of each of those words
on how important they are in generating the actual image.

R (ci, ei) =
(
cTi ei

)
/ (‖ci‖ ‖ei‖) (15)

The word-level features are used to calculate the final
global level scores. This image description score is calculated
using word-level features with the hyperparameter γ2, which
signifies word to region context pair importance.

R(Q,D) = log

(
T−1∑
i=1

exp (γ2R (ci, ei))

) 1
γ2

(16)

Fig. 3. Attention Map Generated by DAMSM on using RoBERTa Text
Encoder. The Figure shows one Part of the Entire Caption Captured.

Similarly, using sentence-level features, using cosine sim-
ilarity between global sentence and image features.

R(Q,D) =
(
v̄T ē

)
/(‖v̄‖‖ē‖) (17)

In the training process, calculation is done for the DAMSM
loss for all the pairs. Thus with multiple descriptions and
multiple images. The posterior probability is calculated of Di

matching with Qi. So this gives a probability of how likely is
that a description will be selected out of all the descriptions
available. γ3 is a hyperparameter for smoothing and stability in
training the DAMSM. Similarly, it is also found the posterior
probability when there is description and the images needs to
be found.

P (Di | Qi) =
exp (γ3R (Qi, Di))∑M
j=1 exp (γ3R (Qi, Dj))

(18)

P (Qi | Di) =
exp (γiR (Qi, Di))∑M

j=1 exp (γ3R (Qj , Di))
(19)

D. Total Loss

Total DAMSM loss in the network is calculated by

LDAMSM = Lw
1 + Lw

2 + Ls
1 + Ls

2 (20)

Lw
1 provides the word-level loss with respect to the descrip-

tion given the image and is the negative summation of log value
of P (Di | Qi). Lw

2 provides the word-level loss with respect to
the image given the description and is the negative summation
of log value of P (Qi | Di). Ls

1 provides the sentence-level loss
with respect to the description given the image. Ls

2 provides
the sentence-level loss with respect to the image given the
description. Both the sentence level loss is same as word level
loss except it use ē instead of e.

Total loss in the entire network

L = LG + λLDAMSM , where LG =

3∑
i=1

LGi (21)

Here, LG is the generator loss summed with LDAMSM mul-
tiplied by a hyperparameter λ for smooth training.
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Fig. 4. Image of an Indigo Bunting Generated at Every 50 Epochs by the Model.

Fig. 5. Comparison of Image Generated by the Model and the Ground Truth
Image.

E. Frechet Inception Distance (FID)

To analyze the model generated images, the Frechet Incep-
tion Distance (FID) score [17] is used as the metric. FID score
is the best metric that can be used for the evaluation of the
system as it measures the distance between the feature vectors
of both real and generated images. The baseline model’s paper
has used the inception score as a metric for evaluating the
GANs. The problem associated with the inception score being
taken as a metric is that it does not find how the generated
images compare with the actual images. With FID, it evaluate
the generated images based on the generation distribution with
the actual image in that particular target domain. For the FID
score, the lower, the better. A lower score indicates that the
generated images are closer to authentic images and are higher
quality images and features with real one’s match.

Fig. 6. Bird Generated by the Model for the Caption ”This Bird has Wings
that are Black and has a Red Belly”.

V. EXPERIMENTS AND RESULT

Multiple experiments were performed with the proposed
Generative network using a pre-trained RoBERTa language
model. The comprehensive network was initially pre-trained
for DAMSM up to 200 epochs. Tesla V100 GPU with 16GB
VRAM and 24GB CPU RAM for training with worker set as
4 were used for experimentation. The batch size for training
was kept at 48 with a learning rate at encoder at 0.00005,
and gradient clipping of 0.25 was kept to make sure training
was stable. Various smoothing parameters were set during
training, which helps train the various losses in multiple steps
followed at DAMSM. γ1 = 4, γ2 = 5, γ3 = 10, respectively.
The parameters choosen for experimentation are taken from
AttnGAN model and used for direct comparison. (GF DIM)
is the number of conv filters in the first layer of the generator
and (DF DIM) is the number of conv filters in the first layer
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of the discriminator.

Ten captions were taken per image for training with the
number of dimensions for the latent representation of the
text embedding as 768. In previous experiments that were
conducted in AttnGAN used bidirectional LSTM, which only
required 256 embeddings. the base size was set as 299 which
captured the attention map generated while pretraining the
DAMSM with the pre-trained RoBERTa text encoder. The text
encoder model was adopted from the hugging face library,
providing the tokenizer for RoBERTa. It was observed that
word vectors like colours get clustered together in vector space.
The training of the transformer started from the pre-trained
’roberta-base’ model with a RoBerTa tokenizer. The training
of CNN started from the ImageNet pre-trained Inception-v3
model. Fig. 3 shows an attention map captured from image of
a bird. At each frame a part of bird is being captured based
on the text assosiated with it. The language model finds the
relationship linking the body part and the colour designated for
it. Attention mechanism explicates how each word corresponds
to synthesizing a selective part of the bird image. Once the
pre-training is completed, the DAMSM model generates a text
encoder and an image encoder. This is used in the training
of the AttnGAN architecture. AttnGAN network was trained
using RoBERTa text encoder for 600 epochs. Due to limited
resource allocation, kept the number of convolutional filters
in the first layer of the generator (GF DIM) and the number
of convolutional filters in the first layer of the discriminator
(DF DIM) as 32.

The batch size was restricted to 8. The discriminator
and generator learning rate was set to 0.0002. The generator
and discriminator models were saved at every 50 epochs
for analysis. For performance comparison with the baseline
AttnGAN model, which trained the model with λ set as 5.
The dimension of the RoBERTa text encoder is 768, amidst
ten captions per image. The number of dimensions of the Noise
vector was kept as 100 throughout the training process. Fig. 4
shows an Image generated at every 50 epoch by the AttnGAN
with RoBERTa language model network. It is observable that
around 200 epochs, the generator learns to generate an image
close to a real-life bird. Images generated after 400 epochs
looks realistic. By 600 epochs, it concluded the training and
the models were saved. Fig. 5 explicates how the image
generated by the model resembles the ground truth image.
The model has learnt well to capture the essential details of
birds like the body parts like wings, beaks, eyes, and feathers
and understand its colour. It has also captured the pose of a
bird to a reasonable extent. With more GPU power, it can
use more generative networks to convert the image to higher
quality. Fig. 6 was generated by the model around 600 epochs.
The text as ”this bird has black wings and a red belly”, were
provided to the generator synthesized an image matching the
text description. ’roberta-base’ was used as the model for
capturing the context from the text description. The natural
language model’s main idea is to find attention heads and
associate words in a bidirectional way. Fig. 7 envision the
attention head for essential words in the sentence and how
the RoBERTa model builds the attention mechanism. With
the hugging face xbert tool, visualizing how the roberta-base
model works in associating each word within the sentence
with each other is simpler. The ’roberta-base’ model uses 12
attention heads for generating a semantic relationship between

each word in any direction. The word ”this” is associated
with itself and many other words within the sentence. The
RoBERTa model learns that bird is the best associated and
predictable word as the model is trained. There can be seen
a strong connection between ”this” and ”bird”. The word
”bird” with the other words in the sentence is associated with
particular words like ”wings”, ”black”, and ”belly”.These are
the semantic relationship found by RoBERTa, and these get
correlated with each other.

This assists in image generation and particularly in devel-
oping the text encoder in DAMSM loss. The word ”black” here
is a colour, and ”wings” and ”belly” are the two strong words
that ”belly” correlates. Colours like ”red” get strongly related
to ”belly” in the sentence. Fig. 6 shows us the generated image
by the model. The belly is red, and have black wings. This
shows us how the RoBERTa model associates each word and
what level of attention is provided for each word which nurses
in the generation of the image with that particular features like
body parts or colour.

TABLE II. FID SCORE GENERATED FOR EVERY 50 EPOCHS

Epoch FID Score
0 275.833490
50 45.298608
100 32.540591
150 29.566392
200 25.616694
250 27.216560
300 24.648624
350 26.616447
400 22.377503
450 23.709113
500 22.760225
550 20.773709
600 21.468151

The Frechet Inception Distance(FID) score was calculated
as part of the validation to compare the results with previous
models as shown in Table II. Multiple epochs were ran and the
FID score for λ = 5 were recorded. The number of generated
images used for FID calculation was 2928, and the number
of real images to be used in FID calculation was 11788. For
epoch 0, had initially got a score of 275.833490. As each epoch
is being trained, it can be seen the FID score keep reducing
(Fig. 9).

A lower FID score indicates the model can generate more
realistic images and various distributions of images. Around
550 epoch, a score of 20.773709 was obtained, the lowest and
best for this model. This shows a good improvement from the
baseline AttnGAN module [3] that used bidirectional LSTM
as it got an FID score of 23.98 around the same number of
epochs. Experiments were conducted on different values for
λ at 100 epochs. Table III shows how the model performed
without DAMSM and, by altering values of DAMSM, how
the FID score or generation of different results is affected.
A score of 35.44 was obtained. While tuning in too much
attention value, the stability is lost in training, and it ends up
with a score of 54.77 for λ set to 100. λ value of 1 seems
to be stable for training with the AttnGAN and generating the
bird images. A λ value set to 1 seems to work well for the
model with RoBERTa embeddings and AttnGAN network. The
λ value may fit differently for different datasets and should be
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Fig. 7. Attention Head Generated by ”Roberta-base” Pre-trained Model on the Text ”This Bird has Black Wings and a Red Belly”.

Fig. 8. Images of Birds Generated by the Model for Various Provided Captions.
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Fig. 9. Frechet Inception Distance(FID) Score for λ = 5.

explicitly experimented with that dataset. Table IV shows we
have got a FID score of 20.77 with λ value set as 5 comparing
to various other models. Fig. 8 shows some examples of text
description and the images generated by the model.

TABLE III. FID SCORE GENERATED FOR 100 EPOCHS FOR DIFFERENT
VALUES OF λ

Epoch FID Score
0 35.440683
0.1 30.596095
1 28.663923
5 32.540591
10 34.538827
50 46.275016
100 54.775857

TABLE IV. COMPARISON OF FID SCORE WITH VARIOUS MODELS WHEN
λ = 5

Model GAWWN [12] StackGANs [13] AttnGAN [3] RoBERTa GAN
FID Score 67.22 51.89 23.98 20.77

VI. CONCLUSION

This paper used the baseline AttnGAN model with the
latest pre-trained language model RoBERTa. It used trans-
formers with the generative network to analyze the fine-
grained text to image generation. The generative network
takes in captions in word and sentence embeddings level
and uses the latent space of noise vector to synthesize birds
images matching the text description. With the help of a deep
attentional multimodal similarity model, and found the fine-
grained image-text matching loss. This loss was further used to
train the generator. Pre-trained Inception V3 model was used
for the Image encoder along with pre-trained RoBERTa for
Text Encoder. The baseline AttnGAN model had achieved a
Frechet Inception Distance (FID) score of 23.98. The model

with RoBERTa text encoder improved this performance and
obtained a score of 20.77 on the CUB dataset. Various ex-
periments were performed and recorded the results for the
proposed architecture of generative networks.
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