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Abstract—Now-a-days, digital documents have become the
primary source of information. Therefore, natural language
processing is widely utilized in information retrieval, topic
modeling, document classification, and document clustering.
Preprocessing plays a significant role in all of these applications.
One of the critical steps in preprocessing is removing stopwords.
Many languages have defined their list of stopwords. However, a
publicly available stopwords list isn't available for the Tamil
language since it is under-resourced. This study identified 93
general and some domain-specific stopwords for sports,
entertainment, local and foreign news by analyzing more than 1.7
million Tamil documents with more than 21 million words. Also,
this study shows that removing stopwords improves the accuracy
of a Tamil document clustering system. It showed an
improvement of 2.4%, 0.95% in the F-score for TF-IDF with one
pass algorithm and FastText with the one-pass algorithm,
respectively.
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I.  INTRODUCTION

Usage of digital text information is growing exponentially
in today's world, not only in English but also in other regional
languages. Managing this data and extracting the relevant
information has become a challenge. Henceforth, Natural
Language Processing (NLP) has emerged as a new research
field. Yet, the text is more challenging to manipulate and
process than numerical data since it is unstructured,
ambiguous, and difficult to manipulate. Information retrieval,
document clustering, question and answering, document
classification, sentiment analysis, and text summarization are
some trivial applications of NLP. In every such application, the
very first step is data preprocessing. Typically, data
preprocessing includes tokenization, stemming, lemmatization,
and stopwords removal [1]. Preprocessing eliminates the noise
in the data. Further, preprocessing improves the performance
of applications. More than 70% of the total text classification
process comprises of preprocessing of text alone [2].

Stopwords are the frequently occurring words in a language
containing very little or no meaning when used alone. They
influence the syntax of a language rather than the semantics of
a language [3]. "Avre, is, be, a, the, an, of" are some examples
of stopwords in English [3]. Therefore, removing stopwords
shrinks the size of the text corpus by nearly 35-45% [4] by
leaving only the semantically significant words. Also, this aids
in improving the accuracy and efficiency of application as the
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emphasis is given to the semantic of the text. For instance, in
document classification, the corpus size reduction reduced the
time needed to train a model [5].

In the literature, there are several studies conducted for
stopwords identification for many languages such as English,
Hindi, Arabic, Chines [4], [6]. Yet, there is no publicly
available list of stopwords for Tamil as less research has been
done. This paper focuses on identifying stopwords for the
Tamil language. Tamil is one of the highly agglutinative
languages. The language is used in Sri Lanka, India, Canada,
Malaysia, and many other parts of the world. Also, its use in
the online platform has shown a hike in the recent past.
Therefore, there is a notable need for NLP applications to make
use of these available online resources. Therefore, developing
and defining stopword lists will benefit the preprocessing step
for Tamil language NLP applications. In this research, the
authors identify 93 general stopwords for Tamil. Apart from
that, the authors identify some domain-specific stopwords for
the domain of sports, entertainment, international and local
news. Further, by incorporating the preprocessing step of
stopwords removal in Tamil text clustering, an improvement of
2.4 and 0.95 in F-score were noted for TF-IDF with one pass
algorithm and FastText with one pass algorithm accordingly.

The remaining part of the paper is laid out as follows.
Section Il elaborates on the related work. Section 111 details the
methodology of stopwords generation for the Tamil language.
Section IV reports on the evaluation conducted. Section V
analyzes the result and discusses the findings. Section VI
conveys the conclusion of the research.

Il. RELATED WORK

Fox[4] created a stopword list for English using Brown
Corpus of 1,014,000 words. Here the author manually added
the words that appeared more than 300 times in the corpus in a
list and finalized it by manually analyzing. The stopword list
contained 421 words. This approach is domain-independent
and is widely used in retrieval systems. Hao et al. [6] generated
a stopword list using the weighted Chi-squared statistic
technique for the Chinese language. Researchers observed that
the suggested methodology effectively improved the F1
classification score by nearly 7%.

Raulji et al. [7] proposed a dictionary-based approach to
remove the stopwords for the Sanskrit Language. They used a
predefined word list, compared it with the targeted text, and
removed the stopwords. The researchers stated that from
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87,000 words corpus, 11,200 words were removed as
stopwords. This reduced the corpus size by 13% and reduced
the feature space and CPU cycle.

Saif et al. [8] generated stopwords for the twitter
sentimental analysis using a semantic approach. The
researchers concentrated on word semantics and contextual
semantics of the words. For this study, six different datasets
were used. It was noticed that using semantically found out
stopwords improved the accuracy by 0.42% and F-score by
0.94% than using a classic stopword list. Further stopwords
removal reduced the classification features by 48.34% and size
by 1.17% compared to traditional approaches. Miretie and
Khedkar[9] generated a stopword list for the Amharic language
by applying aggregated term frequency, entropy and inverse
document frequency. El-Khair [10] conducted a comparative
study to determine the effect of stopwords removal for the
Arabic language. The notion of this study is to combine
statistical and linguistic approaches. This study used three
stopword lists: general list, corpus-based list, and combined
list. Also, they used inverse document frequency, probability
weight, and statistical modeling approaches. It was concluded
that the general stopword list performed better than the latter
two.

Bouzoubaa et al. [11] standardized the Arabic stopword
list. They [12] used a statistical approach to find stopwords in
the Arabic language. They concluded that this approach
increased the performance of the Artificial Neural Network
(ANN) classifier than when the general stopword list was used.

Ghag and Shah [5] studied the consequences of stopwords
elimination in sentiment analysis and reported that the
traditional classifier accuracy improved from 50% to 58.6%
when stopwords were removed. However, when applying for
"Average Relative Term Frequency Sentiment Classifier,"
"Senti-Term Frequency Inverse Document Frequency,” and
"Relative Term Frequency Sentiment Classifier," the
improvement was insignificant.

Gunasekara and Haddela [13] created a domain-specific
stopword list for the Sinhala language. Reported improved
precision, recall, F-score, and accuracy when removed the
stopwords in Naive Bayes and Maximum Entropy-based
classifier to classify the Sinhala news articles.

Ladani and Desai [3] surveyed the available stopwords
removal techniques for Indian and Non-Indian Languages.
They classified stopwords into two main categories as general
and domain-specific. They were reported that removing
stopwords reduces the size and improves the accuracy of text
classification.

Jha et al. [14] proposed a Deterministic Finite Automata
(DFA) based stopwords elimination algorithm for the Hindi
language. Used JSON objects to implement DFA. For this
study total of 200 Hindi documents were used as input,
including a movie review dataset gathered from the internet.
Here the accuracy and efficiency improved for text
preprocessing.

Jayaweera et al. [15] proposed a dynamic approach to find
Sinhala stopwords. In this study, they argued the cutoff point is
subjective to the dataset. This study used 90,000 documents.
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Wijeratne and de Silva [16] collected the data from patent
documents between 2010-2020 and created a corpus with
540,276 words of Sinhala text and listed the stopwords using
term frequency. Sarica and Luo [17] identified the stopwords
in technical language.

Rakholia et al. [18] proposed a rule-based approach to
detect stopwords for the Gujarati language dynamically. They
developed 11 static rules and used them to generate a stopword
list at runtime. They attained 98.10% accuracy for generic
stopwords detection and 94.08% for domain-specific
stopwords detection.

Multiple approaches have been tried in different languages
in the literature to identify the stopwords. Those are mainly: a
manual, dictionary-based, rule-based, statistical approach, term
frequency, weighted term frequency, inverse document
frequency. Most of them are static approaches and data-
dependent. Further, these approaches require an intense amount
of resources to gain better accuracy. Tamil is a low-resourced
and highly inflected language. Therefore, applying these
techniques directly to the Tamil language will not be feasible.
Hence this study presents a dynamic approach for Tamil
stopwords identification.

I1l. STOPWORDS IDENTIFICATION FOR THE TAMIL
LANGUAGE

A. Data Collection and Preprocessing

The data collected by Fayaza and Ranatunga [19] is utilized
in this study. Datasets contain more than 1.7 Tamil documents
with more than 21 million words. The datasets contain two
types of data. Namely.

1) Online news data: The online news data was collected
from nine news providers and covered the local, international,
sport, business, and entertainment news. Each news consisted
of title, body, URL, and date published. Every news domain is
identified using a URL, and domain-specific groups were
created as the first step. Using this data following datasets
were created.

Dataset 1: International news.
Dataset 2: Sports news.
Dataset 3: Local news.

Dataset 4: Entertainment news.

The following procedures were carried out as preprocessing
for all the datasets created above. Using <TITLE> and
<BODY> tags, the news title and body were identified. Then
the data was tokenized into distinct terms using the white space
characters like space, tab, newline/carriage return, and
punctuation marks. This was followed by the removal of non-
Tamil characters and punctuation marks.

2) General data: It contains randomly collected data from
multiple sources. The same preprocessing steps carried out on
the previous data set were carried out.
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B. Stopword Identification

Several approaches were implemented to identify the
stopwords in different languages in the literature. However,
most of these approaches are based on the term frequency of
the text. In this study, term frequency (TF), inverse document
frequency (IDF), and term-frequency-inverse-document-
frequency (TF-IDF) are calculated for every term in the
dataset. Authors select this approach since it is independent of
the dataset size and domain, and it has been used in many other
low-resource languages [15]. Further authors conducted
multiple executions with different values to define the
threshold. From that, the generated threshold value is selected
by analyzing the stopword lists.

This automatic identification process consists of the
following set of procedures:

e Calculate term frequency (TF) for each term in the
document (TFyg).

e Calculate the document frequency (DF) for each term.

e Calculate the Inverse document frequency (IDF) :
loglO(N/dft ) (N: total number of documents in the
dataset).

e Calculate the TF*IDF for each term.
o Calculate the average TF*IDF for each term.
e List the TF*IDF in order.

e |f TF*IDF is lower than threshold value term, added to
stopword list.

o ldentify intersect words in the lists and create a general
stopword list.

It was identified that some stopwords are common among
all the domain-specific stopword lists. Therefore, this study
categorizes those words under general stopwords for the Tamil
language.

IV. EVALUATION

To date, there is no published work or publicly available
stopword list for Tamil. This study created two types of
stopwords lists (One general and four domain-specific). Three
individuals manually evaluated these generated lists. Fleiss'
Kappa statistic [20] was used to assess the agreement between
the evaluators, which was 93.0.

Stopwords removal is one of the basic preprocessing steps
in NLP. To evaluate the impact of stopwords removal on
system performance of the NLP system, the generated lists
were utilized for stopword removal in clustering for Tamil
news, using ten datasets as of [19]. The incorporation was done
over the same two approaches used in [19]. Those are:

1) TF-IDF with one pass algorithm [19].
2) FastText with one pass algorithm [19].

The system without removing stopwords was used as the
baseline for this experiment. Then the stopwords removed
datasets were tested. Generated results are compared against
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the manual clusters created in [19], and Pairwise F-scores [19]
were calculated.

V. RESULT AND DISCUSSION

This study paved the way to create two types of stopwords
lists, a general one and a domain-specific one. The general
stopword list contains 93 words. Fig. 1 depicts the
effectiveness of the clustering system with and without
stopwords. Fig. 2 list downs the general stopwords. Domain-
specific stopwords are listed in Fig. 3, Fig. 4, Fig. 5 and Fig. 6.
Fig. 3 is the list of stopwords for the domain of International
news. Fig. 4 is the same for the domain of Local news. Fig. 5 is
for the Sports news, and Fig. 6 is for the Entertainment news.

Four experiments were conducted under this study. They
are:

1) TF-IDF with one pass algorithm (TFIDF-OPA)
clustering using the dataset with stopwords.

2) FastText with one pass algorithm (FT-OPA) clustering
using the dataset with stopwords.

3) TF-IDF with one pass algorithm (TFIDF-OPA)
clustering using the dataset without stopwords (stopwords
removed).

4) FastText with one pass algorithm (FT-OPA) clustering
with the datasets without stopwords (stopword removed.).

Table | describes the results obtained for the above 4
experiment setups. There is a significant improvement in the F-
score when the dataset is used after removing stopwords with
regard to that of the data set with the stopwords TFIDF-OPA
increased by 2.4% and FT-OPA increased by 0.95%. This
shows the impact of stopwords removal is higher in TF-IDF
than that of FastText.

Tamil is a grammar-rich and highly inflected language.
Even though some words are in stopwords, inflections of them
are not included in the list. For example, siewn (Team — ani) is
a stopword in the sports domain. It has the following inflected
term: siemaenéde@ (for teams — Anikalukku), sismné@ (To the
team - Anikku), siemuenr (Of the team- Aniyin), sismé@Lo
(for the Team- Anikkum). TF-IDF fails to identify all these
forms as stopwords in the clustering process. But Fasttext was
able to handle this in the clustering process. Because Fasttext
include representing sentences with bag-of-words and bag-of-
n—grams, as well as using subword information, and sharing
information across classes through a hidden representation.
Further, TF-IDF considers inflected terms as different words.

Also, another challenge is some terms are written in
different styles by different news providers. For example:
amsaL (Cricket -Kirikkat), fmaQaL. (Cricket -Kirikket). TF-
IDF considers these as two different terms.

All the following news samples reports on different arrests
instances. All these news get grouped into one cluster without
the stopwords removed if the clustering is performed.
However, when the stopwords were removed, the system could
cluster them into three different clusters based on the reason for
the arrest. The first, second, and sixth reference the same
instance about an arrest associated with drugs. The fourth and
fifth are about an arrest related to an accident; they are
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clustered together. The third news is in another cluster, which
is about an arrest related to smuggling. Since the word enag
(arrested — kaitu) was in the stopword list, the stopword
removal process removes it from the dataset. Therefore, it was
possible to distinguish these news articles, increasing the
clustering accuracy.

e 12 Qeol &l enhum QUMILNSITET CUTENS LOTSEH6mI] & (ErhL 65T
epeurt emadg (12 llatcam ripa perumatiyana potai
mattiraikalutan muvar kaitu) —Three arrested with drugs

worth 12 lakh rupees.

12 euL_g1n Qumiomesr CUTeNG LATSHSHENISHEHL 68T CLAGUIT
e (12 Latcam perumatiyana potai mattiraikalutan
muvar kaitu) - Three arrested with Rs 12 lakh worth of
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LAl Go&u So.L_LemLaLiNest LIMIJIT (% LO65TM
2 MILIN6TNEEh&HEGLD QETHUS mLOSHMUTEL
HMNCasiaybGL @enLued @eoimy b epsormy (Tamil
téciya kattamaippin paralumanra uruppinarkalukkum
janatipati maittiripala ciricénavukkum itaiyil inru
cantippu onru) - Today a meeting between TNA
parliamentarians and President Maithripala Sirisena.

Luev sLLmSMSS GmDLLG GNHS QMISHSHSLomein
QanLmfeonset  sevhgengwnied  (Pas  Kattanattaik
kuraippatu kuritta irutittirmanam totarpilana
kalanturaiyatal)- Discussion on the final decision on
reducing bus fares.

1
drugs.
. . o 0.9
* QMHOHTMS SHRIGHTUJEIMISELL 601 SRSULT LNTM &S
(Oru tokai tankaparanankalutan cinkapptr pirajai kaitu) 0.8
- Singaporean national arrested with gold jewelry. 0.7
o clpeui emsgl (Mivar kaitu) - Three arrested. 2 06
g 0.
o 3Guimag (3 Pér kaitu) - 3 people arrested. i 05
5] .
e  QamCymufe eNwmuyGHH FEULL Ul enag (Herdyin B 04
viyaparattil Ttupatta napar kaitu)- The person involved g
in the heroin trade was arrested. 03
Further, the following is a set of news related to the same 0.2
day. The first and the third related to a discussion on bus fare
reduction, while the second is regarding a meeting between the 0.1
president and the TNA parliamentarians. When they are 0
clustered without the stopwords removal, all three are placed N Y m % 5 6 A B 9D
: o ) S
into one cluster. However, when classified after the stopword %%e\/ &e\/@%@\/@@/@e‘/\@/@g}/ Q%e\/@%e\/%@\/
removal, the first and the third are allocated to the same cluster SR S G R N
while the second is set onto another separate cluster. Since the Dataset
word @etrmy (today — inru) that was in the stopword list was
removed in the stopword removal process, the documents  TFIDE-OPA with st '
similarly between first and third increased while for the second ~OrA With stopwords
one reduced.. = TFIDF-OPA without stopwords
° Lev BLL_6ooILh GMDHSILEGLON » e FT-OPA with stopwords
seonglempuned (Pas kattanam kuraikkappatuma? Inru m FT-OPA without stopwords
kalanturaiyatal) - Will bus fares be reduced? Discussion
today. Fig. 1. Effectiveness of Clustering with and without Stopwords.
10 LOMMILD 318 Qu(pLD IS ) Geuego(pLh 3leur Gurmed
6T6dTm) @vemev el 6T68Tm) Qstim LOMMHMLO Gunmewn Ol
Qho 3072000 601 2_6iTeng 31,6015 LAlg 316D6V ol
61601 6160110 61601601 61601LIG) K18} SHEUI ) 61RIGLD Gurmev
Qal Hd eT6d1 Sedt emBLo Sleur @Csn M&E)
(LNGHL 3l6LEVLG) 3031 Q& meva (B (LGHL Qumma Q&g @emLuNeomest
6w 6U(HLD Q1 ) 616310 aNGeL fm agnnest / e1Hyns
fev Glogyth LI b6 Gung 6(m6ul L& 6L L6ofT
Qmha) 3L,6TIMMEL AHd G Nyueo o015 Qb &6 o_efen
6N [31122]) Qum $L0g) SHLhd 61hd UhG SJEUILAT S/ SHITJUVILD
2 L 6oTmeDt 3Nt Qu(pLd gouLL afL (LA AR E1):)
@6t hIed SLHS QamLifeL QamLumest il

Fig. 2. Stopwords for the Tamil Language.

527|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 12, No. 12, 2021

SMSHESH6L @L QUMM SageundHaen &eucLGlemmuneoit ummw BIL®
STQ6uoImen 6168 M&Hm & Q&ML fiumet Q&MELEVLILIL L 6B QLG Q8118
SHEOBVEUIT &6t bLSSLILIL L gouLL LGS SHASHTEM6L
LeLGeumi 6UhS 6UMBUIN6D QaMeNgglenenit Q&Memev QeTHUS
Fig. 3. International News Stopwords for the Tamil Language.
1S &MU 3IMLOE & QaMeNdglenengl bL6UGHMS eNFMIenemn  SHL& HenewisHHenn  Qguweomen
alémev MEUDHG) AL Qumm (L 6T6DIITeN SHL L1 & 618l (bLn GLongig
€6516MM QUL 1N5CHEHHeL GumymlLh  GCeH&w HenNaen  CaMhs Q&L (pereneutii

Fig. 4. Local News Stopwords for Tamil Language.

TABLE I. STATISTICAL ANALYSIS OF OBTAINED PAIRWISE F-SCORE WITH STOPWORDS AND WITHOUT STOPWORDS
Document Representation Techniques with TFIDF-OPA with FT-OPA with TFIDF-OPA without FT-OPA without
Clustering Algorithms stopwords stopwords stopwords stopwords
Mean (Average) 70.1 81.5 725 82.0
Median 68.2 825 70.9 83.2
Minimum 58.8 70.9 62.5 71.6
Maximum 83.7 88.3 87.4 89.2
Standard Deviation 7.7 4.7 5.7 4.6

In the following scenario from entertainment deomain, the
first news about Deepika Ranveer Wedding Date
Announcement, the second talks about the second single
released in the movie “Kattrin moli,” third is about “Sarkar,”
movie story released. All these sentences are clustered into one
group before removing the stopword QeusMm&uyeneng
(Released - veliyakiyullatu). After removing the stopword, all
three news clustered into three different clusters.

o SMan geiaflt Hwen Had hey ! (tipika ranvir
tirumana tikati arivippu!) - Deepika Ranveer Wedding
Date Announcement!

e oMt QUMA SHeopluLsdlett 2_eug Hmden Gevrm
(Karrin moli tiraippatattin 2_vatu cinkil inru) - second
single of the “karrin moli” movie today

o ghami ULsHe1 Hms Qeuefuneng (carkar patattin katai
veliyanatu) — Sarkar film story released

3600 afji Gurig L LID 2 06
Qmi& Qeumm QamLi &6euCaa

Fig. 5. Sports News Stopwords for the Tamil Language.
Quis @6t hlg 60 & QeveMm&lu|enteng)
bl &I T8 &1&61 blg LILN6L
SHGUNG Slelm UL Mi&eriled

Fig. 6. Entertainment News Stopwords for the Tamil Language.

VI. CONCLUSION

This paper presents an approach to list out the stopwords in
Tamil, which is a low-resource language. So far, there is no
predefined published stopword list for Tamil. The widely used
technique for stopwords identification is based on term
frequency. In this study, TF*IDF with threshold value is used
to identify the stopwords for Tamil. The research resulted in
the generation of stopword lists for general domain and

domain-specific ones for local, international, sport, and
entertainment domains. To evaluate its impact on Tamil NLP,
it was used in document clustering using TF-IDF with one pass
algorithm and FastText with the one-pass algorithm. The
results revealed that the removal of stopwords at the
preprocessing stage improved F-score, mean, median, and
standard deviation in both the approaches.
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