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Abstract—The COVID-19 pandemic, is also known as the 

coronavirus pandemic, is an ongoing serious global problem all 

over the world. The outbreak first came to light in December 

2019 in Wuhan, China. This was declared pandemic by the 

World Health Organization on 11th March 2020. COVID-19 

virus infected on people and killed hundreds of thousands of 

people in the United States, Brazil, Russia, India and several 

other countries. Since this pandemic continues to affect millions 

of lives, and a number of countries have resorted to either partial 

or full lockdown. People took social media platforms to share 

their emotions, and opinions during this lockdown to find a way 

to relax and calm down. In this research work, sentiment analysis 

on the tweets of people from top ten infected countries has been 

conducted. The experiments have been conducted on the 

collected data related to the tweets of people from top ten 

infected countries with the addition of one more country chosen 

from Gulf region, i.e. Sultanate of Oman. A dataset of more than 

50,000 tweets with hashtags like #covid-19, #COVID19, 

#CORONAVIRUS, #CORONA, #StayHomeStaySafe, #Stay 

Home, #Covid_19, #CovidPandemic, #covid19, #Corona Virus, 

#Lockdown, #Qurantine, #qurantine, #Coronavirus Outbreak, 

#COVID etc. posted between June 21, 2020 till July 20, 2020 was 

considered in this research. Based on the tweets posted in English 

a sentiment analysis was performed. This research was 

conducted to understand how people from different infected 

countries cope with the situation. The tweets were collected, pre-

processed and then text mining algorithms used and finally 

sentiment analysis have been done and presented with the results. 

The purpose of this research paper to know about the sentiments 

of people from COVID-19 infected countries. 

Keywords—COVID-19; corona virus; corona; pandemic; social 

media; sentiment analysis; Twitter 

I. INTRODUCTION 

Coronavirus disease (COVID-19) first was identified in 
December 2019 in Wuhan, China and has spread throughout 
the world covering every region. In 3-4 months this epidemic 
has disturbed the whole world. The world has witnessed many 
pandemic periods, but this pandemic today arouses severe 
economic problems on a country-scale as well as at micro 
scale. Individuals may experience psychotic symptoms due to 
pandemic and nations may suffer economic recession due to 
people with traveling restriction, and all activities pertaining to 
economics have been closed and social distancing has been 
imposed. Twenty one million people around the world were 
reported positive for COVID-19 by mid-August 2020 and 
nearly 773,072 were dead [1]. Now COVID-19 is increasing at 
very fast rate, especially in countries like USA and India. 
COVID-19 has affected more than 215 countries till 18th 

August 2020. The top 10 countries which have been severely 
affected by COVID-19 as on date 17th August 2020, includes 
USA (5,566,632 patients), Brazil (3,340,197 patients), India 
(2,647,663 patients), Russia (922,853 patients), South Africa 
(587,345 patients), Peru (535,946 patients), Mexico (522,162 
patients), Colombia (468,332 patients), Chile (385,946 
patients) and Spain (358,843 patients) [1]. 

Diverse use of social networking sites, like Twitter, speeds 
up the process of sharing information and having views on 
community events and health crises [2-5]. COVID-19 has been 
one of Twitter's trending areas throughout January 2020 and it 
has continued to be debated so far. Since more countries have 
adopted quarantine measures, people have increasingly relied 
on various social media sites to get news and expressing their 
opinion. Twitter data is useful in exposing public debates and 
feelings about exciting issues and real knowledge of emerging 
pandemics. In the ongoing COVID-19 pandemic, several 
government agencies around the world use Twitter as one of 
the key means of contact to frequently exchange policy updates 
and news related to COVID-19 with the general public [6]. 
Increasing numbers of studies have been collected from 
Twitter data since the COVID-19 outbreak to understand the 
general public’s reactions and conversations related to COVID-
19 [7-12]. For example, Abd-Alrazaq and colleagues use 
Tweets collected between 2nd February and 15th March 2020 
to follow topic modeling and sentiment analysis to understand 
key topics and feelings around COVID-19 [7]. Doctors and 
individuals mentally more influenced by the epidemics are the 
most likely to speak about it on social networks like Twitter, 
which have become significant in our day to day lives. 

The Twitter messages created via Twitter are named as 
Tweets. These data are available in public domain. It can thus 
be taken as raw data primarily for the extraction of opinions, 
for the analysis of customer fulfillment and for different rating 
policy schemes and, ultimately, a study of sentiment has been 
conducted. Even the online purchases nowadays take place on 
the basis of people's opinions about different products. For its 
positivity, advertisers and buying teams need to spend more 
time evaluating the consumer experience. 

This research study has been conducted to identify the 
sentiments of the people of eleven different infected countries 
with COVID19 and identifies what emotions people have been 
sharing from different parts of the world. The countries 
selected for the study are top 10 [1] infected countries plus one 
more country from Gulf region, i.e. Oman. The countries 
selected for the study are USA, Brazil, India, Russia, South 
Africa, Peru, Mexico, Chile, Spain, UK and Oman. 
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II. PROBLEM STATEMENT 

This research aims to capture, process and evaluate people's 
feelings within the certain timeframe on the tweets posted on 
twitter. The study would therefore concentrate on the following 
questions: i. Collect the tweets through Twitter API using 
RTweet package in R programming was used. The Hashtag 
used for collecting the tweet were #covid-19, #COVID19, 
#CORONAVIRUS, #CORONA, #StayHomeStaySafe, #Stay 
Home, #StayHomeSaveLives , #Covid_19, #CovidPandemic, 
#covid19, #CoronaVirus, #Lockdown, #Qurantine, #qurantine, 
#CoronavirusOutbreak and #COVID. ii. Preprocess the tweets 
by data cleaning (removing white spaces, links, punctuations, 
stop words, tokenization, retweet). iii. Calculate the sentiment 
using syuzhet package and analyze the result. 

The tweets posted in English have been considered for a 
sentiment analysis to understand how people from different 
infected countries have responded during this pandemic 
situation to cope with it. The collected tweets will be used, pre-
processed and applied with text mining algorithms for 
performing the sentiment analysis. 

III. RELATED WORK 

Several researchers have been working on sentiment 
analysis on different social media data particularly on Twitter, 
few main contributions that help to discover user attitudes or 
sentiments in various cases when pandemic happening around 
the world. This section covers a number of the important 
papers, which was used as reference. 

Researchers analyzed Twitter data for real-time projections 
of influenza spread and other communicable outbreaks [31]. 
Researchers measured the emerging risk in an outbreak of 
influenza in 2009 by analyzing tweet keywords and measuring 
the incidence of disease in real time and the efforts to prevent 
disease [32]. Throughout the 2014 outbreak of the Ebola virus, 
Twitter users shared important health information from media 
outlets with peak Twitter activities within 24 hours of the news 
events [33]. [13] Investigated the feelings concerning 
coronavirus COVID-19, thereby examining the feelings of 
various people about the pandemic. For this reason, the twitter 
API used to obtain useful corona virus tweets, and then 
analyzed based on positive, negative, and neutral emotions 
with the help of machine learning techniques. Additionally, 
authors used NLTK library for pre-processing of fetched 
tweets and the Textblob dataset has been used to evaluate the 
tweets, after that the exciting results indicates positive, 
negative, neutral feelings throughout various visualizations. 

In [14], the researcher examined and visualized the effect 
of COVID-19 on the World by implementing certain machine 
learning methods and algorithms in sentiment analysis on the 
twitter dataset to recognize positive and negative views people 
across the globe. It shows that there has been stronger 
justification for the implementation of Naive Bayes' machine 
learning approach. In [15], the author drew up a list of COVID-
19-related hash tags to looking for specific tweets during 14 
days period from 14 to 28 January 2020. Tweets are collected 
via the API and stored in plain text form. Keywords associated 
with the level are identified and evaluated for instance, 
strategies for infection control; vaccination and racial 

discrimination were also analyzed. At last, the analysis on 
sentiment data to determine the emotional valence and 
predominant emotion of each tweet. Ultimately, over time, 
tweets are analyzed to identify with related topics using an 
unsupervised method of machine learning. [16] Illustrate 
observations into the development of anxiety-feeling over time 
as COVID-19 hit the highest levels in the United States, using 
textual descriptive analytics assisted by appropriate textual 
visualization. The author provides a conceptual insight of two 
important classification methods for machine learning 
throughout the field of sentiment analysis insights and 
compares their effectiveness in the classification of varying 
lengths of Coronavirus Tweets. Authors observe 91 percent 
classification accuracy for short Tweets using the Naïve Bayes 
process. 

In [17], the authors proposed an effective platform to 
gather, store, manage, mine, and other activities, called 
MISNIS (Intelligent Mining of the Influence of Public Social 
Networks in Society). This program helps non-technical users 
to quickly mine data and has one of the highest levels of 
success in Portuguese language tweet collection. [18] Studied 
the emotional changes using Twitter posts. The understanding 
of the feeling associated with the text being evaluated [19] is 
some of the primary insights that can be gained from textual 
analytics. Twitter social media site includes knowledge which 
is rich and significant and used as a forum for expressing 
emotion among its users. Due to the immense number of 
views, [20] described about twitter is a multi-domain, which 
covers a wide variety of topics including: education, politics, 
which goods. One way of analyzing Twitter's large number of 
views is to apply sentiment analysis. Analysis of sentiment is 
an application of natural language processing, computer 
linguistics and text interpretation which classifies text into a 
division. [21] Sentimental analysis has several applications, for 
example in businesses, for reviews on products that allow 
businesses to understand feedback from users and social media 
reviews to analyze customer reviews. Opinion and sentimental 
mining were well investigated in this regard, and all the 
alternative techniques and research areas were discussed. In 
[22], author addresses Tree kernel and feature-based models 
used in twitter for sentimental analysis. [23] Reveals the seven 
(7) years of sentimental review of twitter. Since tweets on 
Twitter are a particular text not like a regular text, several other 
works tackle this concern, such as the work on short and 
concise texts. In [24], author evaluated the data with a large 
quantity of tweets that were taken as big data and therefore 
listed the words, sentences or whole records. Authors used the 
linear method to estimate tweet divisions. This analytical 
approach did better result and the accuracy was 85.23%. The 
tree-structured multi-linear principal component analysis 
(TMPCA) [41] proposed for text classification is a novel data 
processing technique. To facilitate the machine learning task 
that follows, the TMPCA can effectively decrease the size of 
the entire sentence data. In [42], the author proposed a new 
multi-modal attention (one for text and one for image) 
Unsupervised neural machine translation model that is trained 
under an auto-encoding and cycleconsistency paradigm. Tree-
structured Multi-linear PCA (TM-PCA) reduces the size of 
input sequences and sentences, rendering the classification of 
sentences simple and fast. For text data classification, TM-
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PCA with SVM has demonstrated better performance than 
recurrent neural network [43]. Neural networks may use 
information from all input sequences to predict each particular 
output element that is suitable [44]. 

IV. RESEARCH METHOD 

Sentiment analysis in the micro-blogging domain is a 
relatively recent research field and a fair amount of relevant 
prior work on user reviews, papers, web posts, articles and 
general phrase level sentiment analysis has been done. These 
variations from twitter mostly due to the limit of 280 characters 
per tweet, which requires the user to express compressed 
opinion in very short text. Twitter is a platform for 
microblogging and social networking launched in March 2006. 
With 330 million active monthly users Twitter is the most 
popular and reliable social networking platform. Twitter has 
encouraged the researchers to determine the sentiments on 
almost everything, including sentiments towards public health 
information [25], digital technology [29], products [26], natural 
calamities [30], politics [28], movies [27] etc. 

Between 21st June 2020 and 20th July 2020 we created a 
list of hashtags associated to COVID-19 to check for 
appropriate tweets. We retrieved the tweets using the advanced 
programming interface (API) of Twitter's search application 
and stored them as a CSV format. We carried out a sentiment 
analysis using tweet text to classify the emotional valence 
(positive, negative or neutral) of each tweet[34] and prevailing 
emotions (anger, disgust, fear, happiness, sadness, or 
surprise)[35]. Eventually, we did topic modeling using an 
unsupervised method of machine learning to classify and 
evaluate relevant topics over time within the tweet corpus [36]. 

A. Data Collection 

From 21st June to 20th July 2020, about 1,305,000 tweets 
were collected from each infected country as shown in Fig. 1. 
For the tweet collection, RTweet package in R programming 
was used. The Hashtag used for collecting the tweet were 
#covid-19, #COVID19, #CORONAVIRUS, #CORONA, 
#StayHomeStaySafe, #StayHome, #StayHomeSaveLives , 
#Covid_19, #CovidPandemic, #covid19, #CoronaVirus, 
#Lockdown, #Qurantine, #qurantine, #CoronavirusOutbreak 
and #COVID; and the collected Tweets saved in CSV file. The 
retweets and replies were filtered out while collecting the 
tweets to avoid duplication of the tweets. As the complete 
database was obtained, the data cleaning process has been 
performed, where the white spaces, punctuation, stop words 
were removed. After the data cleaning process, the NRC 
Emtoion lexicon was applied with the help of 
get_nrc_sentiment function to analyze the tweets. 

B. Sentiment Analysis 

It is about measuring people's feelings, i.e. thoughts about a 
specific context such as product reviews etc. Sentiment 
analysis is the process whereby a portion of letters is positive, 
negative or neutral. A sentiment analysis system for text 
analysis incorporates natural language processing (NLP) and 
machine learning techniques to assign weighted feeling scores 

within a sentence or phrase to entities, topics, themes and 
categories. It is believed that the automatic sentiment analysis 
must also implement finely tuned algorithms to detail the 
human emotions. Mohammad and Turney [37] not just 
recognized the positive and negative lexical things, they 
likewise examined the basic feelings which has been 
characterized by Plutchik's eight fundamental feelings model. 
The NRC Word-Emotion Association Lexicon contains 10,170 
lexical things which break down the positive and negative 
extremity as well as recognize the eight feelings characterized 
by Plutchik [38]. 

The 10,170 lexical items of the NRC include 1,587 most 
frequently used nouns, verbs, adverbs and adjectives, 640 
words defined by Ekman subset from WordNet Affect Lexicon 
and 8,132 terms from General Inquirer. Syuzhet package 
version 1.0.4 [39] has implemented the NRC via open access 
with the method “src” and is freely available for language R. 
The syuzhet package has been improved over the years, 
following several issues raised by the researchers [40]. 
However, it was also stated that irony and sarcasm are two 
very complex emotions and are conveyed more on the basis of 
spoken texts rather than texts such as speeches. 

The Syuzhet package in R has been used to compare four 
sentiment analysis algorithms: syuzhet (default), bing, afinn, 
and nrc. First, transform the clean text of a tweet into vectors to 
analyze tweets. A vector is a fundamental data structure in R 
that contains elements of the same kind, where words and 
phrases are the elements. When R recognizes a tweet as a 
variable, the sentiment analysis algorithms will independently 
evaluate and rate each word and expression. Here the vector 
function has been used to transform tweets into a vectors and 
forms the set of words and phrases into a new frame of data. 

 

Fig. 1. Flowchart for Sentiment Analysis of the Tweets. 
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At the Nebraska Literary Lab, the Syuzhet lexicon was 
created and the name "Syuzhet" comes from the Russian 
formalists Victor Shklovsky and Vladimir Propp, who split the 
narrative into two parts, the "fabula" and the "syuzhet". The 
Syuzhet algorithm is used to evaluate literary works and 
focuses on how the text elements are constructed and assigns a 
sentiment score using fractions for each word ranging from -1 
to 1. We used the get-sentiment function on the words-df data 
frame to extract the sentiment values on each tweet and bring 
the values into a new variable. On the basis of feelings 
(positive and negative), the syuzhet package classifies the 
tweets and categorizes them into 8 emotions (fear, joy, 
anticipation, anger, disgust, sadness, surprise, trust). 

V. EXPERIMANTAL SETUP 

R programming was used to collect the tweets through 
Twitter API using RTweet package. Many packages have 
functions for text classification and also for sentiment analysis 
in R programming. TM, tidytext, wordcloud, dplyr, syuzhet are 
some of the packages used. Applications for text mining use tm 
package in R. Tidytext is used to modify unstructured text data 
in such a way that it can be analyzed. The Wordcloud package 
has features that are used to build nice word clouds. Dplyr is a 
data manipulation grammar that offers a consistent collection 
of verbs to help you overcome the most common problems in 
data manipulation. From the syuzhet package, sentiment 
dictionaries, sentiment derived plots and feelings can be 
extracted. Datasets from the local library are imported. The 
collected dataset will be assigned to a corpus variable that can 
be used in R for preprocessing. 

Prior to further processing with the text, all text must be 
preprocessed. To delete unused document type entry datasets, 
some text preprocessing methods were used. In text 
preprocessing, there are several techniques available, only 
some of them model have been used in this work. Special 
characters like @, #, / ... have no value adding to the 
sentiments of the review. The Term Document Matrix is a type 
of data that is often used in R programming. This is used 
primarily in the input to obtain word frequencies. The corpus 
variable can be type cast into a matrix of the text name. We 
also generate word cloud for the selected data set for better 
visualization. In the cloud, not all the words are shown, but 
words with more frequencies are identified and shown as a 
word cloud. 

A. Result and Discussion 

A total of 1,305,000 tweets from 11 infected countries were 
collected during the study period. The results of the research 
are discussed in two parts. 

In the first part, the sentiments of the tweets from all the 11 
infected countries were discussed. Fig. 2, shows the sentiments 
of tweets by the people of the eleven infected countries for 
which the study was conducted. It is evident from the Fig. 3 
that the tweets from almost infected countries had positive 
sentiments. In countries, like USA and Chile had almost a 
balance between positive and negative sentiments, whereas, 
Brazil had 55% positive sentiments and 46% negative 
sentiments. India was followed by Peru, Spain and UK where 
55% of the peoples were tweeting with a positive attitude while 

45% with negative attitude. In Russia 51% of the peoples were 
tweeting with a positive attitude while 49% with negative 
attitude. In South Africa, Mexico and Oman has 54%, 49% and 
57% of the peoples were tweeting with a positive attitude while 
46%, 51% and 43% with negative attitude. In Oman maximum 
people expressed positive attitude since the recovery rate is 
high. 

In the second phase, the emotions associated with the 
collected tweets were analyzed. In this process, it was observed 
that almost all countries had the highest number of tweets with 
more trust, since the recovery rate is high in almost all infected 
countries. Almost all countries had the highest number of 
tweets with fear initially due to more number of people 
infected with COVID-19. The country with most number of 
tweets associated with Fear and Sadness was India while the 
anticipation quotient was highest in the tweets from Spain. 
There were also a good number of tweets with the emotion of 
Trust which attributed to the invention of medicine is going on 
different countries. Sentiments are extracted as outputs from 
functions of the syuzhet package from confidential data and the 
sentiment approaches categorize the text with its corresponding 
sentiment meaning. A line chart in Fig. 3 shows the feelings 
examined from the classified texts. 

 

Fig. 2. Sentiment Analysis of Tweets among different Infected Countries. 

 

Fig. 3. Emotion Analysis of the Tweets from Infected Country. 
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After this, the tweets were organized into word clouds to 
analyze what words have been frequently used by the twitter 
users of different countries and also what emotions were 
behind these words. As it can be seen from Fig. 4 to Fig. 14, 
words like Pandemic, COVID, Virus, Hospitals, Health, Fight, 
Stay, Safe, Help, Emergency and Death were very frequently 
used by the users of almost from all countries. 

In USA, the words such as trump, Pandemic and Death 
associated with Surprise, Sadness and Disgust, were the 
sentiments mostly used in the tweets. In Brazil, words like 
Pandemic, COVID, Fight, Death and Pandemic were mostly 
used with the emotions of sadness, anger and disgust 
respectively. People of India and South Africa used the words 
in tweets such as Pandemic, Hospital, Death and Fight 
associated with emotions of sadness, disgust and anger. People 
in Russia tweeted using the words Pandemic, trump and protest 
with emotions of sadness, surprise and disgust. People in Peru 
used the words such as pandemic, stay home and distance with 
the emotions of sadness and joy. This was evident because the 
people were now aware of COVID-19 precautions. Mexico had 
used the words such as covid, help and health with emotions of 
joy. In Spain, mostly people used the words in tweets such as 
pandemic, covid and death with emotions sadness, fear and 
disgust. Citizens of UK were using words like Pandemic, 
Government and death very frequently which were associated 
with emotions of sadness, fear and disgust. Similarly, people 
across Oman used words like Pandemic, covid and death which 
were used to emote the feeling of sadness and disgust. 

However, across all the tweets analysed from eleven 
infected countries, there was a very good amount of mentions 
of a political personality. The name of US President, Donald 
Trump appeared consistently in many tweets across all 
countries. These mentions were mostly associated with the 
emotion of surprise. 

 

Fig. 4. Word Cloud Tweets from USA. 

 

Fig. 5. Word Cloud Tweets from Russia. 

 

Fig. 6. Word Cloud Tweets from Brazil. 

 

Fig. 7. Word Cloud Tweets from South Africa. 
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Fig. 8. Word Cloud Tweets from India. 

 

Fig. 9. Word Cloud Tweets from Peru. 

 

Fig. 10. Word Cloud Tweets from Mexico. 

 

Fig. 11. Word Cloud Tweets from UK. 

 

Fig. 12. Word Cloud Tweets from Chile. 

 

Fig. 13. Word Cloud Tweets from Spain. 
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Fig. 14. Word Cloud Tweets from Oman. 

B. Limitations 

It is important to mention that there were some limitations 
to this study. First, we used a comprehensive hashtag list, 
which was limited by the knowledge of the authors about 
trending hashtags and imagination. We have overlooked 
alternate words or incorrect spellings and implemented with 
biased selection in the tweets that we have reviewed. Secondly, 
we addressed tweets in English; thus, our findings may not be 
generalized one compared to some countries where English is 
not the main language. 

VI. CONCLUSION 

This research work aimed at analyzing the sentiments and 
emotions of the people during the pandemic COVID-19 have 
been successfully conducted. To maintain the credibility of 
data and also the ease of extracting tweets of users, the Twitter 
platform has been chosen for the study. To have reasonable and 
good useful data for the study, the twitter users of top 10 
infected countries along with one country chosen from the Gulf 
region for this work. During the study, it was observed that 
almost all countries were tweeting about COVID19 with a 
positive sentiments, since all those people become habitual to 
COVID-19 and also the recovery rate has been improved over 
the time. Similarly, while analysing the word clouds of 
different countries, it was concluded that people are tweeting 
words like Pandemic, COVID, Virus, Hospitals, Health, Fight, 
Stay, Safe, Help, Emergency, Death and Masks with different 
emotions. This study provided a good analysis on sentiments 
and mind sets of people on Covid-19 and enabled us to 
understand that almost the same level of thinking of people all 
over the world. This research can be used for future works to 
examine the shifting emotions and feelings of individuals from 
these nations and to check if there are noticeable changes over 
time in them. 
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