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Abstract—Social networking sites saw a steep rise in terms of 

number of users in last few years. As a result of this, the 

interaction among the users also increased considerably. Along 

with these posting racial comments based on cast, race, gender, 

religion, etc. also increased. This propagation of negative 

messages is collectively known as hate speeches. Often these posts 

containing negative comments in social networking sites create 

law and order situations in the society, leading to loss of human 

life and properties. Detecting hate speech is one of the major 

challenges faced in recent time. In recent past, there have been a 

considerable amount of research going on the field of detection of 

hate speech in the social networking sites. Researchers in the 

fields of Natural Language Processing and Machine Learning 

have done considerable amount research in in this area. This 

paper uses a simple up sampling method to make the data 

balanced and implements deep learning models like Long Short 

Term Memory (LSTM) and Bi-directional Long Short Term 

Memory (Bi-LSTM) for improved accuracy in detecting hate 

speech in social networking sites. LSTM was found to have better 

accuracy that Bi-LSTM for the data set considered. LSTM also 

had better values for precision and F1 score. Bi-LSTM only for 

higher values for recall. 
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I. INTRODUCTION 

Social Networking Sites (SNS) have provided us with easy 
ways to connect with various people or organization of our 
interest. Because of the evolution of various technologies like 
highspeed internet and handheld devices, these sites have 
reached to the large number of people in the society. Largest 
chunk of the users in these networks are young. Researchers 
have grabbed the large collection of data found in various 
social networking sites and conducted a considerable amount 
of research in different areas. Sentiment Analysis is one of the 
leading areas of research which involves a lot of data from 
social networks. There are a good number of researches done 
to find out the sentiment related to a specific product or service 
using data from social networking sites like Twitter [1] [2] [3] 
[4]. Apart from sentiment analysis there are other subsets of 
research done using the data from social networking sites; like 
detecting users with similar interest in a specific product or 
service [5] [6]; detection of abusive languages in social media 
[7] [8]. A good number of research works also have been done 
to improve the methodologies to analyse the data collected 
from social networking sites [9] [10]. 

One thing that these networks make possible now a days is 
direct interaction with various celebrities. An individual can 
directly interact with a celebrity and share their views. 
Similarly, various political parties and business houses utilise 
these networks for reaching out to their target audience. The 
problem arises when the users’ opinion does not match for an 
issue. These issues can range from political affiliation to 
religious belief, opinions related to gender, cast and so on. 
These mismatch in opinion results in exchange of hate full 
contents in social networking sites. In fact, hate speech and 
abusive contents have become a current trend in social media 
sites and these often results to disturbance in the society. There 
are reports of riots breaking out in different cities where the 
main source of the spread of riots are found to be social media 
posts [11], [12]. Intuitively detection of hate speech in social 
networks become important. 

Hate speech can be characterized as exchange of verbal or 
nonverbal information among the users with intolerance and 
aggression [13]. Hate speech can be in different forms, like 
interaction between users on social network which may contain 
unparliamentary languages. It could also be abusing a person 
or a certain group of people for their religious belief, their 
sexual orientation, their race, their political affiliation [14]. 
Often these exchange of abusive language lowers the self-
esteem of the people and may lead to negative impact in the 
society [15]. Spread of hate speech has become a global 
phenomenon. 

In this paper endeavors to build a deep learning model for 
classification of social media contents to either hateful or 
normal. Twitter was chosen as a platform where detection of 
hate speech was done. Open source dataset available publicly, 
was collected to train the models. This paper predominantly 
builds a Long Short Term Memory and a Bi Directional Long 
Short term Memory using the dataset. 

This section of the paper is followed by a related works 
section, where the existing works in the related areas are 
discussed. The next section is methodology, where a discussion 
is presented on the different methodologies used in this paper. 
Next to methodology section, results obtained in this paper are 
discussed. The result section also has introductory discussion 
on different measures used in this paper for presenting the 
results. After results section, conclusion section presents the 
concluding remarks. 
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II. RELATED WORKS 

The problem of detecting hate speech has been addressed 
by various researchers in different ways. In general, the 
problem can be addressed in different ways. One of the 
possible ways is to develop a pure Natural Language 
Processing model, which is generally an unsupervised model. 
So, the detection becomes comparatively easier as there is no 
need for a labelled data set. In this approach an NLP model can 
be designed which categorizes whether a sentence contains 
hate speech or not [16], [17]. In literature there are fewer works 
which were carried out totally based on pure NLP based 
concepts. One of the probable reasons is the models are 
comparatively slower than the models built using Machine 
Learning or Deep Learning Models. 

The machine learning and deep learning models for 
detection of hate speech needs labelled data set which is used 
to train the model. A good number of researches has been 
carried out in this area where the researchers created their own 
dataset. The general procedure is to collect the data from a 
social networking site clean the data and then get them 
annotated by a team of experts who manually annotate if a text 
contains hateful message or not. Khan et al., conducted a 
comprehensive survey of machine learning models used 
extensively in NLP [18]. Ahmed et al. developed a dataset 
which consists of English and Bengali mixed texts and 
annotated the tweets as hate speech or non-hate speech [19]. 
Sahi et al. developed a supervised learning model to detect hate 
speech against women in Turkish language. They collected 
tweets mentioning clothing choices of women and used this 
data to train the machine learning models [20]. Waseem 
examined the influence of annotators’ knowledge on 
classification model [21] Waseem et al. provided with a data 
set of 16,000 tweets and they also investigated which features 
provides the best performance when it comes to classification 
of hate speeches [22]. Also, there are a good number of works 
done where researchers take an open source data and try to 
develop models which are used to detect the hateful message in 
social networking sites [23] [24] [25]. 

The research works in some cases went beyond the binary 
classification of a message into hate speech and non-hate 
speech and make it multi class classification. Watanabe et al. 
conducted a study where they used twitter data to create a 
model which can classify tweets in three classes i.e., clean, 
offensive and hateful [26]. Kumar et al. developed a model 
using taking text messages from Facebook which could 
classify the messages into three different classes i.e., 
Aggressive, Covertly Aggressive, and Non-aggressive texts 
[27]. 

In this paper we collected a data set from Kaggle which 
contains tweets from American users. We built a deep learning 
model to classify the tweets into two categories, hate-speech 
and neutral. 

III. METHODOLOGY 

In this paper we proposed to classify the tweets using a 
Long Short Term Memory (LSTM) and a Bi Directional Long 
Short Term Memory (Bi-LSTM). Both LSTM and Bi-LSTM 
are versions of neural networks, with persistent memories [28]. 

A. Long Short-Term Memories (LSTM) 

These are special types of neural networks which are 
designed to work well when one has sequence data set and 
there exists a long term dependency. These networks can be 
useful when one needs a network to remember information for 
a longer period. This feature makes LSTM suitable for 
processing textual data. Fig. 1 shows a typical architecture of 
an LSTM. As it can be seen in the diagram, an LSTM is a 
collection of similar cells, whereas each cell processes the 
input in a specific approach. Apart from the input from external 
sources, each cell also receives inputs from its earlier cell in the 
chain. This arrangement of cells, facilitates LSTM to 
remember earlier information for a longer time. 

B. Bi-Directional Long Short-Term Memories (Bi-LSTM) 

Normal form of LSTMs can remember or refer to the 
information which it has traversed till now. But it does not 
have any evidence about the information present after the point 
traversed till the point. This becomes a considerable drawback 
while dealing with sequence data, especially text. Bi-
directional LSTM is another version of LSTM which can 
remember the information from both directions. In Bi-
directional LSTM we basically do backpropagation in two 
ways. Once from the front and once from the back. This 
process makes Bi-LSTTM a powerful tool for analysing textual 
data. 

C. Data Pre-Processing 

We collected a dataset from Kaggle, an open source 
platform. The labelled data set contained two classes namely 
hate speech and non-hate speech. Hate speech is denoted as 1 
and non-hate speech is denoted by 0. We removed the special 
symbols from the texts. Then we converted the texts in lower 
case. We also used stemming to convert the words into their 
basic words. We checked the dataset for number of data for 
hate speech and non-hate speech. We found the data set to be 
highly imbalanced. Fig. 2 represents the bar diagram for two 
classes. Table I also represents the number of tweets available 
in both the classes. 

 

Fig. 1. Architecture of LSTM. 

TABLE I. NUMBER OF TWEETS IN CLASSES 

Class name  Number of tweets 

Hate-speech (represented by 1) 2242 

Non hate-speech (represented by 0) 29720 
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Fig. 2. Bar Diagram Representing Imbalanced Class. 

With this state of the data set, if we apply classification 
algorithms, there is high chance of getting biased results. In 
this scenario, down sampling can be done to make the majority 
class equivalent to the minority class. But in this approach, we 
have risk of losing a large chunk of data which may affect the 
classification result. Finally, we went for up sampling the 
minority class, by randomly selecting from the class and 
adding them back to the data set. This approach provided us 
with a balanced data set, but the total number of tweets got 
increased drastically. Fig. 3 represents the balanced data set. 

 

Fig. 3. Bar Diagram Representing Balanced Class. 

We divided the data set into training and testing. We kept 
67:33 ratio for training and testing. With the training data set 
we trained an LSTM and a Bi-LSTM. We applied one hot 
encoding to get the data ready for the algorithms. One hot 
encoding is a process which converts the text data into 
numerical data. Each of the words gets a unique numerical 
representation in one hot encoding. Then we applied padding. 
Padding is a process which adds zeros to either beginning or 
ending of sentences for making all the sentences of same 
length. Then we applied word embedding. Embedding is a 
process represents each of the words in a higher dimensional 
space. It is helpful in finding similarity and dissimilarity 
between the words effectively. 

IV. RESULT 

We first computed the confusion matrix for both the 
models. A confusion matrix presents four different values, 
namely true positive, true negative, false positive and false 
negative. True positive means the number of classes which 
were originally positive, and the model also classified them as 
positive. True negative means the classes were originally 
negative and the model also classified them as negative. False 
positive values are the number of classes which were originally 
negative, but predicted as positive by the model, and false 
negative means the classes were originally positive, but 
predicted negative by the models. Fig. 4 represents the idea of 
a confusion matrix. 

 

Fig. 4. Confusion Matrix. 

Fig. 5 and 6 present the confusion matrices for LSTM and 
Bi-LSTM respectively. In these representations, we presented 
the values in percentage instead of actual number of classes. 

 

Fig. 5. Confusion Matrix for LSTM. 

 

Fig. 6. Confusion Matrix for Bi-LSTM. 

From the confusion matrices, we can see there is no 
considerable difference between the performances of these two 
models. LSTM has a bit higher false positive in comparison to 
Bi-LSTM, whereas Bi-LSTM has higher false positive. But it 
is evident that the differences between the values are very 
small. We also calculated the other performance measure 
values accuracy, precision, recall and F1 score. Below we 
discuss the values in very brief: 

A. Accuracy 

Accuracy is one of the most widely used performance 
measures and it is the ratio of total number of entries classified 
accurately to the total number of observations. For a balanced 
dataset Accuracy is the measure using which we can compare 
the performance of an algorithm. In this study, we got a 
slightly higher accuracy for LSTM, though the difference is 
very less. 

         
     

           
 

B. Precision 

Precision is the ratio of entries that are correctly predicted 
positive to total positive entries. A higher value for precision 
means low false positive rates. As per the calculations in this 
study LSTM got slightly higher precision than Bi-LSTM. 

 Predicted  
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 Negative Positive 

Negative True Negative (TN) False Positive (FP) 

Positive False Negative (FN) True Positive (FP) 
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C. Recall 

Recall is the ratio of number of positive entries which were 
predicted correctly to total number of entries in the positive 
class. It basically reflects the proportion of positive observation 
which were correctly classified. In this study we can see that 
Bi-LSTM has better recall in comparison to LSTM. 

       
  

     
 

D. F1 Score 

F1 score is the weighted average of precision and recall, as 
a result it considers both false negative and false positive. For a 
problem where the classes are imbalanced, F1 score becomes 
better performance measure than accuracy. In this study we 
found the f1 score of LSTM also slightly higher than that of 
Bi-LSTM. 

          
                   

                
 

We calculated the values for accuracy, precision, recall 
and F1 score for both the models. The calculated values are 
presented in Table II. 

TABLE II. PERFORMANCE MEASURE SCORES FOR LSTM AND BI-LSTM 

Model Accuracy Precision  Recall F1 Score 

LSTM 0.9785 0.9598 0.9986 0.9785 

Bi-LSTM 0.9781 0.9582 0.9990 0.9781 

V. CONCLUSION 

The scores calculated for accuracy, precision, and f1 score 
suggest that LSTM has performed better than Bi-LSTM. But 
recall score is found to be better for Bi-LSTM than LSTM. 
Recall basically signifies the ratio of positive classification to 
total positive classification. Here in this study we considered 
hate speech as positive class. That means the model has less 
error in detecting the hate speech. In this context, Bi-LSTM 
has a slight edge over LSTM. Although, the difference between 
the scores are really very small to draw any comparison 
between the two models. 

This study can be further extended for real world data set 
collected from twitter with context to some real events. It will 
be interesting to see how these models perform on new data 
set. Attention model is one area which has a good application 
in NLP, we plan to apply this model in our future works. 
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