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Abstract—Automatic earthquake detection is widely studied to
replace manual detection, however, most of the existing methods
are sensitive to seismic noise. Hence, the need for Machine
and Deep Learning has become more and more significant.
Regardless of successful applications of the Fully Convolutional
Networks (FCN) in many different fields, to the best of our
knowledge, they are not yet applied in earthquake detection.
In this paper, we propose an automatic earthquake detection
model based on FCN classifier. We used a balanced subset of
STanford EArthquake Dataset (STEAD) to train and validate our
classifier. Each sample from the subset is re-sampled from 100Hz
to 50Hz then normalized. We investigated different, widely used,
feature normalization methods, which consist of normalizing
all features in the same range, and we showed that feature
normalization is not suitable for our data. On the contrary,
sample normalization, which consists of normalizing each sample
of our dataset individually, improved the accuracy of our classifier
by ~16% compared to using raw data. Our classifier exceeded
99% on training data, compared to ~83% when using raw data.
To test the efficiency of our classifier, we applied it to real
continuous seismic data from XB Network from Morocco and
compared the results to our catalog containing 77 earthquakes.
Our results show that we could detect 75 out of 77 earthquakes
contained in the catalog.

Keywords—Earthquake detection; fully convolutional networks;
data normalization; classification

I. INTRODUCTION

Earthquake detection requires discriminating real earth-
quakes from noise signals, which makes it a classification
problem. Earthquake detection is a very crucial and challeng-
ing phase in seismic processing, especially for single station-
based detection, because every station records a very wide
range of non-earthquake waveforms. Manual detection is a
time consuming work due to the huge amount of seismic
data, therefore, automatic earthquake detection is essential and
widely studied.

A large number of automatic earthquake detection methods
exist [35], some of them are time domain methods, such
as the short term average to long term average (STA/LTA),
which is the most used in seismic stations. Other time domain
methods are used, such as the maximum likelihood detector
[9], envelope-based detector [3], and modified data envelope
detector [29]. On the other hand, some frequency domain
methods are based on the Power Spectral Density (PSD) [25]
and the Walsh transform [12]. However, most of the existing
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methods are sensitive to noise and suffer from false and missed
detections [32].

In recent years, methods based on Machine and Deep
Learning have shown great potentials, especially Artificial
Neural Networks, which are widely used in seismic detection
[8], [10], [1]. The Convolutional Neural Networks (CNNs)
known as very successful in the computer vision area become
more and more popular in seismic area [23], [39], [37], [34].
Recurrent Neural Networks (RNNs), another architecture of
Neural Networks known to be suitable for many time-series
applications such as text to speech and voice recognition [36],
are also used in seismology [40], [19], [6].

Unsupervised clustering methods are also used in seis-
mology. They can cluster seismic samples into different clus-
ters without prior knowledge of labels. Different clustering
methods are used in many seismic studies, such as k-means
[5], [28], Deep Convolutional Autoencoders [21], and Self-
Organizing Maps [16], [17], [27].

Fully Convolutional Networks (FCN) [24] are a Neural
Network architectures that have been successfully applied
in many different fields, such as image segmentation[13],
[4], medical image analysis [7], [18], character recognition
[31], time-series classification [33], [14], [22] and also in
seismology; for earthquake localization, by taking a window
of three-component waveform data from multiple stations and
predicting the earthquake location with a 3D image [38], and
for fault detection, where the FCN model extracts fault features
from synthetic seismic data and recognize the locations of
faults with an accuracy of ~97% [26]. Despite their higher
achievements, to the best of our knowledge, FCN had not yet
been applied to seismic detection.

In this study, we describe the application of FCN for
earthquake detection using seismic waveforms from a single
seismic station. The basic of the earthquake detection problem
is turned into a classification problem by using a subset of
STanford EArthquake Dataset (STEAD) to train our classifier.
Our approach does not require a feature extraction technique,
which makes it independent of the choice of sensitive features.
We tested the effectiveness of our classifier by applying it
to real continuous data From the XB seismic network imple-
mented in morocco between 2009 and 2013 [2].

In the following, we first describe the dataset used to train
our classifier and the real continuous dataset used for testing.
Then, we present the method and the steps applied in the
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(a) Locations of seismic stations recording earthquakes

Wl

(b) Locations of seismic stations recording seismic noise

Fig. 1. Distribution of Seismic Stations used to Record Earthquakes (a) and
Noise (b) [20].

training process. Finally, we describe the results and discuss
the performance of our classifier Using real continuous seismic
data.

II. DATA DESCRIPTION

The STanford EArthquake Dataset (STEAD) [20] is a
large-scale and global dataset that contains two waveform
classes; seismic noise and local earthquake waveforms, which
are recorded at local distances (within 350 km of earthquakes).
STEAD comprises about 1.2 million waveforms, recorded by
worldwide located seismometers, resampled at 100Hz, and
have 60 seconds duration (6000 features). Local-earthquakes
class contains about 1 050 000 three-component seismograms
associated with ~450 000 earthquakes that occurred between
January 1984 and August 2018 (Fig. 1(a)). The seismic noise
class contains about 100 000 waveforms that have been
recorded since 2000 in the United States and Europe (Fig.

1(b)).

The earthquake waveforms are requested from continuous
time-series archived at the Incorporated Research Institutions
for Seismology Data Management Center (IRIS DMC). Three
types of arrival statuses exist, “Manual” picks; picked manually
by human analysts, “automatic” picks; measured by automatic
algorithms and “autopicker” that are determined using an Al-
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Fig. 2. XB Seismic Network Installed in both Morocco and Spain, it
Contains 93 Seismic Stations, from which 19 Stations are used in this Study
and are Colored in Red.

based model. STEAD is provided as individual arrays con-
taining three waveforms that correspond to three-component
seismograms, each waveform has 6000 features.

The XB network used to test our model was deployed in
both Morocco and Spain, in the frame of the Project to Inves-
tigate Convective Alboran Sea System Overturn (PICASSO),
from 2009 to 2013. The XB network contained 93 seismic
stations labeled as PICASSO Morocco (PM) and PICASSO
Spain (PS). Fig. 2 shows the stations of the XB network,
where 44 stations were installed in Morocco. We used data
of January 2011 from 19 stations, measured by High gain
Broadband (BH) seismic instruments and sampled at 50Hz,
to test our model.

III. TRAINING WITH THE FULLY CONVOLUTIONAL
NETWORKS

To train our model, we choose a subset of STEAD mea-
sured by BH seismic instruments, since we have only BH
waveforms from XB network. We found 7874 unique noise
waveforms of BH type in STEAD. In order to create a
balanced dataset, we extracted the same quantity of waveforms
from the earthquake class. because classification is affected
by imbalanced datasets and resulting a reduction in accuracy
as shown by [30]. The selected waveforms are associated
with a wide range of earthquake sizes from magnitude O to
magnitude 6.3. Earthquakes were recorded within 330 km of
the earthquakes, are mainly shallower than 210 km and have
Signal to Noise Ratio (SNR) between -5 and 100 decibels.

Our dataset is comprised of 15 748 samples and divided
into train/validation/test subsets as shown in Table 1. The
portion of the test-set is small because we will test our model
on real continuous data from the XB seismic network. The
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TABLE I. TRAIN/VALIDATION/TEST SUBSETS DISTRIBUTION USED IN OUR STUDY

Training-set

Validation-set

Test-set

12000
(6000 from earthquake class,
6000 from noise class)

3000 748
(1500 from earthquake class,
1500 from noise class)

(374 from earthquake class,
374 from noise class)

samples used in STEAD are 60 seconds waveforms sam-
pled at 100Hz. Since we are applying our model to data from
XB network that is sampled at S0Hz, we resampled our dataset
to 50Hz, so that every sample have 3000 features instead of
6000.

The Fully Convolutional Network classifier used in this
study is comprised of four convolutional layers with different
filter numbers and sizes (Fig. 3), followed by batch normal-
ization that normalizes the output of the convolution layer
and a ReLU activation function, which enables better training
of deeper networks, compared to other activation functions
[11], then a Global Pooling layer that reduces the amount
of parameters in the network to an output prediction for the
model. Finally, since the output is One Hot Encoded, a softmax
function is placed in the output layer that normalizes the output
into two probabilities corresponding to belonging to the two
classes earthquake and noise. The adaptive moment estimation
algorithm (Adam) is used as optimizer for our classifier.

The classifier is trained to distinguish between earthquake
and noise signals using the STEAD subset described above.
The training/validation subsets were randomly split using a
5-fold cross-validation. The training was performed on 100
epochs, where each epoch is a complete pass through the
entire training dataset, with early stopping enabled, which stop
the training when the loss (error) does not decrease during
training. We used a learning rate decay, where the learning
rate is reduced by a factor of 10 once learning stagnates for a
number of epochs. The predictions were compared to the real
classes then the loss and accuracy are calculated.

Normalization is one of the most used data preparation
techniques in deep learning, because features often have
different ranges of values, which make the training process
takes a long time to converge. Feature normalization and
standardization are the most used methods. To select the
best normalization method, we compared different methods
against raw data (without applying any normalization method)
and selected the one that gave the best accuracy on the
training/validation data. The methods applied to our input data
are the following:

e  MinMax: Transform features by scaling each feature
individually between zero and one.

e  MaxAbs: Scale each feature by its maximum absolute
value such that the maximal absolute value of each
feature in the training set will be 1.0.

e  Standard: Standardize features by removing the mean
and scaling to unit variance.

e RobustScaler: Removes the median and scales the data
according to the quantile range independently on each
feature.

IV. RESULTS AND DISCUSSIONS

In this section, we will present and discuss the effect of
using different normalization methods and batch sizes on the
classifier accuracy. We investigated the effect of normalizing
features on the model accuracy and compared it against
using raw data. We conducted many experiments using the
same training process for the normalization methods described
above. Table II shows the mean accuracy of 5-fold cross-
validation. We can see that MinMax, MaxAbs and Robust
normalizations decrease the model accuracy compared to raw
data, while standardization improves slightly the accuracy.
Overall, we see that normalizing the input features did not
bring a big improvement to our model, so we suspected
the feature normalization to be not suitable for our data.
Therefore, we tried to normalize our data per sample instead of
normalizing per feature. By normalizing per sample, we mean
that each sample of our dataset is normalized individually. We
reported the results in Table III.

By using sample-normalized data, we can clearly see an
improvement of the accuracy compared to feature-normalized
and raw data. All the methods improved the accuracy with-
out exception, compared to feature-normalized, especially the
MinMax method, which is improved by ~35%. The sample-
standardization method made the best accuracy over the other
methods, it reaches 99% on the training data, with an im-
provement of ~16% and ~14% compared to raw data feature-
standardization respectively.

As seen in Fig. 4(b), when standardizing per feature, the
range of earthquake classes is very large compared to that
of noise classes, which makes no difference with raw data
(Fig. 4(a)), except for the scale of the signals. It can be
observed from Fig. 4(c) that both earthquake and noise samples
have close ranges when standardized per sample. Hence, the
classifier is forced to classify samples based on their shape
instead of their amplitude. In the rest of our tests, only
the sample-standardization method will be presented, since it
outperformed the other methods.

Different batch sizes are investigated, where each batch is
a subset of signals given to the network at once. Fig. 5 shows
an example of the evolution of the loss function during the
training process and it is clear that our classifiers converge as
the training progresses. We can see that for larger batch sizes,
the training loss is bigger and the validation loss is smoother,
because large batch sizes are less sensitive to outliers, and
converge slower than small batch sizes as stated by other
studies [15].

Fig. 6(a) shows the accuracy during the training process,
we can clearly see that larger batch sizes have lower accuracies
compared to smaller batch sizes. While for the validation
dataset (Fig. 6(b)), larger batch sizes tend to be slower and
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Output label

Fig. 3. The FCN Architecture Consists of 4 Convolutional Layers Followed by Batch-Normalization (BN) then a Rectified Linear Units (ReLU) Activation
Function, Finally Global-Pooling and Softmax Layers.

TABLE II. THE ACCURACY FOR DIFFERENT FEATURE NORMALIZATION METHODS

Raw data | Standard | MinMax | MaxAbs | Robust

Training 0.838 0.858 0.639 0.822 0.778
Validation 0.785 0.885 0.619 0.683 0.718
Test 0.611 0.894 0.502 0.513 0.657

TABLE III. THE ACCURACIES FOR DIFFERENT PER-SAMPLE NORMALIZATION METHODS

Raw data | Standard | MinMax | MaxAbs | Robust
Training 0.838 0.990 0.986 0.985 0.982
Validation 0.785 0.987 0.985 0.986 0.916
Test 0.611 0.998 0.995 0.993 0.973
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Fig. 4. Standardization Effect for the Same Two Signals, in Top an Earthquake Signal while in Bottom a Noise One. Figure (a) Shows Raw Signals, in (b)
Both Signals are Standardized Per Feature, (c) Shows the Sample-Standardization Version for Both Signals.
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more stable. Fig. 7 shows the mean accuracy of 5-fold
cross-validation. The best accuracies in training, validation and
test are 99.3%, 99.2% and 100% respectively, obtained by
using a 16 batch size. For smaller batches, the accuracy in
training reached 100%, but in validation it has fallen to 70%,
which means that the model over-fit and can not generalize
for new data. The high accuracy in test-set is due to the
small amount of data, because we are interested in testing our
classifier on continuous data from XB network.

To check the effectiveness of our best classifier, we tested
it on real three-component seismic data from the XB network.
The test was applied to data from the first month of 2011, from
19 seismic stations, presented in red in fig. 2. The frequency
of the seismic data is about 50Hz, and the input feature, which
will be fed to the classifier, is a sliding window of 60 seconds
length (3000 features), and the window is moved by 15 sec
after each test.

To verify our results, we compared the earthquakes de-
tected by our classifier to a seismic catalog that we have. Our
catalog contains 77 earthquakes of magnitude > 2, located in
the region of XB network. By comparing our results with the
catalog, we found that our classifier detected 75 out of the 77
earthquakes contained in the catalog. Our analysis shows that
our classifier is able to reliably detect local earthquake signals
in continuous real data.

V. CONCLUSION

In this paper, we have presented a seismic detection model,
based on a Fully Convolutional Networks classifier which
is trained on STanford EArthquake Dataset (STEAD) and
tested on real continuous seismic data. By making a separate
standardization for each sample of our dataset, instead of
normalizing per feature, the performance of our classifier is
increased significantly by ~16% compared to raw data. Our
experiments show that the use of small batch sizes is more
adequate for our dataset, however, very small batch sizes (8
and lower) make the model over-fit and can not generalize
for new data. By applying our classifier to real continuous
data from XB network in Morocco, we were able to detect
local earthquakes already existing in our catalog. Our method
does not require hand-engineered features and is able to
discriminate between earthquakes and seismic noise with high
accuracy. Our results demonstrated that FCN classifier holds
vast promise for making seismic detection more accurate.
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