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Abstract—Mapping websites and geo portals are playing a 
vital role in daily life due to the availability of geo-tagged data. 
From booking a cab to search a place, getting traffic information, 
review of the place, searching for a doctor or best school 
available in the locality, we are heavily dependent on the map 
services and geo portals available for finding such information. 
There is voluminous data available on these sources and it is 
getting increasing every moment. These data are majorly 
collected through crowdsourcing methods where people are 
contributing. As a basic principle of Garbage in garbage out, the 
quality of this data impacts the quality of the services based on 
this data. Therefore, it is highly desired to have a model which 
can predict the quality/accuracy of the geotagged Point of 
interest data. We propose a novel Fine-Tuned Predictive Model 
to check the accuracy of this data using the best suitable 
supervised machine learning approach. This work focuses on the 
complete life cycle of the model building, starting from the data 
collection to the fine-tuning of the hyperparameters. We covered 
the challenges particularly to the geotagged POI data and 
remedies to resolve the issues to make it suitable for predictive 
modeling for classifying the data based on their accuracy. This is 
a unique work that considers multiple sources including ground 
truth data to verify the geotagged data using a machine learning 
approach. After exhaustive experiments, we obtained the best 
values for hyperparameters for the selected predictive model 
built on the real data set prepared specifically to target the 
proposed solution. This work provides a way to develop a robust 
pipeline for predicting the accuracy of crowdsourced geotagged 
data. 

Keywords—Crowdsourced; fine-tuning; geotagged data; 
hyperparameters; predictive model 

I. INTRODUCTION 
We have been witnessing the data generation era where 

each day voluminous data is getting generated by people on 
different platforms like social media websites, microblogging 
websites, geo portals, web mapping websites, etc. Among these 
platforms, mapping websites and geo portals provide a wide 
variety of map data which has several important applications 
like traffic conditions, finding the route, business listing, etc. 
These maps contain a wide variety of Point of interest data 
such as public services like healthcare, schools, hotels, 
monuments, religious places, courts, open areas, business 

points, etc. The collection of such huge data is not possible 
without crowdsourcing. POI data are also known as geotagged 
data which includes the geographical information of a place 
along with the metadata. Many times, these data are 
contributed by general people hence there is no control over the 
quality of POI data. On the other hand, these data are used in 
various services like location route-finding which may lead to 
the wrong place if the metadata or geospatial data are not 
correct. There may be critical consequences of the wrongly 
tagged data. Hence, it is important to measure the quality of 
geotagged data. These data are voluminous hence there should 
be an automatic method or model to check the accuracy. As per 
our best knowledge, based on the published researches, there is 
no previous work available that can grade the POI data based 
on its accuracy so that users can decide the risk involved in 
using incomplete or less accurate data [1]. Therefore, the 
proposed research work has great significance in terms of 
quality assessment of POI data available on map websites or 
geo portals. The proposed approach includes multi-sourced 
verification methods to overcome the limitation of each source 
where we included ground truth data, web data, and some 
inferential data to check the accuracy of the tagged data. The 
proposed system categorizes the POI data into four different 
classes based on their accuracy level. The risk involved in 
using data from each category can be assessed based on the use 
case. Further we propose the fine-tuned predictive model to 
predict the appropriate class of the data based on its accuracy 
using state-of-the-art methods and techniques. The main 
contribution of this paper is given below: 

• Defining classification criteria for different target labels 
for the desired dataset (Section III). 

• Data preparation and conversion for desired dataset 
(Section IV). 

• Improve the dataset after removing class imbalance and 
non-standardization issues (Section V). 

• Implementing multiple learning algorithms to get the 
best model suitable for this dataset (Section VI). 

• Fine-tuning of the hyperparameters for the suitable 
learning model (Section VII). 
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The rest of the paper is organized into eight sections: 
Section II describes the related work; Section III gives the 
problem description in detail along with the terminologies used 
in the paper. In Section IV, detailed data preparation processes 
are discussed. Model building is discussed in Section V. 
Section VI is about the experiments and results discussion. 
Fine-tuning of hyperparameters is explained in Section VII and 
at last, we conclude the work. 

II. RELATED WORK 
Crowdsourced data available on geo portals are huge data 

with great potential where it can be used for better citizen-
centric services. Therefore, it becomes important to analyze 
this data deeply to harness its power for robust applications. 
During this research work, we have explored various research 
papers related to POI data verification and Predictive machine 
learning models. This in-depth study is presented in three main 
categories as “POI data verification”, “Imbalance class dataset” 
and “Predictive modeling”. Research work related to each 
category is given below: 

A. POI Data Verification 
Researchers assessed the quality of POI data available on 

Different platform like Facebook, flicker, etc. and concluded 
that different level of accuracy is required for different use 
cases [1]. However, they considered very few parameters 
which are not sufficient to assess the accuracy of the POI. 
Authors searched the missing POI on Google Maps by using 
unsupervised learning methods where they extracted addresses 
from the web and enhanced the missing POI [2]. Outdated POI 
was searched using a semi-supervised method which includes 
decision tree classifier and Adaboost [3]. Finding the obsolete 
POI is an important work as the outdated POI may mislead the 
user. The authors formulated the Integer Linear Programming 
approach to identify the visited POI which is useful in handling 
the POI recommendation [4]. Researchers proposed detection 
of the POI boundaries using Boundary-dependent Explicit 
Semantic analysis [5]. POI data density is used to identify the 
urban functional area which can be used for future planning in 
that region [6]. Boundaries of the commercial centers were also 
identified using POI data [7]. These works are useful in 
planning regional events and business growth. Many times, 
multiple tags are available for the same data hence it is 
important to remove the duplicate information. The author 
suggested a non-negative matrix factorization method based on 
the maximum likelihood estimation to find the similarity 
between different labels assigned to the same POI [8]. 
Researchers work on the POI data organization using 
multidimensional ranking organization to arrange the POI data 
which can be retrieved easily during the recommendation 
process [9]. Mapping the POI data on correct location and 
category was suggested which can be used in POI 
recommendation [10]. Authors provide the statistics for POI 
accuracy on available sources that is useful in future 
development in this domain [11]. Lots of work is being done in 
the POI recommendation area [12-13]. POI data classification 
was done using various techniques including bounding box 
methods, land use identification and gazetteer information [14-
17]. During the quality assessment for POI data, the researcher 
faced the limitation in obtaining the reference data [18]. We 

didn’t find many works done in POI verification or accuracy 
measurement of the crowdsourced geotagged POI data. 

B. Imbalance Class Dataset 
There is no readily dataset available which can claim for 

corresponding reference data. Hence, to conduct any 
experiment in this direction, desired dataset must be prepared. 
Data set preparation is done using real data available on 
different map services and geo portals as explained in 
Section IV. This dataset is imbalanced where each 
classification category has different number of instances that 
induce significant differences in accuracy of the predictions. 
Therefore, the available method for balancing such imbalanced 
dataset is explored. Authors experimented on various datasets 
and indicated the difficulties in using imbalanced data and 
summarized various available methods to make the classes 
balanced [19-21]. They proposed the method to identify the 
boundary case example from the given data set and discussed 
the sampling methods like SMOTE, SPIDER etc. Some 
researchers assessed the multi label classification problem in 
imbalanced dataset and suggested the metrics SCUMBLE and 
SCUMBLELbl to assess the hard label problems [22]. They 
proposed the new method of resampling to overcome minority 
class issues. Metrics to assess the performance of the model 
built using imbalance dataset are suggested [23]. CatBoost and 
LogitBoost are superior for such datasets and MMMC is the 
best metrics to judge the performance [24]. Author suggested 
skew normalized scores to assess the performance of skewed 
data [25]. 

C. Predictive Modelling 
Predictive modelling approaches were explored for 

different domains as we hardly found the research work done 
for accuracy prediction of POI data. Authors proposed for 
popularity prediction of the POI data for recommendation 
system [26]. POI classification using machine learning 
approaches were studied [27-28]. Some researchers compared 
POI data extracted from different sources and observed the 
variations [29]. Machine learning methods were used to 
compare POI datasets extracted from different sources. Most of 
the work done in this domain is related to POI recommendation 
[30-31]. As there are very few research articles available with 
respect to POI data and predictive modelling, we explored 
other domains where predictive modelling was applied [32-35]. 

D. Review Summary 
Geotagging is the important activity to generate POI data 

and many researchers worked in this domain [36-39]. Some 
authors suggested the techniques to inference the geographical 
location based on text, image and categories [40-47]. Authors 
explained that even incomplete data can also be useful hence 
we divided the dataset into four classes and proposed a method 
to categorize the POI in a suitable class [48]. As per our best 
knowledge, such categorization and labeling of POI data 
available on geoportal are not tried before using predictive 
modeling where multiple parameters including ground truth 
data are used. Our proposed solution is considering many 
sources to extract the relevant features from the trusted sources 
such as Layout urban planning and development map of that 
region and the repositories of public service POI data. The 
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proposed model is based on state-of-the-art methods and 
techniques for a better solution. 

III. PROBLEM SETTING 
First, we give a brief introduction of the terms and 

abbreviations, and then formulate the problem for measuring 
the accuracy of geotagged data. Categorical Classes are defined 
in this section according to the net value calculated based on 
the penalty and gain as described in detail in Section IV. 

A. Definitions 
• Crowd sourcing is a data collection technique where a 

large number of people share the data on a common 
platform and collected data are called crowdsourced 
data. 

• Geotagged POI data determines the Point of interest 
data that includes geographical information of a place 
along with other relevant metadata such as name, 
address, category, latitude, and longitude. It is used as 
tagged data interchangeably at some places. 

• Ground truth data are the location data that are verified 
and provided by trusted contributors. This is considered 
as the reference data in this study. 

• Category is a place type e.g. education, healthcare, 
bank, religious place, etc. 

• In this work, the user is a contributor who has 
geotagged the data on some geoportal or mapping 
website. It could be anyone like an owner, local guide, 
and general user. 

• Web Sources are the websites that give some 
information about the searched geotagged place. It must 
include the name and address of the searched tagged 
data. 

• The geotagged data are said to be verified if some 
process is applied to check its accuracy which 
categories these in one of the classes specified as 
“Correct”, “Incorrect”, “Partially Correct” and “Almost 
Correct”. 

List of notations are given in Table I. 

B. Tagging the Label 
As we explained earlier, there is no required dataset 

available to work on this problem hence, we have prepared the 
dataset and defined the criteria to label the target parameter 
based on its class. Proposed work is our extended work where 
we conceptualized the verification Model for POI data [49]. In 
this model, ground truth data are involved in verification where 
the layout plan and the trusted repositories are considered as 
GT data. Corresponding geotagged data are extracted from geo 
portals or map websites that are considered as CS data. A 
layout plan was georeferenced and the detail of each asset is 
converted in to attribute table. The main features of the asset 
like name, address, pin code, latitude, longitude, and category 
are incorporated in model building. The formulation for 
accuracy label tagging is explained in the below subsection. 

TABLE I. NOTATIONS 

Notation  Description  
GT Ground Truth 
POI Point of Interest 
Lat Latitude 
Long Longitude 
GIS Geographical-Information System 
Pincode Postal Code 
CS Crowdsourced 
Sr No Serial Number 

C. Problem Definition 
Let’s take G as the set of GT data and P as the set of POI 

data available on the geoportals or Map websites. Assuming A 
as the set of features or metadata, associated with POI data. L 
is the set of labels given to the target, based on the net values. 
“n” is the total number of records available in the data set. T is 
a set of target values as shown in “(1)” and “(2)”. These sets 
and their relationship are described in below equations: 

G={gi}, where i=1 to n; P={pi}, where i=1 to n; A={aj}, 
where j=1 to x;              (1) 

L= {“correct”, “incorrect”, “partial correct”, “almost 
correct”}, T={ti}, where i=1 to n;             (2) 

f (gi, pi) ={gain/penalty}, Ɐaj where j=1 to x  
          (3) 

∑ (𝑔𝑎𝑖𝑛) −𝑘
𝑗=1 ∑ (𝑝𝑒𝑛𝑎𝑙𝑡𝑦) = 𝑛𝑒𝑡𝑣𝑎𝑙𝑢𝑒𝑘

𝑗=1 , Ɐaj where j=1 to 
x                 (4) 

Ɐti, f(ti,(netvalue)) ∊ L. where, 

li=�

𝑖𝑛𝑐𝑜𝑟𝑟𝑒𝑐𝑡, 𝑖𝑓 𝑛𝑒𝑡𝑣𝑎𝑙𝑢𝑒 ≤ 5
𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 , 𝑖𝑓 5 > 𝑛𝑒𝑡𝑣𝑎𝑙𝑢𝑒 ≤ 10
𝑎𝑙𝑚𝑜𝑠𝑡 𝑐𝑜𝑟𝑟𝑒𝑐𝑡, 𝑖𝑓10 > 𝑛𝑒𝑡𝑣𝑎𝑙𝑢𝑒 ≤ 15

𝑐𝑜𝑟𝑟𝑒𝑐𝑡, 𝑖𝑓 𝑛𝑒𝑡𝑣𝑎𝑙𝑢𝑒 > 15

          (5) 

Comparison functions are applied on GT and 
corresponding CS data to get the gain and penalty as shown in 
“(3)”. The parameters that provide positive support towards 
accuracy, referred to as “gain” and the negatively contributing 
parameters are referred to as “penalty”. Details of the functions 
are covered in the next section. Once the net value is calculated 
based on the “(4)”, entire dataset is labeled with four different 
classes as described in “(5)”. 

IV. DATA PREPARATION 
The success of any prediction model is entirely dependent 

on the training dataset. Hence, it is essential to get a correct, 
valid, consistent, and real dataset to get the actual image of the 
real data. For the proposed model, we need the GT data and the 
corresponding CS data. Therefore, we prepared the desired 
dataset by following the Process shown in Fig. 1. There are 
four main modules involved in dataset preparation. GT data are 
collected via two ways such as layout plans constructed for 
urban development and trusted repositories. For each GT data 
entity, CS data are extracted from geo portals and map 
websites using API provided by these service providers. 
Important features of both the dataset are name, address, pin 
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code, category, Latitude, Longitude, Geo boundary, Asset area, 
user profile, Time stamp, and reviews. 

Intersecting features of these two datasets were selected for 
comparison and few strong evidential features were also added 
like contributor’s profile data, distinct web sources and the 
freshness of the data. Contributor’s profile exposes the locality 
where it belongs to. So, the chances are higher to provide 
correct POI information from that place by the contributor. A 
number of distinct web sources are directly proportional to the 
accuracy due to the availability of the same information at 
various sources. The latest timestamp found in the web source 
data provides the measurement of the freshness of the POI 
data. Logic for web scrapping to extract the additional features 
is explained in the flowchart shown in Fig. 2. Search engine 
URL and the search string having the name and address of the 
POI are provided to the web scraping process. HTML is parsed 
using Beautiful Soup Library of Python, and all the distinct 
URLs are fetched. Once the entire URL list is processed, the 
count will be returned. Specifically, we obtained the latest date 
information found in the web sources to measure the freshness. 

 
Fig. 1. Flow Diagram of Data Preparation. 

 
Fig. 2. Web Scrapping Process to Get Additional Information. 

The integrated data are processed further to remove the 
incomplete, erroneous, and duplicate data in the data 
preparation module. Sample record of this integrated data is 
shown in Table II. Various comparison methods are applied to 
compare different features such as wordnet corpus of NLTK is 
used to compare the category data to consider semantic 
similarities [50]. Cosine similarity method is used for exact 
matching. For measuring the deviation in a location with 
respect to Geo Spatial Points, Haversine formula is used where 
we obtained the variation in Km. Sample data of comparison 
outcome values for two records R1 and R2 are shown in 
Table III. Gain and Penalty are required to calculate the Net 
value as given in “(4)”. These are explained below. 

1) Gain: Similarity Score is considered as gain because it 
supports the correctness of the data. A higher similarity score 
means more accurate data. Therefore, Name similarity, 
Address similarity, Pin code similarity, and a category 
similarity score are treated as gain values. Similarly, the 
higher web sources count is a positive sign of correctness. 
Hence it should be added to the gain. Higher user type is 
inclined towards more trusted users so it is also taken as gain. 
These user types are general user, local guide, surveyor, 
owner, or admin. General user has less credential and admin 
has the highest credential. These values are from 1 to 5. The 
higher the number, the better the chances to get the correct 
information. 

2) Penalty: Higher variation in data pushes it towards an 
incorrect state. Therefore, variation is considered as a penalty. 
Location variation is the important factor to decide the 
correctness of the data. Using the haversine formula, variation 
distance is calculated and this deviation is subtracted from the 
threshold value which is considered as 1 km for this POC just 
for simplicity. Similarly, Staleness score is also taken as a 
penalty because a larger value signifies the staleness of the 
data that is inversely proportional to the accuracy. Hence it is 
added to the penalty. 

After plug-in all the values of penalty and gain in “(4)”, the 
net value is calculated which will be further considered to 
categorize the target data. Target values are categorized using 
“(5)” and the entire dataset is classified into four categories as 
explained in Section III.  

TABLE II. SAMPLE DATA AFTER COMPARISON 

Feature Data value 

Sr No 4973 

Name Similarity 0.1176470 

Add Similarity 0.300552458 

PIN Similarity 1 

Location Variation 533.690 

Category Similarity 1 

User Type Coding 3 

Web Src Count 7 

Staleness value 0 
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TABLE III. SAMPLE DATA AFTER TARGET LABELLING 

Feature Data value(R1) Data Value(R2) 

Sr_No 4973 6237 

Name Similarity 0.1176470 1 

Add Similarity 0.300552458 0.527072476 

PIN Similarity 1 1 

Location Variation 533.690 -0.77525 

Category Similarity 1 1 

User Type Coding 3 3 

Web Src Count 7 8 

Staleness value 0 0 

Net Value -520.27180484 15.30 

TargetLabel Incorrect Correct 

V. MODEL BUILDING 
The Statistical analysis is required to understand the 

characteristics of the dataset to choose the appropriate 
approach for model building. Details of the statistical analysis 
and the treatment applied to the dataset are given in the 
following subsections. 

A. Data Analysis 
Once the data set is prepared as explained in the above 

section, JASP 0.14.1 software is used for statistical analysis to 
understand the characteristics of the data as displayed in 
Table IV. 

Data shown in this table provides the basic statistical values 
including valid record, missing values, the mean value in each 
case, standard deviations, skewness, error in skewness, 
minimum values, and maximum value. There are lots of 
differences in the number of records in each class and the class 
“Correct” is a minority class. The range of the values is also 
wide which can impact the perfect model building. For some 
algorithms, higher values may dominate and results could be 
biased. The distribution graph is plotted for each feature with 
respect to each class specified in the target value. One of the 
graphs is shown in Fig. 3 and the detail of the other attributes is 
given in Appendix I. 

TABLE IV. DESCRIPTIVE STATISTICS FOR NET VALUE AND THE TARGET 
CLASSES 

Statistics Almost 
Correct Correct Partial 

Correct Incorrect 

Valid 221 13 168 111 

Missing 0 0 0 0 

Mean 11.544 16.176 7.840 -456.775 

Std. deviation 1.150 0.795 1.369 1441.913 

Skewness 0.952 0.896 -0.346 -4.587 

Std. Error of 
skewness 0.164 0.616 0.187 0.229 

Minimum 10 15 5 -9413.181 

Maximum 14.874 18 9.937 4.999 

 
Fig. 3. Distribution Graph for All Four Classes v/s Netvalue. 

It is observed that only partial correct data are closer to 
normal distribution. Distribution for the other classes is skewed 
as shown in the Fig. 3. High skewness may inject biased results 
and a false impression of the accuracy of the model could be 
achieved. Hence, before moving ahead, the dataset must be 
treated to overcome these issues related to the imbalanced 
classes and the wider range in the listed features. These 
processes are explained in the below sections. 

B. Standardization and Class Balancing 
In skewed data, learning may not be correct as the features 

having a large magnitude will dominate the objective function. 
Therefore, learning from other features will not happen 
impartially. We used MinMaxScaler class of sci-kit learn 
preprocessing package and set the range between -1 and 1 for 
required features. The impact of this normalization is shown in 
the results section. 

To make the dataset balance for all the classes, SMOTE 
oversampling method is used [51]. In this method, 
interpolation is used to generate the synthetic instance based on 
the KNn approach. Selecting the number of neighbors is 
configurable and the default value is taken as 5. After 
interpolation, a fit-resample is applied to make sure the 
sufficient number of instances in test and training datasets 
before dividing it for model building. SMOTE method is 
available in oversampling package of the “imblearn” library of 
Python. 

C. Model Selection Process 
There must be a benchmark to measure the performance of 

the implemented model and there is a ZeroR classification 
method that provides the baseline performance for the selected 
model. It is a basic classification method that predicts the 
majority class without considering the available predictors in 
the dataset. After getting the benchmark value, other models 
need to be applied and compared. As per the statistics and the 
characteristics of the dataset, it is a multiclass classification 
problem. Suitable models for this problem are explained below 
in brief. 

1) Logistic regression: Logistic regression is suitable for 
multi-class classification because it gives the probability of the 
classes available in the target variable based on the 
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independent variable. By default, it can classify binary classes 
however using One vs one and One vs rest make it suitable for 
multiclass classification as well. This modified version is 
based on the SoftMax formula for a better approximation of 
the expected target class. 

2) Decision tree: It is a supervised learning algorithm that 
can be used for classification and regression. It splits the data 
at the decision node according to certain rules based on the 
data. The entire dataset is considered at root note and the split 
logic is applied recursively on this dataset. Leaf node 
represents the class to which data belongs to. Splitting logic 
plays a vital role in a tree’s classification accuracy. 

3) Random forest: Random Forest is an ensemble of 
multiple decision trees and can be used in both regression and 
classification. It works on the principle of many weak learners 
rather than the one strong learner. It starts creating a decision 
tree corresponding to each instance and based on the majority 
voting, prediction results are generated. It overcomes the 
overfitting issue of the decision tree by dropping some 
features in each tree randomly. Based on the mode where the 
most frequently occurring outcome for the given data is 
chosen. 

4) K-nearest neighbors: It is a supervised learning 
classifier based on lazy learning where the entire dataset is 
used as training data. Euclidian distance is calculated for 
available data points and the nearest similar items are picked. 
The accuracy of the model depends upon the data and it may 
not be able to classify the boundary cases. 

5) Multi-Layer perceptron: It is a simple Artificial neural 
network which works based on the feed-forward principle. 
There are multiple layers divided into three parts. An input 
layer, an output layer, and the hidden layers. The input layer 
receives the input and passes it to the hidden layer where the 
SoftMax function is used as the activation function. The final 
prediction task is done at the output layer. There could be 
more than one hidden layer. The number of neurons on the 
output layers depends on the number of classes considered for 
the classification task. 

VI. EXPERIMENTAL SET UP 
To choose an appropriate algorithm, we have executed 

multiple tests using Weka 3.9 and all the selected algorithms 
were applied to the dataset. To apply the above-described 
algorithm, two well-known approaches, Cross-validation, and 
split train test was adopted. Both the approaches are given 
below in brief. 

• Cross-validation: It is also known as k-fold cross-
validation. In this approach, the dataset is split in to k 
subsets and the model is trained using k-1 subsets and 
the kth set is used for testing the performance of the 
model. The algorithm is executed in k iteration and the 
final prediction error is the average error observed in 
each iteration. This approach provides the insight to 
check the overfitting or selection bias issues. 

• Split-Train-Test: The idea is to divide the dataset 
randomly into two parts where a bigger chunk is used to 
train the model which is called the training set. The 
leftover is used as the testing dataset which is unseen 
for the model and used to evaluate the performance of 
the model being used. 

For cross-validation, K is set as ten which means the 
dataset is divided into ten parts and a total of ten iterations 
were executed. In the case of the split-train-test, the dataset is 
divided into two parts in 70-30 percentage, which means 70% 
of the data are used for training the model, and the rest 30 % 
are used as a test data set. The number of iterations is set as ten 
for this schema. Systematic analysis done for each model is 
presented in the following subsection. 

A. Experimental Results 
We analyzed the result obtained in each cycle for the 

different algorithms being used. Results are discussed below in 
the ordered way as they are executed. 

1) Obtaining base performance: Zero R is used for base 
performance checks. Performance metrics obtained using 
ZeroR is set as a benchmark for other models. As shown in the 
Table V, accuracy and the kappa statistics are decreased after 
using a balanced class dataset. Hence 20.7009% is set as the 
benchmark accuracy level for other models. A negative value 
of Kappa statistics says that this model is very far from the 
optimum solution. 

2) Multiple models application: Selected models were 
applied on the normalized dataset using both approaches as 
discussed in the previous section. Results using “Cross 
vaalidation” are given in Table VI. Logistic, Multilayer 
Perceptron, IBK, Multiclass Classification, decision tree, and 
the random forest are applied on the balanced and imbalanced 
dataset. Results shown in bold are the best performer. Here we 
can observe that Logistic regression is the best one. 

Results obtained using the Split-Train-Test approach is 
shown in Table VII. As shown in the table, the best 
performance is shown by Logistic regression. Random forest 
and the Decision Tree are showing the second and third better 
performance. We have selected these top performer models for 
further analysis and once again executed them in python where 
we got almost same results. Therefore, we have plotted the 
learning curve for these three models as shown in Fig. 4. For 
decision tree and random forest models, learning on the small 
set of data are happening quickly whereas, for rest of the data it 
is taking time. It could be a case of local maxima so results 
may be biased. In the case of logistic regression model, the 
learning curve is much better as it is utilizing the maximum 
possible records from the dataset before converging. Hence the 
results obtained through logistic regression are more reliable. 
Therefore, logistic regression is selected for the final model 
building. There are certain hyperparameters that can be tuned 
to improve the performance. These hyperparameters and their 
impact are explained in the next section. 
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TABLE V. RESULTS OF ZEROR CLASSIFIER ON TWO DATASETS 

Metrics Imbalanced Class Data set Balanced Class dataset 

Accuracy 43.0799 % 20.7009 % 

Kappa Statistics 0 -0. 0573 

MAE 0. 3303 0. 3753 

RMSE 0. 4061 0. 4334 

TABLE VI. PERFORMANCE RESULTS FOR CROSS VALIDATION SETUP 

Model 
With Class balancer (Cross validation) Without Class balancer (Cross validation) 

Accuracy Kappa RMSE F1 Time Accuracy Kappa RMSE F1 Time 

Logistic 97.81 0.9709 0.1063 0.978 0.09 99.61 0.9941 0.0491 0.994 1 

Multilayer 
Perceptron 79.61 0.7282 0.2973 0.793 0.36 78.55 0.6641 0.2958 0.776 0.38 

IBK 70.16 0.6022 0.3843 0.702 0 69.98 0.5442 0.383 0.700 0 

Decision 
Tree 85.14 0.802 0.2597 0.853 0 86.93 0.8019 0.2419 0.870 0 

Random 
Forest 87.72 0.8363 0.2209 0.879 1 90.05 0.8484 0.1903 0.901 0.09 

TABLE VII. PERFORMANCE RESULTS FOR SPLIT-TRAIN-TEST SETUP 

Model 
With Class balancer (Split-Train-Test) Without Class balancer (Split-Train-Test) 

Accuracy Kappa RMSE F1 Time Accuracy Kappa RMSE F1 Time 

Logistic 97.41 0.9654 0.1085 0.968 0.1 96.75 0.951 0.1192 0.952 0.1 

Multilayer 
Perceptron 80.09 0.7324 0.2874 0.808 0 77.92 0.659 0.3136 0.767 0 

IBK 76.65 0.6864 0.3391 0.752 0.0 73.37 0.588 0.3629 0.722 0.01 

Decision 
Tree 87.27 0.8293 0.2382 0.873 0 86.36 0.791 0.2591 0.863 0.01 

Random 
Forest 89.75 0.8625 0.1824 0.897 0 88.961 0.8304 0.2083 0.888 0 

 
Fig. 4. Learning Curve for Decision Tree, Random Forest and Logistic Regression. 
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VII. FINE TUNING 
Each algorithm has some hyperparameters which needs to 

be tuned to make the model efficient on the desired data set as 
there is no pre-stated rule to choose the value of these 
hyperparameters. For decision tree and random forest models, 
learning on the small set of data happen quickly whereas, for 
rest of the data it is taking time. It could be a case of local 
maxima so results may be biased. In the case of logistic 
regression model, the learning curve is much better as it is 
utilizing the maximum possible records from the dataset before 
converging. Therefore, Logistic regression model is selected 
for final fine tuning to obtain the best performance. 

In the case of logistic regression, we considered below 
explained three parameters for fine tuning of the model. 

A. Solver 
It’s a mathematical model which helps to calculate the 

optimum prediction by reducing the loss factor. There are 
different methods available in logistic regression such as 
“saga”, “lbfgs”, “newton-cg”, “sag”, “liblnear”, etc. to achieve 
the best optimization based on the characteristics of the dataset 
available to work on. Newton-cg uses the quadratic function 
for loss minimization which makes it expensive. It can handle 
the loss in case of multiclass problems easily. Limited-memory 
Broyden–Fletcher–Goldfarb–Shanno (lbfgs), stores only a few 
vectors that support the approximations for the next terms. It 
can also handle the multinomial loss easily and it is used as the 
default solver in sci-kit learn library of python. Liblinear uses 
the coordinate descent algorithm for optimization purposes. It 
applies automatic parameters selection and suitable for large 
predictors dataset. Stochastic Average Gradient (SAG) uses 
smooth convex functions and suitable for large data set as it 
easily gets converge. SAGA is a variant of SAG which 
supports sparse multinomial logistic regression and suitable for 
a very large dataset. 

B. Regularization 
It is also known as the penalty method. It is a way to avoid 

the overfitting of a model. Regularization overcomes the 
overfitting issue by adding some bias using tuning parameters. 
There are multiple methods available that are L1, L2, and 
Elastic Net. These methods are to regularize the higher 
coefficient values. L1 uses the absolute magnitude values of 
the coefficient and ignores the Zero values. L2 takes the square 
of the magnitude to avoid the sparse coefficient matrix. Elastic 
net is a combination of L1 and L2 and mostly used where the 
number of predictors is larger than the number of observations 
[52]. It groups the strongly correlated predictors so the 
contribution or removal of these variables is done together. 

C. C-Value 
This is the inverse of the solver strength. As per the 

documentation of the sci-kit learn, a smaller value indicates the 
stronger regularization. 

All the solvers don’t support each penalizing method. 
Table VIII shows the solver and the penalty supported by them. 
From the below table, we observe that penalty L2 is applicable 
with each solver so we are considering L2 for further analysis 
with different combinations of c value and the solver choice. 

The logic for getting the accuracy with standard deviation in 
each case is given in Algorithm 1. 

TABLE VIII. SOLVER AND COMPATIBLE REGULARIZATION METHOD 

Solver Compatible Regularization Method 

Newton – cg L2 

Sag L2 

Saga L2, Elastic net 

Lbfgs L2 

The solver list, penalty method list, and solver strength list 
are passed as the input parameters. RepeatedStratifiedKFold 
class from sci-kit learn of python is used as a cross validator 
for taking different random records for repeating n times. 

ALGORITHM 1: Analysis of Hyperparameters 

Input:  
solverList= {'newton-cg', 'lbfgs', 'liblinear'}, 
penaltyList={‘l2’,’none’}, cValues = [100, 10, 1.0, 0.1, 0.01],  
executionScheme= {simple logistic, k fold logistic, stratified k 
fold}, dataset 
Output:  
outcomeList 
  for each cValues do 
  for each executionScheme   

 cv = createInstanceOf_ExecutionScheme () 
  gs = GridSearchCV (estimator, param_grid, cv, scoring, 
error_score) 
  fitGridSearchOnDataset () 
  SetOutcome (accuracy, stdDeviation) 
  endFor  
 endFor 
output outcomeList 

After that, GridSearchCV of model selection package from 
sci-kit learn is used for executing the process for various 
parameters. It takes a model function as the estimator, 
param_grid as the list or dictionary of the parameters which 
need to be applied. It also takes the cross-validator estimator, a 
scoring list that may have multiple scoring parameters and an 
error score. We have tested for penalty “L2” and ‘none’ as the 
other options are not applicable. Best accuracy is observed 
with Newton-cg and the C value as 100. Accuracy decreases 
for other values of the C parameter. Solver Sag and Saga show 
minor change and low accuracy. If the penalty is set as “None” 
then Liblinear is out from the choice as it doesn’t support any 
regularization method apart from L2. For the rest of the solver, 
again the Newton-CG performed the best with 100 as the C 
value. L2 regularization method gives the best result for 
Newton-cg solver and 100 as the strength value however it 
must be verified the same with a large dataset. 

VIII  CONCLUSION 
In this research, the proposed predictive model was built 

and fine-tuned via exhaustive experiments done on the 
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prepared dataset. Results show that the performance varies for 
an imbalanced dataset which is just half when applied to a 
balanced dataset. It removes the overfitting chances that lead 
for more accurate, nonbiased results. We also applied different 
models on the data set for two different approaches known as 
Cross-validation and Split-train-test to obtain the best model. 
Logistic regression is found as the best performer among six 
different models however random forest and decision tree were 
also good but they were suffered from the local maxima issue. 
Hence the logistic regression is chosen for the final model and 
it was fine-tuned for various parameters using exhaustive 
experiments. The final model is obtained with Newton-CG 
solver, L2 penalty and 100 as the solver strength parameter for 
this dataset. The proposed model gives 96.40% accuracy on 
unseen data. This is a novel predictive model, based on 
multiple sources of information to judge the accuracy of the 
geotagged data. This work provides the way to move forward 
for various use cases depends on the geotagged data for better 
development work for citizens. There are many preprocessing 
steps involved to make the data useful for prediction. As of 
now, these processes are discrete and costly in terms of 
execution time. Going forward, we are planning to increase the 
dataset with the small threshold value for location variation and 
build a robust pipeline to cover the data preprocess work using 
the state-of-the-art framework available for the machine 
learning pipeline. Proposed work opens the way to ensure the 
quality of geotagged data available on mapping websites and 
geoportals. 

VIII. SUPPLEMENTARY MATERIAL 
Detailed descriptive statistical analysis of dataset is 

provided in Appendix I. 
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APPENDIX I 
Attribute wise Descriptive Statistical Analysis of the original dataset is presented here. The number of records is not the same for each class as shown in the 

respective tables. The range for minimum and maximum values is also varying for some attributes. Hence the class balancing and standardization methods were 
applied before model building. 

A. Name Similarity 
Name of the POI is matched in GT data and corresponding CS data, and compared using wordnet English language corpus. Very few records have exact same 

name in the Ground Truth data set and the Crowdsourced data available on Geoportals or mapping websites. Comparison score varies from 0 to 1 where 1 shows 
the perfect matching as shown in Table IX. 

TABLE I. DESCRIPTIVE STATISTICS FOR NAME SIMILARITY BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  0.955  0.919  0.785  0.812 

 Std. deviation  0.151  0.031  0.326  0.311 

 Minimum  0  0.889  0.118  0 

 Maximum  1  1  1  1 

B. Address Similarity 
Address of the POI is matched in GT data and corresponding CS data and compared using wordnet English language corpus of NLTK library of Python. Here 

we considered the semantic meaning of the words like clinic, hospital, and medical institute all were considered as matching. Therefore, the mean value in case of 
almost correct is 0.715 which is acceptable as shown in Table X. 

TABLE II. DESCRIPTIVE STATISTICS FOR ADDRESS SIMILARITY BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  0.715  0.919  0.335  0.453 

 Std. deviation  0.277  0.160  0.216  0.216 

 Minimum  0.087  0.527  0  0 

 Maximum  1  1  1  1 

C. PIN Similarity 
Pin code of the POI is matched in GT data and corresponding CS data and compared using the cosine similarity method. Here we considered exact matching 

based on the number of digits. As pin code in India has six digits where initial two digits give the information about the state code so if these two digits are not 
matching then it must go in incorrect however if only last digit is varying that means the variation is within the same locality so it can be considered as Almost 
Correct as shown in Table XI. 

TABLE III.  DESCRIPTIVE STATISTICS FOR PIN SIMILARITY BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  0.920  1  0.635  0.805 

 Std. deviation  0.254  0  0.470  0.357 

 Minimum  0  1  0  0 

 Maximum  1  1  1  1 
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E. Distance Variation 
Distance variation is the GPS location variation in GT data and corresponding CS data and comparison is done using the Haversine distance calculation 

method. For implementing the idea, we have kept the threshold as one kilometer just for simplicity. If the variation is within the threshold value, it is considered as 
matching otherwise not. There is a large difference between minimum and maximum values which needs to be standardized before using in model building as 
shown in Table XII. 

TABLE IV. DESCRIPTIVE STATISTICS FOR DISTANCE VARIATION BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0   0  0  0 

 Mean  -0.778  -0.958  464.041  -0.109 

 Std. deviation  0.334  0.085  1442.937  1.173 

 Minimum  -1  -1  -1  -1 

 Maximum  1.292  -0.775  9156.581  4.639 

F. Category Similarity 
Category of the POI is matched in GT data and corresponding CS data and compared using wordnet English language corpus of NLTK library of Python. 

Here we considered the semantic meaning of the words as taken in case of Name and address contents. As the mean value suggests, even for the incorrect data, 
most of the records shows the similarity value more than 0.7 as shown in Table XIII. 

TABLE V. DESCRIPTIVE STATISTICS FOR CATEGORY SIMILARITY BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  0.809  1  0.736  0.762 

 Std. deviation  0.314  0  0.347  0.352 

 Minimum  0.111  1  0  0 

 Maximum  1  1  1  1 

G. UserType Coding 
There are five types of contributors/users such as general user, local guide, surveyor, owner, or admin who tag the data. Admin is the system admin who is 

inserting verified geotagged data. Hence there are few less chances to get the wrong data. Surveyor is the authorized person who is manually verifying the 
locations and tagging. They also considered trusted users. The local guide has more knowledge about the vicinity to which they belong. The rest of the users are 
considered a general user. Therefore, encoding is done based on their trust factor, and the admin is assigned the highest value whereas the general user is given the 
lowest value within the range of 1 to 5. Statistics are shown in Table XIV. 

TABLE VI. DESCRIPTIVE STATISTICS FOR USERTYPECODING BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  3.059  3.692  1.685  1.738 

 Std. deviation  1.682  1.316  0.991  0.930 

 Minimum  1  1  1  1 

 Maximum  5  5  5  5 
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I. WebSrc Count 
Using Web scrapping, POI data are searched on the web and distinct web sources are identified which give the same address and name information about that 

POI. A number of distinct web sources are directly proportional to the accuracy of the data. However, few exceptional cases may arise due to the new business 
setup. In these scenarios, other parameters like user type and latency period are considered to categorize the data in one of the four classes. Table XV gives the 
statistical idea about related data. 

TABLE VII. DESCRIPTIVE STATISTICS FOR WEBSRCCOUNT BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  4.905  9.154  4.090  4.280 

 Std. deviation  3.266  0.899  2.310  1.876 

 Minimum  1  8  1  1 

 Maximum  10  10  10  9 

J. Latency Period 
This attribute gives the idea about the freshness of the data. The latest timestamp is found through the process of web scraping and the data availability on the 

geoportals. The most recent is considered as better which is calculated by taking the difference in the current data and the latest timestamp. The smaller the 
difference leads to better accuracy. Statistics of this data are given in Table XVI. 

TABLE VIII. DESCRIPTIVE STATISTICS FOR LATENCY PERIOD BASED ON THE TARGET CLASSES 

Descriptive Statistics Almost Correct Correct Incorrect Partial Correct 

 Valid  221  13  168  111 

 Missing  0  0  0  0 

 Mean  0.597  0  1.000  1.119 

 Std. deviation  0.922  0  1.514  1.218 

 Minimum  0  0  0  0 
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