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Abstract—In the modern era, recent advancement in 
computer vision has led to emergent attention in lip reading. 
Indeed, lip-reading is used to understand speech without hearing 
it, and the process is mentioned as a lip-reading system. To 
construct an automatic lip-reading system, locating the lip and 
defining the lip region is essential, especially under different 
lighting conditions, significantly impacting the robustness of the 
lip-reading system. Unluckily, in previous studies, lip localization 
under illumination and shadow consideration has not been well 
solved. In this paper, we extant a local region-based approach 
towards the lip-reading system. It consists of four significant 
parts, firstly detecting/localizing the human face, mouth and lip 
region of interest in the first video frame. Secondly, apply pre-
processing to overwhelmed the inference triggered by 
illumination effects, shadow and teeth appearance, thirdly create 
contour line using sixteen key points with geometric constraint 
and stored the coordinates of these constraints. Finally, track the 
coordinates of sixteen points in the following frames. The 
proposed method adapts to the lip movement and is robust in 
contrast to the appearance of teeth, shadows, and low contrast 
environment. Extensive experiments show encouraging results 
and the proposed method's effectiveness compared to the existing 
methods. 

Keywords—Lip detection; lip tracking; illumination 
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I. INTRODUCTION 
The continuous progress of technology brings to an 

irreversible change of paradigms of interaction between 
humans and machines. Traditional ways of human-computer 
interaction using keyboards, mice, and display monitors are 
being replaced by more natural modes, e.g. speech, touch, and 
gesture. New PCs, tablets and smartphones are moving 
increasingly toward a direction that will bring in a short time to 
have interaction paradigms so advanced that they will be 
completely transparent to users. In recent years, to automate 
the process of voice communication with which they interact 
between themselves persons. Lip movement and reading are 
used to recognize speech from a speaker without hearing. It is a 
procedure that especially gets to grips by people having 
hearing problems. In 1976, audio-visual illusion became 
recognize as the McGurk effect [1], which shows that visual 
cues information combined into the listener's mind 
automatically and unintentionally. The listener perceived the 
syllable, which is dependent on the visual information and 
strength of audio from the speaker. 

In the past, there are two main techniques, edge and region-
based, proposed for lip segmentation and extraction by using 
spatial information (edge and colour) to track lip movement. 
Hue and edge information are used to attain mouth localization 
and segmentation [2]. Initially, visual features extraction is 
obtained in greyscale images [3, 4]. The vertical center of the 
lip region is used to initiate by compelling the sum of each row 
in the mouth region and finding the minimum value of the row. 
The corners of the lips are found by setting the threshold, and 
horizontal edges are representing by four parabolas of both lips 
(lower and upper lips edges). They use the linear filter to find 
the edges. Another method is applied to the greyscale image 
[4], which is very close to the above method, but this approach 
tracks the unnecessary features in the mouth region such as 
nostril and pupils. The statistical colour model was used to 
locate the face by normalizing the skin colour [5]. Outliers are 
used to find the position of features points in all frames of the 
image sequence, and sometimes these positions are not the 
best. The performance of these techniques failed to produce an 
accurate result in cases when a speaker has beard and teeth 
presence. The beards have high edges in both directions 
(vertical and horizontal) mentioned in [6]. Therefore, the edge-
finding method is not helpful for persons having bears. The 
HSI (hue, saturation and intensity) colour space extracts mouth 
pixels and sorts out the illumination from colours[7]. Hue 
values redefine the lip pixels. Different colour spaces [8, 9] and 
approaches have been used for visual feature extraction, e.g. 
optic flow analysis [10]. However, these methods failed with 
data sets of more than one few words and were computational 
intensive [11]. 

The active contour model (ACM) detects the lip boundary's 
edge [12]. Unluckily, this model often converges to the wrong 
result when the lip edges are indistinct, or the lip is very similar 
to the skin region. The region-based approaches mostly use the 
regional statistic characteristics to comprehend lip tracking. 
Distinctive examples include deformable template (DT) [13, 
14], region-based ACM [15], active shape model (ASM) 
[16,17], and active appearance model (AAM) [18]. A regional 
cost function is used by DT to divider a lip image into the lip 
and non-lip regions via a parametric template, which represents 
the lip shape properly. Therefore, globally statistical 
characteristics have been used in mostly region-based 
approaches. 

Consequently, their performance may decrease due to the 
appearance of teeth, tongue or black hole. The localized active 
contour model (LACM) [19] have better results. However, 
LACM depends on the proper correlative parameters. 
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Moreover, the colour information is not considered [19], which 
is very important to improve extraction performance, 
particularly when the images have shadows [20, 15]. 

This paper presented an approach to lip detection and 
tracking with two main phases: (i) lip contour extraction for the 
first frame and followed by (ii) lip tracking in the following lip 
frames. In the first phase, we created the dataset from a 
different speaker, i.e. Male/ female, different age groups by 
uttering English alphabets and numeric numbers in different 
light conditions, defining the mouth ROI, and applying pre-
processing methods. Then, we utilized a 16-point lip model 
[21] with geometric constraints to achieve lip contour 
extraction. We repeat the same procedure for the lip ROI image 
and compute the lip tracking in the second phase. The proposed 
approach is adaptive to lip movement and robust against the 
appearance of the illumination effects, teeth and shadow. 
Experimental results have shown promising results. 

II. METHODOLOGY 
Previously, videos dataset created by using compression, 

controlled light environment, constant background for 
processing [22] led to noisy pixels in frame images, slow 
performance and caused false feature detection. We created the 
video datasets in different lighting conditions, gender 
(male/female) and different age groups. Some male persons 
had a moustache as well. A small application was developed 
for recording the video files by using Visual C++ and OpenCV 
[23]. These videos were recorded in the Computer Vision Lab 
of the University of Pavia at different times, using a Logitech 
HDR webcam with the highest possible resolution supported 
by the camera. Each speaker had to record the video by 
uttering different alphabet letters and numbers. 

A. Face and Mouth Detection 
Face and Mouth detection have a vital role in lip 

localization. Firstly, it is necessary to detect the speaker's face 
in all video frames and crop the speaker face for the mouth 
area. Numerous approaches have been already developed and 
categorized as: i) colour based [24], ii) template-based [25], 
and iii) feature-based [26,27]. Face detection methods based on 
local features and machine learning-based binary classification 
methods[28] have been widely used in various face recognition 
studies because of their real-time capability, high accuracy, and 
availability in the OpenCV, but the mouth area detection was 
not detected accurately. Only face detection results were 
accurate. To overcome this problem, we used the face image 
and split it into two parts horizontally. The upper part has the 
eyes, forehead and a small part of the nose. The lower part has 
the mouth on which we applied the mouth cascade classifier, 
obtaining precise results as shown in Fig. 1. 

 
Fig. 1. Face and Mouth ROI Detection a)Frame Detection b) Face Detection 

c) Face Image Splitting d) Mouth Detection. 

III. PRE-PROCESSING 

A. Illumination Equalization 
Mouth ROIs are extracted from videos acquired, where 

sometimes lightning is very strong and irregular. This 
irregularity is the cause of various disorders that can lead to 
malfunctions of the lip-reading application and make it 
challenging to identify the crucial points and construct the 16 
points lip model. Different methods have been proposed for 
image enhancement [30], Histogram equalization, and lighting 
[20]. The method [29] works exclusively on the luminance 
value of the individual pixel. Although, It has few flaws, such 
as the effects of irregular lighting are attenuated only along 
with the single direction vertical and fixed scaling size of 
image 71 x 44 and mask size 3x3. We decided to improve the 
model [30], making it more robust with respect to light, 
multiple directions horizontal and vertical, working no more 
than on the single pixels and on local regions within the image. 
The extended algorithm can adapt to the multiple directions of 
the lighting, as shown in Fig. 2 [20]. 

 
Fig. 2. a) Horizontal Direction b) Vertical Direction [20]. 

The colour lip image size m × n provided to the function's 
input is initially converted in HSV colour space, let L (i,j) is 
the L' (i,j) represents the luminance of each pixel respectively 
before and after the operation of equalization. To simplify the 
process, assume that the non-uniform illumination is instead 
linear along the direction of its application. As mentioned 
earlier, the innovation brought to a method implemented in this 
elaborate consists of manipulating the individual pixel's 
luminance value but work on a local region of size (2p + 1) × 
(2q + 1). Each pixel of the original image assumes the value 
obtained from calculating the average of the luminance values 
of all the pixels included in the mask that flows throughout the 
image along the two main directions identified. The luminance 
value of the pixels (Horizontal and Vertical directions) was 
calculated using the application formulated in formulas 1, 2. 

𝑳′(𝑖, 𝑗) =

 

⎩
⎪
⎨

⎪
⎧𝐿(𝑖, 𝑗) + (𝑛−2𝑗+1)∗(𝑟(𝑝)−𝑙(𝑝))

2(𝑛−1) ,                                   𝑖 ∈ [1, 𝑝]  

𝐿(𝑖, 𝑗) + (𝑛−2𝑗+1)∗(𝑟(𝑚−𝑝)−𝑙(𝑚−𝑝))
2(𝑛−1) ,                 𝑖 ∈ [𝑝,𝑚 − 𝑝]

𝐿(𝑖, 𝑗) + (𝑛−2𝑗+1)∗(𝑟(𝑖)−𝑙(𝑖))
2(𝑛−1) ,                            𝑖 ∈ [𝑚− 𝑝,𝑚]

  (1) 

𝑳′(𝒊, 𝒋) =

⎩
⎪
⎨

⎪
⎧ 𝐿(𝑖, 𝑗) + (𝑚−2𝑖+1)∗�𝑏(𝑞)−𝑡(𝑞)�

2(𝑚−1) ,                         𝑖 ∈ [1, 𝑞] 

𝐿(𝑖, 𝑗) + (𝑚−2𝑖+1)∗�𝑏(𝑗)−𝑡(𝑗)�
2(𝑚−1)) ,                              𝑖 ∈ [𝑞,𝑛 − 𝑞]

𝐿(𝑖, 𝑗) + (𝑚−2𝑖+1)∗�𝑏(𝑛−𝑞)−𝑡(𝑛−𝑞)�
2(𝑚−1) ,                  𝑖 ∈ [𝑛 − 𝑞,𝑛]

  (2) 
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Where li and ri denote the average intensity of respectively 
left and right edges of the local region of size (2p + 1) × (2q + 
1), to the ith row of the mask. Similarly, tj and bj denote the 
average intensity of the upper and lower edges of the local 
region at the jth column of the mask, as shown in Fig. 7. 

B. Teeth Filtering 
During the experiment, it was observed that illumination 

equalization is not enough to improve the system. Still, some 
other factors are to be considered, e.g. the teeth, black hole, and 
tongue region that can be visible in processed images. In the 
past, the researchers reported that without considering these 
factors cannot have a robust result for lip tracking [31]. The 
proposed teeth filtering method removes the teeth appearing in 
the mouth (ROI) in all frames. The presence of teeth in the 
image frame is observed when the mouth status is open. It was 
possible to construct a filter dependently on thresholds, which 
correctly identifies the range of colour that characterizes the 
range of the tooth region in the Mouth (ROI). The implemented 
function inputs the illumination equalized image and then 
convert it into two different colour spaces CIELAB and 
CIELUV. RGB colour space has characteristics that are not 
suitable for defining the thresholds based on which it filters the 
region of teeth. The teeth region is characterized by the lowest 
components a∗ and u∗ present in the image. The two threshold 
values have been set for the two chromatic components of 
interest. Lau has demonstrated that to achieve a satisfactory 
result, the teeth thresholds ta and tu should be set according to 
the formulas (3) [41]. 

𝑡𝑎 = min ( 𝜇𝑎 − 𝜎𝑎 , 9]  Otherwise if  (𝜇𝑎 − 𝜎𝑎) < 9 

𝑡𝑢 =  min ( 𝑡𝑢 − 𝑡𝑢, 29]  Otherwise if (𝜇𝑢 − 𝜎𝑢) < 29         (3) 

Where µa, σa, µu and σu are, respectively, the mean and 
standard deviation of the chromatic components to a∗ and u∗. 
According to this approach, all the pixels that relate to the teeth 
may identify pixels that correspond to the teeth i.e.  a∗ < ta or 
u∗ < tu or L∗ 35% or L∗ 95% in the chromatic components 
reference as white, normalized to restrict their range of the 
standard deviation in 2 around the mean value. Each pixel 
characterizing the teeth is masked by resetting the colour value 
of all the chromatic components of the specific colour space 
identified. It cannot influence the future operations of search 
from the position of the mouth. If there are no teeth, a presence 
mask will not apply, and if teeth appear, the mask will remove 
the teeth pixels by changing the teeth pixels value to 0. 

C. Shadow Filtering 
A mean filter is used to reduce noise caused by shadows in 

the images described [32]. Again, these disturbances are 
because of different lighting conditions, e.g. sourcing light 
angles and shades beneath the lower lips. The rate of 
recognition of a lip-reading system is based on the accuracy of 
the lip position. Unfortunately, up to now, there are no 
algorithms not effectively solved the problem of locating the 
lips in uneven lighting conditions. Illumination equalized 
images used to reduce the interference brought by shadow. For 
the implementation of the shadow detection method, we used 
these steps: i) Convert the illumination equalized image into 
grayscale, ii) Considering the image as a matrix in which the 
rows are characterized by the index "i" and columns from the 

index j. iii) Calculate the accumulation of the grey level value 
for each column of the image and obtain a column index 
corresponding to the mean value of the accumulation curve as 
the boundary of shadow. It is used to divide the grayscale 
image into two sub-images, left Isl and right Isr, to enhance the 
contrast between lips and the surrounding skin region (4). 

Ie =   255(I−Imin)
(Imax−Imin)

               (4) 

δi = dist(I (i+1) ),     (I (i ) )          (5) 

Where, Imin is the minimum grey-level value in the 
image, and Imax is the maximum value. Euclidean distance δ i 
is determined by calculating the distance between (Ii ) and 
(I i+1). If δi+1 is greater or equal to δi then the process will 
stop, and (Ii) will be marked as the final image. The 
convolution process ends when the Euclidean distance 
decreases by less than two units between two subsequent 
iterations. We determined if each sub-image and the whole 
image and output image Isl are extracted by subtracting the 
initial and final images in the proposed function. The shadow 
detection ends by making a new image by merging two 
images, left Isl and right Isr. The middle line obtained between 
Isl and Isr by curve, having information about boundaries of 
lips and skin region and the minimum value of the row 
position, is considered the corner points of the lips. Finally, a 
convoluted image is extracted, as shown in Fig. 3. 

 
Fig. 3. Smoothing the Contrast (a) Greyscale Image (b) Left Image (Isl) 

Convoluted, (c) Right Image (Isr ) Convoluted (d) Output Image. 

IV. LIP DETECTION 
In this step, we have to mark the exact position of the lips. 

An elliptic shape function [36] was applied to detect the lip 
boundary. This method gives good results when the mouth 
status is closed, but when the variation in lips, some marginal 
parts of this elliptic region may be far away from the lip 
boundary. Lip corner dots are successfully implemented by 
using intensity variation and colour cues in [19, 33], as shown 
in Fig. 4(a). We proposed the extraction method for geometric 
positions by labelling the left corner, right corner, upper corner 
and lower corner as points La, Lb, Va and Vb as shown in 
Fig. 4(b). 

 
Fig. 4. a) Standard Lip Model b), Geometric Points of Interests, c) Crucial 

Points Horizontal d) Crucial Points Vertical. 

A. Crucial Points (La, Lb, Va, Vb) 
To identify the horizontal crucial points; we extracted the 

left point La and right point Lb. Points are located on the 
median axis of the image and stored in a vector. The values of 
curve G have peaks of high frequency due to noise. This noise 
must be clear to ensure the precise extraction process of crucial 
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points. A low-pass filter applied of Butterworth through mask 
size 3 3 pixels that run through everything the curve G to 
reduce the noise. The vector filtered result, called Gf proceed 
with the search of the crucial points. Accumulate the grey-level 
value for each column of the image and obtain correspondence 
column index to the mean value of the accumulation curve as 
the boundary of shadow. The boundary shadow value, median 
axis and sub-images Isl and Isr already have from the shadow 
filtering phase. This whole curve G consists of both sub-
images divided by boundary shadows. The curve representing 
the vector G should be monotonically decreasing to quickly 
identify the crucial point left as that point occurs the maximum 
value of the gradient, considered absolute value. This value 
corresponds to the boundary between the mouth region and 
skin. The positions of mouth corners correspond to the steep 
slopes of the curve, as shown in Fig. 4(c,d). The method for 
searching for the left crucial point consists of several steps. 
Firstly, obtain the first minimum' m’ by scanning Gf from left 
to right. To work in the best possible conditions, make the 
monotonic curve and save this new curve in a vector support 
Gm using formula (6). 

𝐺𝑚
(𝑖)  =    �

𝐺𝑓
(𝑖)             (𝐺𝑓

(𝑖) ≥ 𝐺𝑓
(𝑖+1))

𝐺𝑓
(𝑖+1)         (𝐺𝑓

(𝑖) < 𝐺𝑓
(𝑖+1))

            (6) 

Once curve is extracted, carry out all the values of the 
vector Gm in the correct range of processing for grayscale 
images, therefore ensuring the pixels fall in the range between 
0 and 255 by using the following formula (7). 

𝐺𝑚
(𝑖) =   255(𝐺𝑚− 𝐺𝑚

(𝑚𝑖𝑛))

𝐺𝑚
(𝑚𝑎𝑥)− 𝐺𝑚

(𝑚𝑖𝑛)               (7) 

Gm is used to search the left crucial point, but 
unfortunately, there is no maximum rate, although the curve is 
monotonic. To overcome this problem, calculate the average 
pixels values of the vector Gm as shown in equations (8) and 
(9) are utilized to adjust the image's contrast on the horizontal 
median axis. 

𝐶𝑎𝑣𝑔 =  ∑ 𝐶′𝑘
𝑖=1    
𝐾

              (8) 

𝐼𝑜𝑢𝑡 =

⎩
⎪
⎨

⎪
⎧

255           1.5𝐶𝑎𝑣𝑔 < 𝐼𝑖𝑛 < 1

500
𝑐𝑎𝑣𝑔

, 0 < 𝐼𝑖𝑛 < 1.5 𝐶𝑎𝑣𝑔

             (9) 

Where 𝐼𝑜𝑢𝑡  and 𝐼𝑖𝑛  are the output and input grey level 
values, the 𝐼𝑜𝑢𝑡  is obtained by adjusting the curve and a binary 
image; those pixels values are 0 or 255. The local minimum 
point is identified in the position for the first time, where the 
pixel changes from 255 to 0. Curve C was obtained after the 
adjustment of contrast and crucial points ( 𝐿𝑎 , ( 𝐿𝑏 ). The 
vertical points made a start from the results as described in 
horizontal crucial points. Based on the position of the 
horizontal crucial points, calculate the mouth’s centre point, 
and its column index is marked as vertical midline of the 
mouth, in which two crucial points, vertical Va and Vb are 
situated. The pixels values that lie on the vertical axis are 
divided into two groups and stored on a vector to be processed. 

We built two more vectors, respectively called B1 and B2, 
containing only the pixels with a value equal to the maximum, 
corresponding to the value “1”, and the pixels with a value 
equal to the minimum conform to the value “0”. In addition, 
two binary vectors 𝐵1′  and 𝐵2′  are obtained by applying logical 
operation that provides outbound B1 and B2 as described in 
equation (10). 

𝐵1′  =  𝐵1 𝑋𝑂𝑅 (𝐵1 ≪ 1)     𝐵2′  =  𝐵2 𝑋𝑂𝑅 (𝐵2 ≪ 1)         (10) 

The operator  ≪ indicates the logical operation of shift one 
position to the left. At this stage, crucial points Va and Vb are 
identified. These points where the first occurrence of the value 
of ′l ′  inside of the vector B1′ while Vb fits in the position in 
which, the last occurrence of the value ′l ′ inside of the B2′. 

B. Draw Ellipse 
The next step is to find an ellipse that encloses the mouth 

region. In some cases, the ellipse position is incorrect because the 
bottom point Va is not proper. To overwhelm this problem, draw 
two half-ellipses, one for the upper lip and one for the lower lip. 
This trick shows more precise and realistic results. This 
method identifies the coordinates xI, yI of the horizontal 
crucial points Lax, Lbx and Lay, Lby and vertical crucial 
points Vax, Vbx and Vay and Vby by using geometrical 
formulas for drawing an ellipse. The centre of the mouth is 
calculated with equations (11). 

𝑥𝑐 =  1
2

 (𝐿𝑎𝑥 + 𝐿𝑏𝑥  )    𝑦𝑐 =  1
2

 �𝐿𝑎𝑦 + 𝐿𝑏𝑦 �        (11) 

The inclination of the half-ellipses for the horizontal plane 
is calculated with equation (12). 

𝜃 = arctan  �𝐿𝑎𝑥+𝐿𝑏𝑥
𝐿𝑎𝑦+𝐿𝑏𝑦

�               (12) 

The semi-major axis a common to both the half- ellipses, 
calculated as in formula (13). The semi-ellipse of the upper lip 
and the lower lip's semi-ellipse is shown in equation (14). 

𝑎 =  1
2

 �𝐿𝑏𝑥 − 𝐿𝑎𝑥)2 + (𝐿𝑏𝑦 − 𝐿𝑎𝑦)2�
1
2�            (13) 

𝑏𝑢𝑝 =
1
2

 �𝑉𝑎𝑥 − 𝑥𝑐)2 + (𝑉𝑎𝑦 − 𝑦𝑐)2�
1
2�   

𝑏𝑙𝑜𝑤 = 1
2

 �𝑉𝑏𝑥 − 𝑥𝑐)2 + (𝑉𝑏𝑦 − 𝑦𝑐)2�
1
2�             (14) 

xc,yc be the centre of mouth coordinates and origin of the 
combined semi-ellipse, calculated as formula (15). Where ‘a’ is 
the semi-major axes, bup and blow are the upper and lower 
semi-minor axes. θ is the inclined angle, defined at the counter-
clockwise direction. 
𝑥𝑢𝑝2

𝑎2
+ 𝑦𝑢𝑝2

𝑏𝑢𝑝2
= 1       𝑥𝑙𝑜𝑤

2

𝑎2
+ 𝑦𝑙𝑜𝑤

2

𝑏𝑙𝑜𝑤
2 = 1          (15) 

C. Lip Modeling 
The Lip model was used to determine the accurate 

boundary line and geometric points around the lips. We 
have already extracted four points left, right, top and bottom in 
the previous section. Previously, lip modelling was performed 
without pre-processing, which may cause incorrect tracking 
results, i.e. four key points model with two parabolas for the lip 
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contour used in [34] and six key points with cubic curves 
connected to describe the lip shape used in [35]. First, sixteen 
point geometrical deformable models are used in [21]. It is 
challenging for the modelling of the lips in non-ideal 
conditions. A model-based approach was proposed for lip 
contour extraction from colour images to overcome this 
problem. A region-based cost function is employed to 
formulate the entire lip contour extraction as a region partition 
problem instead of the conventional edge detection problem. 
The proposed algorithm is more robust with low colour 
contrast, and the final extraction result is less sensitive to the 
initial model parameters than the edge-based. Curve C0 is used 
as a curve of evolution for the initial model development of the 
model. The proposed algorithm is the extension of the 16 
points lip model as described in [21]. These geometric 
constraints showed the lip boundary, and we will store the 
location of these points and then track the lip movement.  The 
16 lip boundary points labelled P0 to P15 in anti-clockwise and 
parameter set by equation (16). 

𝜆𝑝 =  �𝑥𝑝𝑖 ,𝑦𝑝𝑖�    𝑤ℎ𝑒𝑟𝑒 𝑖 = 0, … .15         (16) 

These points are divided into three groups as the lower lip 
(P0,P7,P15), upper right lip (P7- P11) and upper left lip 
(P11- P15). A normalization process w a s  used to translate 
the lip corner points P7 and P15 to lie on the horizontal x-axis 
and point P11 on the vertical y-axis. The centre origin of lips is 
set to be the midpoint between the two lip corners, P7 and P15. 
After normalization of the mouth ROI, the next step is 
constructing the 16 points lip-model lips. Lip modelling is split 
into two parts model i) initialization and ii) thresholding. 

• Lip Model Initialization 

Elliptical regions extract the lip contours [36] but give the 
approximate surrounded area of lips, not precise lip. Therefore, 
a minimum-bounding ellipse as the initial evolving curve is 
used to find the extract of the lip contours. Model initialization 
is the starting point of the construction of the lip model. Using 
the ellipse's geometric parameters is already identified, and the 
ellipse showed the accuracy of locating the mouth region in the 
video frames. Therefore, some adjustment operations are 
required to simplifying the process of initialization of the 
model. We used three functions, probability map, cost function 
formulation and draw graph to obtain more accurate model 
construction. 

The teeth pixels with a∗ < ta or u∗ < tu for colour 
component ‘a’ and ‘u’, also white pixels of L∗ ≤35 marked and 
discarded in lip initialization process and assign probability 
values on marked pixels. Teeth pixels are always inside the 
mouth and assigned high values of probability. It helps the 
model to separate the upper and lower lip. The surrounding 
teeth are considered lip pixels with low luminance values and 
equal probability values 0.5 are assigned. A low pass filter and 
cost function are applied to smooth the probability map to 
optimise the process and determine the optimum partition 
when the cost function in equation (17) is maximized [21]. 

𝑚𝑎𝑥 �𝐶�𝜆𝑝� =

 ∏  𝑝𝑟𝑜𝑏𝑙(𝑥, 𝑦)  ∗  ∏   𝑝𝑟𝑜𝑏𝑛𝑙(𝑥, 𝑦) (𝑥,𝑦)𝜖 𝑅𝑛𝑙(𝜆𝑝)(𝑥,𝑦)𝜖 𝑅𝑙(𝜆𝑝) �    (17) 

Where λp is the 16 point model parameters, probl (x, y) and 
probnl (x, y) are the probabilities of lip pixels and non-lip 
pixels at location (x, y), Rl and Rnl are the enclosed and 
outside the region by the point model. The lip model fitness 
evaluated by extension of the cost function. Draw Graph 
proposed to draw the graph extraction points starting from the 
parameters of the lips. Draw the rectangle around the mouth, 
tolerance value calculated based on the image's height, and 
enlarge a variable value the rectangle within which to seek the 
edges of lips. The rectangle is determined by the ellipse, which 
allows the search of the representative point of the intersection 
with the green ellipse. Calculate the center point of La, Lb and 
Va, Vb crucial points and mark the points as shown in Fig. 5. 
The model initialization worked with two single-channel 
images ’H’ of HSV obtained from the original RGB and 
Ellipse image. The final mouth ROI image is obtained by 
subtracting the ellipse H image from the original input H 
image. 

 
Fig. 5. a) Original Image, b) Ellipse Image, c) Draw Rectangular d) Graph 

Points, e) ’H’ Channel Image (b), f) ’H’ Channel Image of Ellipse ’RGB’ 
Image , g) Subtracted Image, h) Final Result. 

• Lip Model Thresholding 

In this section, we refine the position of the lips points and 
store the coordinates (x, y) of all points. These coordinates are 
stored in a file and later will be used in the lip-tracking phase. 
The channel ‘H’ is used to search the points of the model, and 
this process is implemented similarly to model initialization. 
The segmentation was carried out as follows: the red colour of 
channel H was exploited to find better positions for each point. 
We looked for neighbour pixels of each point; if there was a 
significant variation of the red colour (lips to the skin), upgrade 
the position of the point. The tolerance value for the lower and 
upper lips have already been calculated. The points P15, P7 
have already been found and used in the same position. The 
position of the remaining 14 points will be upgraded by using 
means of this procedure. We divided the image into four parts. 
The lower lip boundary with white points and the upper lip 
boundary with yellow points are clearly visible. We added the 
two horizontal corner points P15,P7. Finally, the resulting 
image has 16 points, as shown in Fig. 6(e,f). 

D. Lip Tracking 
We have been extracted the 16 points with their positions 

and coordinates of the first frame. And then tracking algorithm 
is applied to track the movements of the lips with these points 
in the subsequent frames. They assumed that frames are 
extracted from the same video sequence and have almost the 
same geometric characteristics. It was decided to simplify the 
extraction phase of the contour of the lips in the remaining 
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frames to considerably overcome the computational algorithm's 
burden. Pre-processing is carried on all frames. The bulk of the 
computational algorithm has segmented the image to identify 
the mouth. Once this process is completed for the first frame, 
the differences between two consecutive frames are minimal 
and are limited exclusively, e.g. the lips assume during speech. 
In this way, it is limited processing on the second frame to a 
portion of the image significantly smaller, as shown in 
Fig. 6(e), (f). The construction of the 16 points lip model on the 
second frame in the sequence is applied exclusively in the 
image identified. We have coordinates of lips points in the first 
and second frames. Table I is showing the (x, y) coordinates of 
two frames. The first frame is the initial frame when the mouth 
status closes, and the second frame when the speaker said 
alphabet B, the mouth status is changed and has different 
coordinates. The upper part of the lips is moved because slight 
variation is obtained in P5, P4, P6, P15 points, and 
considerable variation in P9, P13, P14 points. 

 
Fig. 6. Drawn Points of the Four Parts of the Image (a) 4 Left Lower 

Points (b) 3 Right Lower Points (c) 4 Right Upper Points (d) 3 Left Upper 
Points (e) Final Result 1st Frame f) Final Result 2nd Frame. 

TABLE I. COORDINATES OF 16 POINTS FIRST AND SECOND FRAME 

First Frame Second Frame 

Point X Y Point X Y 

0 21 34 0 18 32 

1 28 38 1 25 34 

2 35 42 2 32 38 

3 42 40 3 39 38 

4 50 42 4 49 38 

5 57 40 5 56 38 

6 64 34 6 63 34 

8 64 10 8 63 12 

9 57 12 9 56 6 

10 50 8 10 49 8 

11 43 6 11 42 4 

12 35 10 12 32 10 

13 28 12 13 25 6 

14 21 10 14 18 14 

7 72 21 7 74 20 

15 14 21 15 11 20 

V. RESULTS AND DISCUSSION 
All the frames were processed in two sizes 150x150 and 

360x360. The results showed that it was possible to extract the 
contour of the lips precisely in many of the data sets, but some 
experiments did not go well, where the software did not work 
correctly (about 5% of cases). The lip tracking procedure is 
applied to sequences of frames, starting with the first frame to 
complete the entire sequence. The average processing time for 
performing lip tracking is about 0.556 seconds to extract the 
contour of the lips from the first image of the sequence and 
approximately 0.09 seconds for subsequent frames. Such times 
include the operations of reading and writing the images used 
to test the algorithm. It is estimated that the video stream can 
achieve a frame rate of about 12-15 fps (frames per second) to 
allow a real-time execution. Face detection in videos was our 
first step to build the speech recognition system. Secondly, the 
mouth was detected in the face image, and mouth ROIs were 
defined for further processing. The accuracy of the classifiers is 
described in Section II(A), as shown in Table I. To increase the 
accuracy rate for mouth detection, we improved the mouth 
cascade and compared it with previous classifier results, as 
listed in Table II. The proposed method for mouth detection 
showed more precise results as compared to the earlier 
methods. 

Furthermore, an effective method to reduce the effects of 
uneven illumination is proposed as more robust to light, 
multiple directions (horizontal and vertical), and working on 
both the single pixels and on local regions within the image. 
Fig. 7 is showing the effectiveness of the proposed illumination 
equalization method. There are some darker parts on the left or 
right side, and the same in vertical directions where darker 
parts are on the top or bottom. The darker part was 
significantly reduced by applying the proposed method, as 
shown in Fig. 7(d). 

In the previous lip-reading system, teeth masking was not 
considered, as it was found based on local regions and 
exploited information on colour inside the mouth. The 
proposed teeth detection method successfully removes the teeth 
area in the mouth ROI in all frames and pixels belonging to 
teeth removed, as shown in Fig. 8(a). 

TABLE II. COMPARISON OF MOUTH DETECTION 

Facial Features Positive Hit Rate % Negative Hit Rate % 

Face 90 29 

Mouth [29] 67 28 

Proposed 86 19 

 
Fig. 7. Comparison of Illumination Equalization. 
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Fig. 8. Proposed Method Results a) Teeth Filtering b) Crucial Points 

c) Semi Ellipse d) 16 Points Lip Model. 

In the past, shadow filtering methods have been proposed 
for indoor environments and have not been studied for lip 
localization. Therefore, we proposed a technique for shadow 
removal as described in the shadow filtering section. After 
applying the pre-processing steps, a filtered image was 
obtained where uneven equalization, teeth filtering, and 
shadows were significantly reduced. In the next step, mark the 
exact position of lips, which leads to lip detection and tracking. 
An elliptic shape function is used for lip detection [12]. In this 
method, lip detection is correctly performed when the mouth is 
closed; on the other side, some parts of the lip region are 
discarded during lip movement. Lip corner dots are 
successfully implemented by using intensity variation and 
colour cues in [37, 38]. These dots do not fit the exact 
geometric position of lip structure. Therefore, We proposed a 
method for extracting the horizontal and vertical positions of 
median axes of the mouth by labelling the left, right, upper and 
lower corners as points La, Lb and Va ,Vb. The results of 
crucial points as shown in Fig. 8(b).  Crucial points are needed 
to draw the ellipse. The upper lip has three corners: left, right, 
and dip points due to Cupidon’s bow. Fig. 8(c) is showing the 
result of the proposed combined semi ellipses methods. 
Different lips models were applied, e.g. four key point models 
and six key point models [34,35]. We used the 16 points, lip 
model. The elliptical regions extract the lip contours [12], but 
they do not give precise lip contours. Therefore, the combined 
ellipse is used as the initial evolving curve to find lip contours 
in the proposed method. Some adjustment operations are 
applied to simplifying initialization by using probability map, 
cost function formulation and draw a graph to obtain more 
accurate model construction. A Thresholding function was 
used to refine the initial evolving curve image better to get a 
precise position. The lip image is divided into four parts: Left 
lower P0-P3, Lower right P4-P6, Right upper P8-P10 and Left 
upper P11-P14 and stores the coordinates of each point, as 
shown in Fig. 8(d). 

Table III described the computation time obtained by the 
proposed method for the first frame as 0.556 seconds, which is 
smaller than the methods' results described in [21, 35, 15]. The 
average computation time of lip tracking for one frame is 0.099 
seconds, which is less than the methods' values [21, 35, 15]. 
The method [21] needs to compute the probability map at 
every frame. The method [35] requires a bit more pre and post-
processing techniques and adjustment processes to fit the lip 
boundary. However, the average computation time of tracking 
one lip frame is higher than [38]. 

The average extraction performance and lip boundary 
extraction degraded due to low contrast, uneven lighting 
conditions and irregular shapes in the lip image. The proposed 
pre-processing methods are applied to the complex appearance 
of shadows, uneven illumination and teeth. These factors are 

considered, and the extraction performance of lip boundary 
extended up to 96%, as shown in Table IV. 

TABLE III. COMPARISON OF COMPUTATION TIMES (SECONDS) 

Frames 
Barnard  et 
al. 

Wang 
et al. 

Eveno 
et al.  

Yiu 
 et al. Proposed 

[38] [21] [35] [15] 

First Manual 1.232 0.623 0.695 0.556 

Tracking 0.0989 0.133 0.171 0.103 0.099 

TABLE IV. COMPARISON OF FEATURES EXTRACTION PERFORMANCE (%) 

Data set Kass 
et al.[12] 

Liew 
et al. [20] 

Leung 
et al.[39] 

Werda 
et al. [40] Proposed 

 79.50 92.50 89.00 91.00 96 

Average 76.7 89.57 83.71 88.57 96 

VI. CONCLUSION 
An approach to detect and track lip boundaries is presented 

that highlights the lips and avoids other factors, e.g. false lip 
pixels and recovers from failures. The proposed algorithm 
comprised the lip-tracking module from the lip boundary lines, 
a feature vector of 16 points lip model. Three pre-processing 
steps, illumination equalization, teeth detection, and shadow 
removal, aim to investigate edge information and global 
statistical characteristics. The lip tracking method used 16 
points lip model on the lips, stores the coordinates of these 
points and tracks these coordinates during the utterance by the 
speaker. Moreover, the proposed method is easy to implement 
and computationally efficient, capable of locating face and 
mouth and lips feature points that give a high accuracy rate for 
lip localization, modelling and tracking accuracy. 

Experiments have shown that outliers detecting and better 
predicting ROIs can reduce the number of frames with locating 
or tracking failures. This research work brings together new 
methods, representations, and insights, which are quite generic 
and may have broader applications in computer vision, image 
processing, and speech recognition. 
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