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Abstract—Diabetes is one of the challenging diseases 
prevailing in recent times. Due to the incompleteness, uncertainty 
and imprecise details, classification of diabetes using machine 
learning algorithms is turning out to be even more challenging. 
The efficiency of the classification model is influenced by the data 
present in the dataset. This study enhances the classification of 
diabetes by using a Neuro-Fuzzy model with special attention to 
Feature Extraction. The main goal of the present study is to 
enhance the diabetes prediction technique that helps the medical 
practitioners to easily identify the disease and diagnose it 
appropriately to reduce several complications that diabetes may 
cause to the patient in the future. The proposed model initially 
applies fuzzification on diabetes data to produce membership 
values. Later the membership values are examined by the 
proposed model to check the contribution of the features in 
diabetes classification. The feature extraction algorithm passes 
the significant features to a neural network after the features are 
extracted. The proposed model is tested on standard PIMA 
diabetic dataset to evaluate the performance. The proposed 
model is able to outperform all the existing machine learning 
algorithms. 
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I. INTRODUCTION 
Diabetes is now one of the most affecting diseases on the 

human race. Diabetes occurs mainly due to the insufficient 
production of insulin in the body. As per the details of the 
World Health Organization (WHO), diabetes is rapidly 
increasing in developing and underdeveloped countries. It is 
expected that by 2030, the severity of the disease increases 
very drastically, becoming a dreadful disease that will lead to 
the death of many human beings [1], [2]. Diabetes comes in 
three variations; namely Type I, Type II and Gestational. 

Type I diabetes occurs mostly in children and is very rare, 
Gestational diabetes occurs during pregnancy, but both of these 
are very rare. Type II diabetes is more common in humans [3]. 
Type II diabetes causes a serious effect on the health of an 
individual and at present, there is a lot of research going to 
predict diabetes at the early stages using various models [4], 
[5]. Type II diabetes models require appropriate algorithms to 
efficiently detect the disease and thus help physicians to 
diagnose the disease early [6]. Early diagnosis [7] of the 
disease helps to overcome the impact that diabetes causes on 
various organs in the human body like kidneys, heart, eyes, etc. 
The disease prediction models that handle the diabetes data 

often face issues like noisy, missing, irrelevant and inconsistent 
data [15], [16]. 

The performance of the model depends on the quality of the 
diabetes data presented to the model and hence the researcher 
must supplement accurate data to the classifier for effective 
disease prediction [17]. In the machine learning domain, 
classification is an important task as it derives knowledge to 
handle real-world applications [18], [19]. 

Classification constructs a model to predict the target class 
of the data accurately. Classification models like artificial 
neural networks (ANN) do not work efficiently to produce high 
accuracy due to their slow convergence rate, also suffer from 
the local minima problem and is a very high computational 
model. Although ANN is adaptive, it requires a high amount of 
time to produce the result because of its complex structure. 
ANN is not ideal to deal unclear, imprecise details [7]. 

To address the various issues of ANN, this paper aims to 
develop an ANN-based fuzzy model (ANNFM) that converts 
the numeric features into appropriate linguistic terms such as 
very low (VL), low (L), medium (M), high (H), and very high 
(VH). Each feature in the dataset is converted into a suitable 
membership value based on the five linguistic terms mentioned 
above. Thus all the features in the dataset are converted into 
linguistic features. Fuzzy logic enhances the ANN model to 
deal with the uncertainty problem by giving membership 
values to all the features. The proposed model performs 
classification by using fuzzy logic and the ANN model. The 
majority of classification models reduce the features at the pre-
processing stage. This leads to loss of information and 
prediction capability will be affected if the features are reduced 
in the training process. Hence the proposed approach considers 
all the features initially and applies fuzzification on the features 
to determine the significant features for efficient decision 
making. The main motive of this research is to develop a 
model that integrates the linguistic terms of fuzzy logic and 
ANN and to use an efficient feature extraction algorithm to 
classify the data. 

The rest of the paper is organized as follows: the second 
section covers the existing work in this domain. Section 3 
presents the proposed approach for diabetes classification 
based on fuzzy linguistic terms and artificial neural networks 
with special attention to feature extraction. Section 4 presents 
the results of the proposed approach and the state-of-art 
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diabetes classification approaches. Section 5 concludes the 
paper with a direction towards possible future aspects. 

II. RELATED WORK 
This section covers the related work in the domain of 

diabetes classification and management. This section also 
explains how the existing models predicted different 
alignments using neuro-fuzzy models. 

This work [7] presents an adaptation of neuro-fuzzy 
inferences to perform the classification of electrocardiogram 
signals. This model integrated the benefits of fuzzy inference 
system with the neural network for better classification of 
electrocardiogram signals. This work [8] presents a machine 
learning paradigm to classify diabetic data. The work focused 
on applying classification techniques like linear discriminant 
analysis, Naive Bayes to classify the PIMA dataset. The 
authors did not focus on efficient preprocessing techniques. 
The performance of various classifiers using various evaluation 
metrics is reported in this paper. But due to inefficient handling 
of missing data the results are not higher on the PIMA dataset. 

The authors in [9] performed the classification of diabetes 
using the Levenberg-Marquardt learning algorithm. The 
authors constructed a neural network to perform the 
classification of the PIMA diabetes dataset. The algorithm is 
dynamically applied to the neural network to calculate the 
sensitivity and specificity of the developed model. The authors 
did not handle the missing values of the dataset properly and 
hence the results of this model are not promising. 

The work [10] presents a model to classify diabetic data. 
This model aims to integrate Ant Colony-based optimization 
model with fuzzy rules to diagnosis the diabetic data. The 
optimization proved effective in classifying the data and 
achieved better results. This work [11] presented an ensemble 
system to diagnose diabetes using J48 and Adaboost 
techniques. The main work this paper focused on is to use the 
rules to help undiagnosed individuals to reduce the risk of 
diabetes incidence. The main aim of this work is to classify 
different adult groups of Canada and help the physicians to 
carry out the research. The works [12], [14] are also a machine 
learning approach to predict diabetes on the PIMA dataset.  

The authors [13] proposed a neural network-based model 
using radial basis function to classify the diabetes data. The 
model comprises hidden layers also to increase the 
performance of the classification. The model uses the Bat-
based clustering approach to find the number of neurons 
required in the hidden layer. The works [19], [20] focused on 
diagnosing kidney disease in the patients who are affected with 
the diabetes using classification. The authors [21] worked on 
the adverse effects that diabetes disease cause with respect to 
cardiovascular and kidney diseases. 

Few models based on deep learning [15], [16] also stressed 
the importance of analyzing the diabetes at the early stages. All 
the discussed models in this section focused on diabetes 
classification only. The machine learning algorithms also paid 
attention to classify diabetes data. The discussed models paid 
little attention to the data pre-processing and fuzzification 
aspects. Hence in the next section, an efficient model to 
perform data preprocessing efficiently and to apply the fuzzy 

linguistic parameters to enhance the artificial neural networks 
for classifying type-II diabetes on the PIMA dataset is 
presented. 

III. MATERIALS AND METHODS 
This section provides the detailed description of the 

proposed work and the dataset used. 

A. Assigning Fuzzy Membership Values to the Features in the 
Dataset using Fuzzification and Performing Classification 
of Data 
The initial phase is to perform the fuzzification process on 

the data. Each entry in the dataset consists of many features. In 
the first phase, this work converts the feature into a linguistic 
term like VL, L, M, H and VH. 

If dataset is having ‘P’ records with each ‘n’ features per 
record, 

],......,[ 21 iniii fffP =              (1) 

Where ‘i’ represents the ith record in the dataset and fij 
represents the jth feature of the record. 

For each feature in the record membership values are 
assigned using the π-type function. The π-type assigns 
fuzzified values based on the five linguistic terms. Hence, the 
feature vector contains 5*n fuzzified features, if there are ‘n’ 
features per record. 

)](),(),(),(),([ ijVHijHijMijLijVLij ffffff µµµµµ=
  (2) 

The data is transformed into fuzzy membership values 
initially. Once each feature is assigned with five membership 
values, the size of the feature vector grows significantly which 
increases complexity. To overcome this problem, the present 
work uses principal component analysis to store all the 
significant features and discard the unnecessary features. 
Moreover, the data in the dataset has many missing values. 
This paper uses imputation techniques to fill the missing data 
and after the fuzzification process, all the significant features 
are restored. The procedure of the proposed methodology is 
shown in Fig. 1. There are two phases in the proposed 
approach. Fig. 1 shows the detailed step by step working 
principle of the paper. 

The first phase performs two tasks, a) fuzzification of data 
and b) feature extraction. The second phase handles the neural 
network aspects of the model. After the feature extraction 
model, a suitable neural network is built to perform 
classification of data. The process of classification is shown in 
Fig. 2. The input to the ANN is membership values of the 
feature vector. The initial weights of the network are in the 
range (0, 1). The input layer has as many nodes equivalent to 
the number of features after feature reduction. The output layer 
has nodes equivalent to the number of the classes in the dataset. 

B. PIMA Dataset 
This dataset has records of 768 patients and for each record 

there are 8 features and a class label, specifying whether the 
patient is diabetic or non-diabetic. The description of various 
attributes of the dataset is mentioned in Table I. 
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The dataset has many missing values. The proposed model 
has used imputation techniques to fill the missing values in the 
dataset. For example, the Glucose column in the dataset has 
374 and the skin thickness column has 227 missing values. 
Along with these two columns, there are some other missing 
values in the dataset also. This work applies the imputation 
technique to fill the missing values. Later the features in the 
dataset are assigned fuzzy membership values and after this, 
the significant features are extracted using principal component 
analysis. The feature vectors of all the records of the PIMA 
dataset are obtained at this point. 

The missing values in the dataset are shown in Fig. 3. From 
the figure, it is observed that the skin thickness and insulin are 
having more missing values. 

In this paper imputation techniques are used to fill the 
missing values of the dataset for efficient classification. After 
the imputation, the correlation of the attributes in the dataset is 
shown in Fig. 4. 

From Fig. 4, it is observed that the attributes pregnancies 
and age are more correlated. BMI and skin thickness, Glucose 
levels and Insulin are also more correlated. 

 
Fig. 1. Architecture of Proposed Model to Classify Diabetes. 
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Fig. 2. Neural Network with Fuzzy Feature Vector with Various Membership Values. 
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Fig. 3. PIMA Dataset. 

TABLE I. PIMA DATASET DESCRIPTION 

Attribute Attribute Description 

P  Count of number of times pregnant 

G  The concentration of Plasma glucose concentration  

BP Blood pressure 

ST It gives the thickness of skin folds. 

I  Two-hour serum insulin. 

BMI Body Mass Index 

PF  Relatives history regarding diabetes 

A  Persons age 

O Class of diabetes (Yes- 1, No -0) 

 
Fig. 4. Correlation of Attributes after Imputation. 

Fig. 5 and 6 show the attribute values for a diabetes and 
non-diabetes patient. Fig. 5 shows the attributes of the PIMA 
dataset. The figure contains all the attribute values of the 
Diabetes patient. 

Fig. 6 shows the attributes of a non-diabetic patient in the 
PIMA dataset. From both the figures it can be observed that 
there is a clear distinction in the ranges of the values of most of 
the attributes. 

 
Fig. 5. Attributes for a Diabetic Patient in PIMA Dataset after Imputation. 
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Fig. 6. Ranges of the Attributes for a non-Diabetic Patient in PIMA Dataset 

after Imputation. 

To classify the dataset, the dataset is split into 70-30 ratio 
for training and testing purposes. The feature vector is the input 
to the neural network. The input layer assigns weights initially 
and passes this to the hidden layer and performs the 
classification task. The weights are updated until the network 
reaches a certain threshold. The next section provides the 
results of the proposed approach. 

IV. RESULTS AND DISCUSSION 
In this section, the experimentation and results of the 

proposed approach on the PIMA dataset are given. Machine 
learning approaches like Decision trees, J48, SVM, Logistic 
regression are used for comparison. 

The following are the evaluation parameters used in this 
paper to evaluate the performance of different models: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
𝑇𝑜𝑡𝑎𝑙𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

           (3) 
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postrprecision
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=
           (4) 

𝑟𝑒𝑐𝑎𝑙𝑙 = 𝑡𝑟_𝑝𝑜𝑠
𝑡𝑟_𝑝𝑜𝑠+𝑓𝑎𝑙_𝑛𝑒𝑔

             (5) 
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Table II shows the results of various approaches on the 
PIMA dataset. From the results, it is observed that the 
proposed approach outperformed all the existing machine 
learning algorithms. 

TABLE II. COMPARISON OF DIFFERENT ALGORITHMS WITH THE 
PROPOSED ALGORITHM ENHANCED NAÏVE BAYES CLASSIFIER ON PID 

DATASET 

Model Accuracy Precision  Recall F1-score 

Decision tree 73.16 0.73 0.73 0.70 

SVM 71.85 0.71 0.72 0.68 

J48 73.16 0.73 0.73 0.70 

Logistic Regression 70.80 0.68 0.69 0.65 

Naïve Bayes 76.92 0.77 0.77 0.77 

ANN 82.00 0.81 0.81 0.80 

ANN with fuzzy rules 82.33 0.85 0.83 0.81 

Proposed Approach 84.66 0.87 0.86 0.82 

Machine learning models like Decision tree and SVM 
achieved 73.16, 71.85 accuracy levels. J48 and Logistic 
regression model achieved 73.16 and 70.80 accuracy. 
Compared to these machine learning models Naïve Bayes 
achieved highest results. But the performance of neural 
networks on PIMA dataset is relatively high. The neural 
network model integrated with fuzzy rules also outperformed 
the other machine learning model results. But the highest 
accuracy level 84.66 is obtained when PIMA dataset is tested 
with the proposed model. The proposed model is able to 
outperform the existing models because of the following 
reasons: 

1) The proposed model introduced fuzzy membership 
values for each feature in the input feature vector. 

2) The significant features of the model are retained using 
principal component analysis. 

3) The model is trained with artificial neural network and 
the weights are updated till there is minimal error. 

The proposed work compared to other models has more 
advantages as the model is based on neuro fuzzy model. The 
model can be easily enhanced to predict the other diseases at 
early stages. The proposed model has outperformed all the 
machine learning algorithms. It is easy to draw the inferences 
using fuzzy models to predict the diseases and also the fuzzy 
model enables to easily classify the data compared to the other 
models. 

V. CONCLUSION 
Diabetes is considered a very serious disease in recent 

times since it causes many health complications. Hence, the 
researchers are trying to bridge the gap between technology 
and the medical field by developing various methods to ease 
the treatment procedures. In this regard, this work proposed a 
neural network model using fuzzy linguistic terms to classify 
diabetes data. The proposed model used linguistic terms to 
assign membership values to the features of the data and 
performed feature extraction using principal component 
analysis. After feature reduction, the features are passed to the 
input layer of the artificial neural network and the weights of 
the neural network in the input and hidden layers are updated 
until the error minimizes. The main goal of the proposed 
research is to predict the disease at early stages to deal with the 
other complications that may arise in the future. The proposed 
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model aims to develop a robust approach for the early 
detection of diseases to mitigate the adversaries that the disease 
may cause to the patient and to help the practitioners in 
medical domain to diagnose the diabetic patients. Moreover, 
the proposed model is able to outperform all the existing 
machine learning approaches. 

In future, the research can be easily extended to predict and 
diagnose other diseases. The proposed work can be modified 
with fuzzy inference rules to improve the performance. The 
present study can deal with the missing data of smaller datasets 
and in future it can be enhanced to handle large amounts of 
data. 
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