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Abstract—Artificial intelligence (AI) has captured the public’s
imagination. Performance gains in computing hardware, and the
ubiquity of data have enabled new innovations in the field. In
2014, Facebook’s DeepFace AI took the facial recognition industry
by storm with its splendid performance on image recognition.
While newer models exist, DeepFace was the first to achieve
near-human level performance. To better understand how this
breakthrough performance was achieved, we developed our own
facial image detection models. In this paper, we developed and
evaluated six Convolutional Neural Net (CNN) models inspired by
the DeepFace architecture to explore facial feature identification.
This research made use of the You Tube Faces (YTF) dataset
which included 621,126 images consisting of 1,595 identities.
Three models leveraged pretrained layers from VGG16 and
InceptionResNetV2, whereas the other three did not. Our best
model achieved a 84.6% accuracy on the test dataset.

Keywords—Face recognition; deep learning; convolutional neu-
ral networks; DeepFace

I. INTRODUCTION

Facial recognition is a method of identifying an individual
using his or her face from a digital image or a video clip. Such
methods could be used for facial authentication by pinpointing
and determining facial features from a given image, uniquely
identifying the person. Initially this was limited to desktop
computers due to demanding computational power constraints.
Recently however it has seen wider usage, such as on mo-
bile devices, robotics, finding missing people, and diagnosing
diseases. Facial recognition is also applied in diagnosing
diseases. 22q11.2 deletion syndrome (22q11.2 DS) is the most
common micro-deletion syndrome and was underdiagnosed
in a variety of populations in the past. Because the disease
results in multiple defects throughout the body, including cleft
palate, heart defects, a characteristic facial appearance, and
learning problems, healthcare providers often can’t pinpoint
the disease, especially in diverse populations. After analyzing
the disease with facial analysis technology, researchers found
that sensitivity and specificity were greater than 96% for all
populations, which demonstrated how facial analysis tech-
nology can assist clinicians in making accurate 22q11.2 DS
diagnoses [1]. Researchers with the National Human Genome
Research Institute (NHGRI), part of the National Institutes of
Health, and their collaborators, have successfully used facial
recognition software to diagnose a rare, genetic disease in
Africans, Asians, and Latin Americans [2].

Facial recognition technology has a wide range of ap-
plications and profound social and cultural impacts and has
been introduced across various aspects of public life. For

example, facial recognition payment services are now possible.
Nowadays, in China people can purchase food at the grocery
store and can even complete their payment directly by scanning
their face at a register without needing a credit card or mobile
application [3]. In terms of the design and implementation of
security systems, facial recognition technology also has a wide
range of applications including web and mobile authentication
[4], airport check-in [5], and smart medicine cabinets [6]. In
the education industry, facial recognition has been applied
to compulsory schooling to address issues such as campus
security, automated registration, and student emotion detection
and has largely been seen as routine additions to school
systems with already extensive cultures of monitoring and
surveillance [7]. While facially driven learning has been widely
used, critical commentators are beginning to question the
pedagogical limitations of it. They purposed multiple questions
about facial recognition technology including the likelihood of
it altering the nature of schools and schooling along divisive,
authoritarian and oppressive lines, and what kind of law and
regulatory mechanisms can help for eliminating the potential
risks to consumers when they are making use of it [7]. Due to
the relatively limited technology, the current ability to detect
human faces in this field provides a buffer from coping with
the potential consequences including a serious threat to online
identities being misused by hackers for illegal activities.

An overview of the rest of the paper is as follows: in
Section 2 we reviewed some of the related work in the same
research field with DeepFace; in Section 3, we introduce
core techniques related to DeepFace: Deep Learning and
Convolutional Neural Networks; Section 4 describes the 3D
model-based face alignment method applied and the model
architecture used; Section 5 talks about our deep learning
model that follows the architecture of DeepFace’s and was
trained on YouTube Faces (YTF) video data set. In Section 6
we present some quantitative results of our models and the last
section is the conclusion.

II. RELATED WORK

Biometric facial recognition, also known as automatic face
recognition, is a particularly attractive method of biometric
recognition because it focuses on “faces,” the same identifiers
that humans primarily use to distinguish people. One of its
main goals is the understanding of the complex human visual
system and the knowledge of how humans represent faces in
order to discriminate different identities with high accuracy.
Facial recognition consists of three basic processes: detection,
capture, and face match. The detection process is to determine
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if there is a target face in the source. The capture process
transforms the targeted face into a set of digital data based on
the facial features. The face match process verifies if the two
faces are of the same person. This process is shown in Fig. 1
below.

Fig. 1. Facial Recognition Processing Flow.

A large number of approaches have emerged in the field
of facial recognition, including a hand-crafted features based
method [8] and a widely applied metric learning methods with
task-specific objectives [9]. These approaches were never quite
able to reach human-level performance in identifying faces.
Although progress in facial recognition was encouraging, the
task has also turned out to be a difficult endeavor.

A. DeepFace

DeepFace is a deep learning face recognition technology
developed by a research group at Facebook. It identifies human
faces in digital images with human-level performance. In
DeepFace, researcher revisited both the alignment step and
the representation step of the face recognition process and
proposed a new approach of deriving a face representation
by employing explicit 3D face modeling. It employed a nine-
layer neural net with over 120 million connection weights and
was trained on four million images uploaded by Facebook
users [10] [11]. DeepFace demonstrates that a 3D model-based
alignment method can effectively help in face recognition and
closes the gap to human-level accuracy. Next Generation Iden-
tification (NGI) is another application developed by Federal
Bureau of Intelligence (FBI) of the same year. According to
one report the NGI’s performance is non-satisfactory. It returns
a ranked list of 50 possibilities and only promises an 85%
chance of returning the suspect’s name in the list [12]. The
DeepFace system (stated by the Facebook Research team)
reaches an accuracy of 97.35 ± 0.25% on labeled faces in
the wild (LFW) data set whereas human beings have 97.53%
[13]. Google FaceNet later achieved a 99.65% accuracy on the
same data set [14].

B. Local Binary Patterns (LBP)

Local binary patterns (LBP) is a type of visual descriptor
used for classification in computer vision and it is the particular
case of the Texture Spectrum model proposed in 1990 [15].
LBP was first described in 1994 [16] and it is a simple yet very
efficient texture operator which labels the pixels of an image by
thresholding the neighborhood of each pixel and considers the
result as a binary number [17]. Using the LBP combined with
histograms we can represent the face images with a simple data
vector [18]. In the LBP approach for texture classification, the
occurrences of the LBP codes in an image are collected into a

histogram. The classification is then performed by computing
simple histogram similarities. However, considering a similar
approach for facial image representation results in a loss of
spatial information and therefore one should codify the texture
information while retaining also their locations. One way to
achieve this goal is to use the LBP texture descriptors to build
several local descriptions of the face and combine them into
a global description. The basic methodology for LBP based
face description proposed by Ahonen et al. [19] is as follows:
The facial image is divided into local regions and LBP texture
descriptors are extracted from each region independently. The
descriptors are then concatenated to form a global description
of the face, as shown in Fig. 2.

Fig. 2. Face Description with Local Binary Patterns.

C. DeepID-Net

A pre-trained model is a model that was trained on a
large benchmark dataset to solve a problem similar to the
one that we want to solve. As for most image detection
problems, the main features of the objects to be detected
are often similar, so a pre-trained model can be leveraged
to typically get improved performance. But researchers found
a gap between the pre-training task and the fine-tuning task
that makes pre-training less effective [20]. Inspired by the
need to adopt more targeted optimization solutions for specific
objects, researchers propose the DeepID-Net model. DeepID-
Net is an image detection model developed by the Multimedia
Laboratory of the Chinese University of Hong Kong. Its full
name is DeepID-Net: Deformable Deep Convolutional Neural
Networks for Object Detection [20]. They added more steps on
the region-based convolutional neural networks on the region-
based convolutional neural networks (R-CNN) processing,
including bounding box rejection, deep model training, def
pooling layer, SVM-net(replace softmax with hinge loss to
accelerate learning), multi-stage training, etc, as shown in Fig.
3. The model yields a 99.8% accuracy, while the state-of-the-
art method achieves a 97% accuracy when testing multi-view
facial images [20]. This paper was published on CVPR2014.
After that, the team focused on applying the model to the
specific application of facial recognition, and correspondingly
made some changes and optimizations to the DeepID model.
The updated two versions of the model are called DeepID2
and DeepID3.

D. FaceNet

FaceNet is a universal system that can be used for face
verification (is it the same person?), recognition (who is this
person?) and clustering (looking for similar people?) [22]. The
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Fig. 3. Overview of DeepID-Net Process (Texts in Red Highlight the Steps
that are Not Present in RCNN.) [21]

method adopted by FaceNet is to map images into Euclidean
space through a convolutional neural network. Different from
the application of other deep learning methods on human
faces, FaceNet did not use the traditional softmax method to
classify and learn, and then extract a certain layer as a feature.
It directly used triplets-based LMNN (Maximum Boundary
Neighbor Classification) loss function to train the neural
network, and the network directly outputs a 128-dimensional
vector space [22]. FaceNet has achieved an accuracy of 99.63
± 0.09% on the LFW dataset and an accuracy of 95.12 ± 0.39%
on the YTF dataset [22]. The advantage of this model is that
the target image can be used with very little processing. It also
provides future research directions, such as analyzing wrong
samples to improve accuracy, reducing model size to speed up
training, etc.

III. METHDOLOGY

Deep learning is a specific subfield of machine learning
[23]. It represents learning process from data, emphasizing on
learning successive ”layers” of increasingly meaningful repre-
sentations. The word ”deep” in ”deep learning” is not referring
to deeper understanding achieved through the approach but
stands for the idea of successive layers of representations. The
number of layers that contribute to the model is called the
depth of the model. These layered representations are learned
through models called neural networks and they are structured
in layers stacked one after the other. Deep learning is tech-
nically a mathematical framework for learning representations
from data with a multi-stage way. A large deep network has
multiple layers with many more nodes in each layer, which
leads to many more parameters to tune. It would be too
slow and insufficient to train a deep learning model without
a large dataset and powerful computers. Compared to the
traditional learning algorithms (Regression, Random Forest,
Support Vector Machine, etc.), deep learning may not nec-
essarily outperforms when given data of small scale. But once
the data scale goes up exponentially, deep learning outperforms
others because more parameters provide the capability to learn
complicated nonlinear patterns [24]. Generally, we expect the
model to capture the most helpful features by itself without too
much expert-involved manual intervening on features learning.

Machine learning is about mapping inputs to target outputs.
The specification of what each layer does to their input data is
stored in a bunch of parameters called ”weight”. The learning
process refers to finding a set of values of the weights of all
layers in a network so that the network will correctly map

inputs to their associated targets. But here comes the issue: to
find the correct value for all of the weights can be a daunting
task, especially when modifying the value of one parameter
will affect the performance of the whole model. To control
the output of a neural network, the loss function plays an
important role in making the prediction of the network and
the target. It computes a distance score measuring how well
the network performs. The job of the ”optimizer” is to use this
score as a feedback signal to adjust the value of the weights,
successively trying to lower the loss score. Implementing
”back-propagation” is the central algorithm used for this in
deep learning architectures. In recent years, deep learning has
achieved a revolution with tremendous achievements on many
types of difficult problems, especially perceptual problems,
which have long been historically difficult for machine learn-
ing.

Convolutional neural networks are a type of feed-forward
artificial neural networks, most commonly applied to analyzing
visual imagery [25]. They are also known as shift invariant
or space invariant artificial neural networks (SIANN), based
on their shared-weights architecture and translation invariance
characteristics [26] [27]. They have applications in image
classification, Image segmentation, character recognition [28],
medical image analysis [29], natural language processing [30].

A convolutional neural network consists of an input layer,
multiple hidden layers and an output layer. In any feed-forward
neural network, all middle layers are called hidden layers due
to their inputs and outputs are sealed by the activation function
and final convolution [31]. Convolution refers to a mathemati-
cal operation between two matrices, it is defined as the integral
of the product of the two functions after one is reversed and
shifted. It then evaluates the integral over all values of the shift
to produce a convolutional function. Convolutional networks
are a specialized type of neural networks that use convolution
in place of general matrix multiplication in at least one of their
layers [32]. The convolutional layer has a defined fixed small
matrix, also called a kernel or filter. It computes the element-
wise multiplication of the values in the kernel matrix and the
original image values as the kernel is sliding, or convolving,
across the matrix representation of the input image as shown
in Fig. 4. Specially designed kernels can fast and efficiently
process images for common purposes like edge detection
and many others. Convolutional and pooling layers respond
to feature extraction. The fundamental difference between a
densely connected layer and a convolution layer is that dense
layers learn global patterns in their input feature space, while
convolution layers learn local patterns [33].

Fig. 4. The LeNet Architecture Consists of Two Sets of Convolutional,
Activation, and Pooling Layers, Followed by a Fully-connected Layer,

Activation, Another Fully-Connected Layer, and Finally a Softmax Classifier
[34].

We used the development environment provided by Google
Colab with the TensorFlow and Keras stacks. All the models
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were trained using NVIDIA Tesla T4 graphical processing
units (GPU) hardware equipped with 16 GB of memory and
12.7 GB RAM. This allowed us to create and simulate a
deepface-esq model architecture.

For the interested reader, a link to our source code repos-
itory can be found here: https://github.com/QiyuSun/Facial-
Recognition-using-CNN-classifier. This repository includes
our Jupiter notebook python files as well as a readme file with
links to the YTF dataset. The full dataset is not included in
our repo due to space constraints, we only link to it.

IV. DEEPFACE ARCHITECTURE

Before the deepface architecture came about, one of the
challenges to facial recognition was the reduced accuracy
caused by face images collected from different perspectives.
In fact, facial alignment is still considered a difficult issue,
especially in an unsupervised environment. The task of face
alignment is to automatically locate key facial feature points,
such as eyes, nose tip, mouth corners, eyebrows, and contour
points of various parts of the facial contour according to the
input face image. The process of face alignment can be divided
into three sub-problems: 1) How to model the apparent image
(input) of a human face? 2) How to model the face shape
(output)? 3) How to establish the association between the
apparent image (model) of the face and the shape (model)
of the face? In terms of the DeepFace method, Facebook
researchers have made a great contribution in the development
of an effective deep neural network architecture with a very
large, labeled dataset of faces, an effective facial alignment
system based on explicit 3D modeling of faces, and results
that reach near real time human-level performance [13].

A. Alignment Pipeline

The alignment pipeline of DeepFace is as follows:

(a) Detect face with 6 initial points.
(b) Crop out the face with 2D-aligned inducing.
(c) Apply Delaunay triangulation by 67 fiducial

points on the 2D-aligned crop, adding triangles
on the contour to avoid discontinuities.

(d) Transform triangulated face into 3D shape.
(e) The face becomes a deep 3D triangle net.
(f) Deflect the triangulation.
(g) The final frontalized crop.
(h) A new view generated by the 3D model (not

used in paper).

The function of these steps uses the 3D model to align the
face, so that the CNN can exert its maximum effect. This is
shown in Fig. 5.

B. Representation

After 3D alignment, the images formed are all shrunk into
152×152 pixel inputs into the network structure shown in Fig.
6, the parameters of the structure are as follows:

(a) The 3D aligned 152x152 pixel 3-channel RGB
face image is sent to the convolutional layer
(C1) with 32x11×11×3 filters.

Fig. 5. DeepFace Alignment Pipeline.

(b) Then the obtained 32 feature maps are fed
to the maximum pooling layer (M2), and the
3×3 spatial neighborhood is maximum pooled
with a stride of 2. Each channel is executed
separately.

(c) After M2 is a convolutional layer with
16x9×9×16 filters (C3).

(d) Locally connected l [35], but each position in
the feature map learns a different filter bank.
Local means the parameters of the convolution
kernel do not share. Locally connected layer
is different from the convolutional layer in its
kernel.

(e) F7 and F8 are fully connected layers and
they can capture the correlation between the
features of the face image, such as the posi-
tion and shape of the eyes and mouth. The
output of F7 will be used as the original face
representation feature vector with 4096 dimen-
sions. The face representation on F8 is sent
to K-way Softmax to generate the probability
distribution on the category label for classifica-
tion. The 4030 dimension is respective to the
number of identities in the SFC training data
set, and each identity has 800 to 1200 face
pictures.

(f) Normalization of face representation: Normal-
ize the face representation feature to be be-
tween zero and one to reduce the sensitivity to
changes in illumination.

Fig. 6. Outline of the DeepFace Architecture.

C. Datasets

In DeepFace, researchers trained their model on the Social
Face Classification (SFC) dataset and evaluated the model
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on the Labeled Faces in the Wild database (LFW) and the
YouTube Faces (YTF) dataset. In this work, our model is
built on the YTF dataset. The YTF Database is a face video
database, which aims to study the problem of unconstrained
face recognition in videos. It contains 3,425 videos of 1,595
different identities. All the videos were downloaded from
YouTube. It provides an average of 2.15 videos available for
each subject with clips duration varying from 48 frames to
6,070 frames, and 181.3 frames of average length. It initially
performs automatic screening to ensure that the videos are
long enough to capture useful information for the various
recognition algorithms with stable detection. The remaining
videos were manually verified to ensure that the videos would
be correctly labeled corresponding to the subjects, not static
images or slides, and no duplicated videos were included [36].

In terms of designing the data set structure and bench-
marks, the YTF dataset follows the principal of the Labeled
Faces in the Wild (LFW) collection. All video frames are
encoded with well-built descriptors with the face detector
output considered in each frame. The face images are bounded
and cropped from the frame, 2.2 times of their original sizes.
Additionally, the images are resized to 200x200 pixels then
cropped into 100x100 pixels in central area. The images
are aligned by fixing the coordinates of facial feature points
following a conversion to grayscale. The image is divided to
a fixed grid of blocks with the descriptions of each block
normalized to a unit Euclidean length [36]. For the benchmark
tests of the YTF dataset, the YTF dataset follows the example
of the LFW benchmark various tests like standard test and ten-
fold test. It is divided into 5,000 video pairs and 10 groups,
for evaluating video-level face verification [36].

V. MODEL TRAINING AND EVALUATION PROTOCOL

Six models were built and trained. First we built a baseline
model, next a frame base model, aligned base model, VGG16
base model, InceptionResNetV2 base model, and finally Incep-
tionResNetV2 model. The training and validation distribution
for all models followed the same split.

A. Dataset

Twenty images were extracted for the train set of each
identity. The remaining images in folders of each identity are
divided into training set and validation set with ratio of 8:2. All
base models were built on a subset of YTF frame images DB
and aligned image DB with 160 classes, which consisted of
the first 10 percent of videos ordered by name. It is of note
that in practical face recognition applications today, the images
processed by the model are often already aligned.For example
in our dataset, each image is assigned a unique floating point
number corresponding to it’s identity. For example Figure 7
corresponds to the unique identifier ’0.614’, where the ’0’
indicates the folder with the identity of a known actor — Aaron
Eckhart — and ’614’ indicates the particular frame sequence in
the dataset. Because pre-aligned images were already available,
we did not implement an alignment subsystem. Instead after
implementing a model architecture, we trained and validated
that model on the aligned image DB dataset.

Fig. 7. ’0.614’ Images of Aaron Eckhart in Frame Image DB (left) and
Aligned Image DB (Right).

B. Baseline Model

Our first approach initially applied a CNN-based model
with a single Conv2D layer to train a baseline model on
frame image DB subset for developing a better performing
model. The baseline model consisted only one Conv2D layer
with 32 nodes, input shape of (152, 152, 3) and activation
function relu. The output layers consisted of 160 nodes and
the pooling window sizes were 3 by 3 and 2 by 2 for Conv2D
and MaxPooling2D, respectively. After converting the pooled
feature map to a single column, only one Dense layer was
defined and which also served as output layer using softmax
for multi-class classification. Categorical crossentropy, Adam,
and accuracy were defined in compiling for loss, optimizer and
metrics. After training, the accuracy of training and validation
reached 99.84% and 97.64% within 20 epochs Fig. 8.

Fig. 8. Baseline Model Performance.

C. Frame and Aligned Base Model

After the baseline model was developed, we added one
more Conv2D layer with 16 nodes and relu as activation func-
tion, one more dense layer with 1024 nodes to train the Frame
Base Model and Aligned Base Model, essentially structuring
our model to the model architecture of DeepFace. Since the
data set is relatively large, and there was no obvious overfitting
observed during the training process, Regularization methods
were not added. The learning rate of optimizer Adam was
0.00002. Both Frame Base Model and Aligned Base Model
were trained to 20 epochs. The frame base model reached
97.23% and 95.15% accuracy of training and validation Fig.
9. The Aligned Base Model reached 86.51% and 80.65%
accuracy of training and validation Fig. 10.

D. VGG16 and InceptionResNetV2 Base Model

The next iteration constructed utilized the VGG16 Base
Model and InceptionResNetV2 Base Model following a similar
architecture. The Conv2D layers and MaxPooling layers of
both two models were replaced with pre-trained conv base.
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Fig. 9. Frame Base Model Performance.

Fig. 10. Aligned Base Model Performance.

We froze the top layers of conv base so that weights of
those layers would keep unchanged during training process.
The first dense layer was set 4096 nodes. After training, the
VGG16 Base Model reached 98.76% and 97.03% accuracy of
training and validation Fig. 11. The InceptionResNetV2 Base
Model reached 99.75% and 97.23% accuracy of training and
validation Fig. 12.

Fig. 11. VGG16 Base Model Performance.

Fig. 12. InceptionResNetV2 Base Model Performance.

E. InceptionResNetV2 Model

The final InceptionResNetV2 Model shared the same
model architecture with the InceptionResNetV2 Base Model. It
was trained on the entire aligned image DB dataset (621,126
images of 1,595 identities) with same dataset distribution as

the base dataset. Aftering training with 200 epochs, the Incep-
tionResNetV2 model reached 91.12% and 90.79% accuracy of
training and validation as shown in Fig. 13.

Fig. 13. InceptionResNetV2 Model Performance.

VI. RESULTS

The basic baseline model showed great performance in
accuracy (99.84% on train set, 97.64% on validation set,
98.60% on test set) but it was just a simple classifier that
allowed us to explore what parameters needed to be tweaked
to obtain even better results. We can use the performance of
other models as a baseline to evaluate the performance of the
all models trained on the specific dataset. Based on the baseline
models, we developed the Frame Base Model and Aligned
Base Model. The Frame Base Model reached 97.23%, 95.15%
and 90.78% accuracy on train set, validation set and test set.
The Aligned Base Model reached 86.51%, 80.65% and 64.92%
accuracy on train set, validation set and test set (Table I, Table
II). The Frame Base Model considerably outperformed but the
result was not that convincing. It was built on different datasets
with the same architecture, which implied that the difference
in performance could be caused by the specific dataset used for
validation. At this point, we believe the Base Model learned
little from facial features and instead was emphasizing on
other factors too much. It was those no-facial related features
that helped it reached greater performance than the Aligned
Base Model, meaning it could be objects like chairs, studio
backgrounds, etc.

The VGG16 Base Model and the InceptionResNetV2 Base
Model were trained on subset of aligned image subset with
more neurons added in dense layers and more training epochs
compared to previous two models. The VGG16 Base Model
reached 94.98% and 93.47% of train and validation accuracy
at the 20th epoch, and the InceptionResNetV2 Base Model
reached 99.63% and 96.58% of accuracy, respectively. After 30
epochs of training, the VGG16 Base Model reached 98.76%,
97.03% and 89.60% on train set, validation set and test set
(Table I, Table II), and the InceptionResNetV2 Base Model
reached 99.75%, 97.23% and 93.96% of accuracy on train set,
validation set and test set (Table I, Table II). The accuracy
curves of the two models were both smooth, which indicated
that no apparent overfitting was observed in training. On the
ground, we can see the great performance of pre-trained model
layers in image classification.

The finalized InceptionResNetV2 Model was built with
the same structure as the InceptionResNetV2 Base Model.
It had 1,595 neurons in the final output layer corresponding
to the number of indentities in the completed aligned image
dataset (621,126 images of 1,595 identities) and was trained
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with 50 epochs. It took 0.033s for each image during the
training process. The model reached accuracy of 92.75% and
91.46% at the 198th epochs then it performed increasingly
higher loss and relatively lower accuracy afterwards (Table
III). The decline in performance may be caused by a variety
of factors, including poor architecture of model and overfitting.
Considering that no explicit overfitting was found in previous
models, it would be of help to promote the model performance
with a better networks architecture rather than with additional
regularization methods added. In the DeepFace architecture,
researchers added three locally-connected layers after 3D con-
volutional layers and maxpooling layers, which might be one
of the solutions for structural optimization of the model. In
the final evaluation on test set, the InceptionResNetV2 Model
performed 84.60% of accuracy and 1.2582 of loss, which
demonstrated that more tuning on the model were required,
as well as some pre-operations on images before being fed
into model.

TABLE I. PERFORMANCE OF TRAINING & VALIDATION ACCURACY

Model Train-Acc Val-Acc

Baseline Model 99.84% 97.64%
Frame Base Model 97.23% 95.15%
Aligned Base Model 86.51% 80.65%
VGG16 Base Model 98.76% 97.63%
InceptionResNetV2 Base Model 99.75% 97.23%
InceptionResNetV2 91.12% 90.79%

TABLE II. PERFORMANCE ON TEST DATA

Model Test-Loss Test-Accuracy

Baseline Model 0.0866 98.60%
Frame Base Model 0.6357 90.78%
Aligned Base Model 1.8023 64.92%
VGG16 Base Model 0.9026 89.60%
InceptionResNetV2 Base Model 0.2992 93.96%
InceptionResNetV2 1.258 84.60%

TABLE III. INCEPTIONRESNETV2 MODEL PERFORMANCE IN FINAL
EPOCHS

Epoch Loss Accuracy Val loss Val Accuracy
195 0.7641 0.9294 0.9466 0.9062
196 0.7965 0.9156 0.9768 0.8975
197 0.8055 0.9131 0.9380 0.9082
198 0.7046 0.9275 0.9005 0.9146
199 0.7391 0.9231 0.9204 0.9106
200 0.7834 0.9112 0.9276 0.9079

We were not able to best DeepFace’s 96% accuracy. How-
ever, our top model achieved a respectable 84.6%. Considering
the constrained resources we had (this was developed entirely
on a single laptop and Google Colab compared to the massive
resources available at Facebook), the mission of this project
was achieved.

We directly used the aligned dataset published in YouTube
Face dataset rather than implementing a specific face alignment
method. In DeepFace, the method developed to map 2D human
facial features to 3D models and use them as 3D input to train
models was key to making DeepFace achieve its breakthrough
outstanding performance. In addition, unlike our training and
verification based entirely on the YouTube Face (YTF) dataset,
DeepFace’s training set and verification set involved a total
of three different data sets (Social Face Classification dataset,

Labeled Faces in the Wild dataset, and YTF dataset). Training
on one dataset and using the different datasets for validation
reduces its accuracy deviation when facing images of different
sizes and types. When looking only at the YTF dataset making
full use of these factors, DeepFace achieved the test accuracy
of 91.4 ± 1.1%. This number is a more accurate threshold
to compare our model against as it’s an apples-to-apples
comparison leveraging the same dataset. Taking into account
the limitations of so many conditions mentioned above, the
result we obtained, when compared to DeepFace, seems to be
rewarding.

Although we were inspired by the architecture of Deep-
Face, as described in detail above we did not fully copy the
DeepFace model. We were limited by the computational power
available to us. Just the memory required to fully reproduce the
DeepFace model is massive and greatly exceeds that which we
had access to. Instead, we demonstrated that the simpler and
more accessible models we built have promise in recreating
DeepFace-style breakthrough performance, utilizing a fraction
of the resources.

VII. CONCLUSION

DeepFace revolutionized the facial image recognition in-
dustry. In this paper, we demonstrated the power of learned
features through six convolutional neural networks (CNNs).
Inspired by the DeepFace architecture, but in making our
own tweaks, the models we constructed were trained on the
YouTube Faces (YTF) dataset to be multi-class classifiers. The
Base Models showed satisfactory performance, which indi-
cated that a CNN-based architecture could manifest remarkable
performance in image classification if given a large dataset.
Compared to the DeepFace model architecture, the model was
less complex, which potentially would bring difficulties in
capturing essential facial features effectively in other datasets.
Based on the first experiment, it was obvious that there are
multiple factors that needed to be taken into consideration
when constructing an image classifier for a face recognition
system. When dealing with exponentially massive amounts of
data, the architecture and depth of the model will play a crucial
role in performance. The success of DeepFace showed that
remarkable results could be achieved with the right architecture
combined with face alignment and frontalization. We demon-
strated that our models could obtain good results at much lower
computational cost.

The first few models we built showed us many factors
that need to be considered when building a large CNN
classifier, such as: how to make full use of the structure
and characteristics of CNN itself, the suitable combination of
hyperparameters for training, and how to adjust particular parts
of model architecture when working with datasets at large
scales. This paper is a valuable contribution to the field of
image classification and facial recognition.

In future work, we wish to further improve the model. First,
we would explore adding some preprocessing methods for face
images, such as image sharpening, extended face alignment,
and frontalization. Second, in terms of the model architecture,
we may consider trying to combine layer functionalities such
as with locally-connected layers or pooling layers.
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