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Abstract—Speech recognition systems are widely used for 
smart applications. The smart application-based speech 
recognition system has different requirements for processing the 
human voice. The most common performance in the speech 
recognition system is essential to observe, since it is necessary to 
design smart application-based speech recognition systems for 
people's needs. Moreover, feature matching is the principal part 
of speech recognition systems since it plays a key role to 
authenticate, separate one human voice from another, and their 
different articulation. Therefore, this work proposes a 
performance comparison of speech recognition systems based on 
feature matching using Lab-VIEW and MATLAB. The feature 
extraction involves calculation of Mel Frequency Cepstral 
Coefficients (MFCC) for each frame. For the matching process, 
the system was tested 100 times for each five speeches by making 
changes in articulation with the same vocal cords. This matching 
process uses DTW (Dynamic Time Warping), and then the 
testing is based on the most common performance in the speech 
recognition system’s comparison between Lab-VIEW and 
MATLAB such as accuracy rate, execution time, and CPU usage. 
Based on experimental results, the average accuracy rate of 
MATLAB is better than Lab-VIEW. The execution time testing 
indicates that Lab-VIEW has a shorter execution time than 
MATLAB. On the other hand, Lab-VIEW and MATLAB have 
almost the same CPU usage. This result indicates that the 
performance comparison is able to be used according to the 
requirements of smart application-based speech recognition 
systems. 
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I. INTRODUCTION 
In general, the instrument for creating the human voice can 

be confined into three parts, i.e., lungs, vocal strings, and 
verbalization [1]. The combination of the vocal strings with 
verbalization can create an assortment of discourse. The 
discourse quality, counting unforgiving, tense, breathy, or 
whispery voice, can be influenced by emotion and 
temperament [2]. In the last decade, there has been an 
automated method of identifying words spoken by the human 
voice and converting them into readable text. This automated 
method is called speech recognition. Furthermore, the human 
voice can also be utilized in computer technology by using the 
speech recognition system. 

Speech recognition is utilized to change over talked shape 
into content to help people needs [3]. The speech recognition 

system is widely used for smart applications, e.g., intelligent 
wheelchair, Google assistant, Alexa, Cortana, Siri, and home 
assistant [4], [5]. Each smart application-based speech 
recognition system has different requirements for processing 
the human voice. Typically, the speech recognition system 
works through four stages, i.e., speech analysis, feature 
extraction, modeling, and testing techniques (matching 
process) [6]. In the speech analysis stage, speech data contains 
different types of information that appear a human voice 
identity. The next stage is feature extraction, which takes on 
features that might be used to match the digital signal of the 
human voice to a particular pattern. Then, the modeling stage 
is used to generate speaker models using speaker-specific 
feature vectors. In the last stage, the speech-recognition 
system matches a detected word to a known word using 
testing techniques (matching process). Feature matching is the 
most important stage of speech recognition since it plays an 
important role in authenticating and separating one human 
voice from another and their different articulation. The 
matching results then identify similarities [7]. 

In the last decade, some works have observed the 
performance of speech recognition system separately [8], [9], 
[10], [11]. However, since the most common performance of 
speech recognition systems based on feature matching was not 
observed at all. Thus, it is needed to observe of all the most 
common performance of speech recognition systems based on 
feature matching. 

To this end, this work proposes a system that can identify a 
speech using features matching the most common 
performance of speech recognition systems. The work is 
aimed to recognize the speech built in two programming 
languages Lab-VIEW and MATLAB. They were selected 
since they have been widely used for designing smart 
application-based speech recognition systems [12], [13]. In 
Lab-VIEW programming, the structure of the graphical piece 
of a program chooses the execution stream in which the 
computer program design interfacing center points by drawing 
wires [14]. Furthermore, Lab-VIEW programming is able to 
combine the virtual instrumentation technology and speech 
recognition system; and also provided password authentication 
[15]. On the other hand, MATLAB permits framework 
control, plotting of a work and information and calculation 
usage. In spite of the fact that numerically nuanced, a tool 
compartment that employments a typical machine permits get 
to the computer logarithmic capabilities [16]. Moreover, in 
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order to address the analysis and testing issue an appropriate 
software tool is developed using MATLAB that enabled 
unified framework for tracking the performance of all 
necessary functions of speech recognition system [17]. These 
programming language performances were compared when 
identifying speech to determine the parameters used for 
processing human voice. 

This work focuses on the method of how the system can 
recognize the speech based on previously stored voice features 
sequence as the reference signal. This work implemented the 
voice recognition based on feature matching with changing 
articulations. Structurally, the speech recognition system 
requires a dataset used to train the system's sensitivity to 
speech patterns. In this work, the stored training data is called 
the dictionary. This dictionary is used as the database in 
matching the spoken word. 

This work organizes the rest of this paper as follows. 
Section II presents a review of related works. Section III 
describes the detail process of feature matching. In Section IV 
express the materials and system design includes the detail 
description of the data used in this work and the design of 
proposed system. Section V presents the result and discussion 
of the performance comparison between Lab-VIEW and 
MATLAB on feature matching-based speech recognition 
system. Finally, Section VI is dedicated to conclusion and 
further works. 

II. RELATED WORK 
The speech recognition system is widely used for smart 

applications. A study [18] estimated that speech recognition 
needs to achieve close to a 90% accuracy rate for designing 
smart homes assistants. One of the factors needed in its design 
is data communication between devices so as to provide 
security and convenience that meet people's needs [19]. 
Moreover, the slower or faster time execution of an intelligent 
wheelchair is according to their current resistance [20]. 
Afterwards, the voice assistant technologies (such as Google 

Assistant, Alexa, Cortana, Siri, etc.) require addressing 
restrictions like CPU and memory limitations [21]. This is to 
achieve an efficient on-device streaming speech recognition 
system. Thus, this work considers that the accuracy rate, time 
execution, and CPU usage could represent the most common 
performance in the speech recognition system. Therefore, the 
consideration of these parameters is important to observe. 

According to A. A. A. Zamil, et al. [8], the extricated 
highlights of the obscure discourse and after that compared 
them to the put away extricated highlights for each diverse 
speaker in arrange to distinguish the obscure speaker using a 
voting mechanism. However, the key process of selecting the 
extracted features is minimizing the difficulty of speech 
recognition system computing for matching processes [9]. 
Therefore, another study has observed the performance of 
speech recognition system computing [10], [11]. Nevertheless, 
the most common performance of speech recognition systems 
based on feature matching was not observed at all. Therefore, 
the observation of all the most common performance of 
speech recognition systems based on feature matching (i.e., 
the accuracy rate, time execution, and CPU usage) is needed. 

III. FEATURE MATCHING 
Before the recognition process, pre-emphasis was applied 

to the voice signal [22]. Pre-emphasis was aimed to suppress 
high-frequency parts during the production mechanism of the 
human voice before performing the framing and windowing 
process. The framing and windowing process was intended to 
split the speech signal into smaller parts [23] because it needs 
to be assumed as a stationary signal. Finally, energy detection 
was performed on each frame to detect the existence of 
pronunciation in that frame [24]. 

Structurally, speech recognition consists of four stages: 
(1) speech analysis, (2) feature extraction, (3) modeling, and 
(4) testing techniques or matching process. The block diagram 
of feature matching, which includes all stages of speech 
recognition, is shown in Fig. 1. 

 
Fig. 1. Block Diagram of Feature Matching. 
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The first stage is speech analysis, which contains different 
types of information that shows a human voice identity. After 
the pronunciation has been detected, this work needs to extract 
the speech feature on each frame in the second stage. The 
feature extraction involves calculation of Mel Frequency 
Cepstral Coefficients (MFCC) for each frame. By using the 
MFCC, it is able to develop the features from the speech 
signal which can be used for speech recognition system [25]. 
The MFCC consist of the following steps: Windowing, Fast 
Fourier Transform (FFT), power spectrum calculation, Mel 
Frequency warping, and Discrete Cosine Transform (DCT). 
The block diagram of the feature extraction process of MFCC 
is shown in Fig. 2. 

Since the effect of frame blocking the speech signal 
becomes discontinuity, windowing is required in the first 
process of second stage. Then, FFT is applied to transform 
speech signal to frequency domain in each frame. 
Furthermore, the power spectrum for each frame is calculated. 
However, it is having a lot information which is not needed 
for feature matching process. Thus, Mel Frequency Warping is 
used for filtering in the form of a filter bank to determine the 
size of the power spectrum of a certain frequency band and 
convert the frequency into mel. Finally, DCT is used for 
producing a mel spectrum to improve recognition quality [25], 
[26]. 

In the third stage, the feature extraction process was done 
on a set of words and then stored the feature vector sequences 
[27] as the dictionary. The dictionary function performs 
feature extraction, which will be stored and used as a 
reference. The dictionary will be used as a matching reference 
with the recorded voice speech features. Thus, in the early 
stages, this work needs to save the voice that will be used as a 
dictionary dataset. The data were stored in the dictionary and 
formatted as an array. There were 25 feature vector data sets 
in the dictionary, which consisted of voice left (5 sets), right 
(5 sets), up (5 sets), down (5 sets) and stop (5 sets). 

 
Fig. 2. The Flowchart of Feature Extraction Process of MFCC. 

Typically, people have different speaking speeds and 
characteristics [28]. Dynamic Time Warping (DTW) is used to 
normalize these differences. Moreover, feature vectors of the 
voice test sequence were also compared with each word in the 
dictionary set using the DTW algorithm and the best match in 
each set was outputted in the final stage. DTW is an algorithm 
used to measure similarity between two sequences which may 
vary in time or speed. Thus, it can find the best alignment 
between two different sequences of signals. Fig. 3 shows the 
flowchart to implement the DTW algorithm. 

 
Fig. 3. The Flowchart of DTW Algorithm. 

The DTW algorithm works mainly by calculating the 
Euclidean distance between two points [8], which is the point 
of the test and reference points for recognizing or 
authenticating each frame [29]. The threshold was set so that 
the random noise signal is not generated by the matching 
speech. Therefore, the DTW algorithm can also be used to 
find the best matching between voice data test and dictionary 
data. Then the Euclidean distance function is called when 
calculating the DTW. After that the matching process between 
the dictionary voice features with the voice data that has been 
recorded is performed. Fig. 4 shows the flowchart for 
calculating Euclidean distance. Finally, this distance will use 
for comparing voice and reference voice to recognize or 
authentication process. The detail process of recognize or 
authentication is described in Section IV below. 
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Fig. 4. The Flowchart of Euclidean Distance Calculation. 

IV. MATERIAL AND SYSTEM DESIGN 
This work used the TIMIT Acoustic-Phonetic Continuous 

Speech Corpus dataset. This is a standard dataset used for 
evaluation of automatic speech recognition systems. It consists 
of recordings of 630 speakers of 8 dialects of American 
English each reading 10 phonetically-rich sentences. It also 
comes with the word and phone-level transcriptions of the 
speech. Furthermore, to obtain the work’s objective, the five 
sets of voice dictionaries (such as left, right, up, down, and 
stop) is used for matching processes by making changes in 
articulation. 

The system design consists of three parts: Dictionary, 
DTW, and Euclidean Distance. The Dictionary was used to 
store five words: left, right, up, down and stop. Each word was 
repeated 5 times. The voice test sequence will be matched to 
all words in the first dictionary set and then the word with the 
least distance will be extracted. Then, the voice test sequence 
will be matched to all words in the second dictionary set and 
the matched word will be extracted. The same will be done for 
the next three sets. Thus, the dictionary will give 5 matched 
outputs from the dictionary set. The most repeated word in the 
output will be regarded as the best match. 

The DTW can normalize the speed difference of speaking 
[30]. It can find best-alignment between two different signals. 
This function will call the Euclidean distance function to 
calculate the distance between the test signals with reference 
signals. After that, the results of feature extraction were 
matched with the dictionary that has been recorded as the 
reference. This function will do the matching features by 
calling DTW to find the best alignment between the two sets 
of sequences. 

The voice received by the system compared to reference 
voice that has been stored in the dictionary. The distance of 
both speeches was calculated using the Euclidean Distance 
algorithm. The closest distance to the set reference speech is 
output for recognizing or authentication process. 

V. RESULT AND DISCUSSION 
In this section, the block diagram and flowchart in the 

previous section have been implemented in the programming 
language using Lab-VIEW and MATLAB on a desktop of 
Intel i7 4-core CPU and 8 GB RAM. Furthermore, this work 
describes the performance comparison results in the speech 
recognition system. 

A. Experimental Result 
The testing phase was performed by connecting a 

microphone to a computer that had installed Lab-VIEW and 
MATLAB program code. Then, while the speaker speaks a 
voice, the signals were acquired by the Lab-VIEW for 2 
seconds duration at 11025 Hz sampling rate. This work tested 
the system using 5 different voice speeches consisting of 
“Left”, “Right”, “Up”, “Down”, and “Stop”. Each of these 
words was repeated 100 times with different articulations. The 
detailed information about the amount of data for the 
matching process can be seen in Table I. 

The recognized outputs were observed to calculate the 
system performance. The first test is the success level of the 
system in identifying what is spoken. The details of the first 
testing result of accuracy rate can be seen in Table II. 

The average accuracy rate for Lab-VIEW and MATLAB 
are: 85,6 % and 89,6 %. The accuracy results are obtained by 
ratio between true positive (TP) and true negative (TN) to TP, 
TN, false positive (FP), and false-negative (FN) as shown in 
(1) [31]. TP presents the number of voices that are labeled 
correctly and TN for the number of voices that are correctly 
identified as not corresponding to the words spoken. FP 
indicates the number of voices that are incorrectly labeled. FN 
denotes the number of voices that are unidentified in words 
spoken. 

TABLE I. DETAILED INFORMATION ABOUT DATA FOR MATCHING 
PROCESS 

Word The number of data 

Left 100 

Right 100 

Up 100 

Down 100 

Stop 100 

Total 500 

TABLE II. THE TESTING RESULT OF ACCURACY RATE IN THE SPEECH 
RECOGNITION SYSTEM 

Word  Lab-VIEW Accuracy Rate (%) MATLAB  
Accuracy Rate (%) 

Left  81 91 

Right 85 85 

Up 88 87 

Down 85 92 

Stop  89 93 

Average 85,6 89,6 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃+𝑇𝑁
𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

              (1) 

The second test is to test the running time required to 
execute the program. The execution time is calculated from 
the voice received by the system until the system finishes 
identifying the voice. The testing is done 100 times on each 
word. The second test result of execution time can be seen in 
Table III, which shows that the average execution time for 
Lab-VIEW and MATLAB are: 723 ms and 969,4 ms. 

TABLE III. THE EXECUTION TIME RESULT OF SPEECH RECOGNITION 
SYSTEM 

Word  Lab-VIEW Execution Time 
(ms) 

MATLAB Execution Time 
(ms) 

Left  752 1044 

Right 883 1091 

Up 617 953 

Down 698 847 

Stop  665 912 

Average 723 969,4 

The third test is CPU usage. This test is quite important in 
building the system so that resources can be used optimally. 
The testing is done 100 times on each word. The third test 
result of CPU usage can be seen in Table IV, which shows 
that the average of CPU usage for Lab-VIEW and MATLAB 
are: 1,55 % and 1,57 %. 

TABLE IV. THE CPU USAGE RESULTS OF SPEECH RECOGNITION SYSTEM 

Word  Lab-VIEW CPU Usage 
(%) 

MATLAB CPU Usage 
(%) 

Left  1,56 1,41 

Right 1,84 1,42 
Up 1,41 1,74 

Down 1,63 1,67 

Stop  1,29 1,62 

Average 1,55 1,57 

B. Discussion 
Based on experimental results, the average accuracy rate 

of MATLAB is better than Lab-VIEW since the value of TP 
and TN in the MATLAB results is higher than Lab-VIEW. On 
the other hand, Lab-VIEW has a shorter execution time than 
MATLAB since Lab-VIEW has simple code that is assessed 
according to the number of elements or lines used. The faster 
the code can be updated or debugged the better surveyable the 
program is [32]. 

In order to verify the performance comparison results, a 
box-plot method or also called Box-and-Whisker plot method 
was conducted as presented in Fig. 5. From the figures, this 
work can find that average accuracy rate and execution time 
are significantly different between Lab-VIEW and MATLAB 
using t-test at the level of significance (ρ) of 0.05. This result 
indicates that the average accuracy rate of MATLAB is 
actually better than Lab-VIEW. Then, Lab-VIEW actually has 
a shorter execution time than MATLAB since both of them 

are significantly different. It is also in accordance with the 
experimental results. 

CPU usage becomes an essential metric to determine how 
well an application is using the cores. CPU usage refers to a 
program’s usage of processing resources, or the amount of 
work handled by a CPU. Since the amount and type of 
managed computing tasks are the same, Lab-VIEW and 
MATLAB have almost the same CPU usage. Based on the 
statistical analysis, the CPU usage is not significantly different 
between Lab-VIEW and MATLAB using t-test at the level of 
significance (ρ) of 0.05. This result indicates that the Lab-
VIEW and MATLAB have the same CPU usage since both of 
them are not significantly different and in accordance with the 
experimental result. 

 
(a) 

 
(b) 

 
(c) 

Fig. 5. Box-and-Whisker Plots of Average (a) Accuracy Rate, (b) Execution 
Time and (c) CPU usage. 
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VI. CONCLUSION 
This work has designed a speech recognition system using 

feature matching on Lab-VIEW and MATLAB. The feature 
was extracted using MFCC and calculating distance using 
DTW from the speech. Before performing the speech, this 
work saved a set of the features from speech voice as a 
training set in a dictionary. The matching process was 
performed between the feature of the voice and the feature 
which had been saved in the dictionary. In the testing phase, 
this work tested five speech words and each word was 
repeated 100 times. The system experimented using the most 
common performance in the speech recognition system i.e., 
accuracy rate, execution time, and CPU usage. The 
performance comparison results show that the average 
accuracy rate of Lab-VIEW is 85.6% and MATLAB is 89.6%. 
The execution time testing of Lab-VIEW is 723 ms and 
MATLAB is 969.4 ms. While, the Lab-VIEW and MATLAB 
have almost the same CPU usage which is around 1.5%. 

Speech recognition has wide smart applications and 
includes voice-controlled appliances fully featured speech-to-
text software, automation of operator-assisted services and 
voice recognition aids. This work’s result indicates that the 
performance comparison is able to be used according to the 
requirements of smart application-based speech recognition 
systems. Hence, the performance comparison results in 
improving many speech recognition system applications can 
be further extended, which can make the process more robust 
and effective. 
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