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Abstract—Massive open online courses (MOOCs) are a 
variety of courses offered through the online mode, paid or 
unpaid and has evolved as an excellent learning resource for 
students. The structure of the course design is mainly linear 
where there are a few video lectures provided by either 
professors of several universities, or people with expertise in the 
particular subject. They are usually graded on a weekly basis 
through quizzes or peer-graded assignments. The objective of 
this paper is to extract the concepts taught in the videos from the 
subtitles, which could later be used to enhance recommendations 
of the learners using their clickstream data. The teachers could 
also use this to see the demand for their courses. Evaluate two 
keyword extraction methods, which are BERT and LDA using 
different Coursera courses. The experimental results show that 
BERT outperforms LDA in terms of Coherence. 
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I. INTRODUCTION 
One of the most profitable and in demand businesses in 

today’s world are those of Massive open online courses 
(MOOC). Not only do they offer a vast range of lectures on 
almost all the topics be it the medical field, or some complex 
lessons on coding, but can also be easily accessible by 
everyone sitting at home [1]. These platforms have attracted a 
large number of people, which sums up to nearly 10 million 
participants from all over the world.  Coursera, Udemy and 
EdX are some of the classic examples of MOOC [2]. The 
format of these platforms is similar, where professors or trained 
people share video lectures covering a particular topic. They 
use different methods of teaching like using powerpoint 
presentations, whiteboard or even the electronic boards. Some 
platforms invest a lot in making their videos interesting and 
visually appealing, hence they incorporate graphics and 
colorful animations. This helps in drawing more attention from 
the learners, especially the younger crowds. The lectures are 
usually grouped into few modules and a set of modules makes 
up a course. The module system helps the learner keep track of 
their progress and also have a better understanding of the pre 
requisites. The teachers find the module systems easier as it is 
easier to set assignments and other assessment related work. 
Each module usually runs for a week, however, it totally 
depends on the viewers’ interests. Weekly deadlines are set, 
which are flexible. This means that an ideal schedule is 
provided, which if followed thoroughly can benefit an average 
learner. However, it is their choice ultimately on how much 
time they want to spend on it, it could be earlier than the target 
date of even later. At the end of each module, there is an 
assessment held. There are several ways in which one is 
assessed to see how much of the course they have grasped. 
Some of these assessment techniques are quizzes, projects and 
peer-graded assignments. Few courses even have cutoffs to be 

cleared at the end of module assessment. Failure to complete 
this successfully would not permit the learner to proceed to the 
next module or it might not consider the module as complete 
[3]. Upon course completion, the learner receives a certificate 
of completion from the institute offering it and it can be 
considered as a legitimate proof of knowledge acquired, and 
can be updated in resumes and professional profiles. Courses 
that have strict assessments do not provide the certificates until 
all the quizzes have been cleared with the minimum required 
cutoff and all the peer graded assignments have been checked 
by the required number of co learners. The legitimacy of 
MOOC has gone so far that nowadays, universities offer these 
courses as electives as proper curriculum courses with college 
credits awarded on their completion. The college provides 
these courses and has their own assessment methods, however, 
the students have to complete these courses through the 
platform in order to receive the assigned number of credits. 
These courses can be free, but mostly they have to be 
purchased. Another alternative provided by MOOC is that 
some courses can be audited for free but do not provide 
completion certificates hence the purpose is solely for 
acquiring knowledge. 

MOOC provides a form of social learning where 
interactions constantly take place between learners and the 
teachers. It paves way for mass learning and personalised 
comprehension. Even though there is no face-to-face 
communication taking place, these platforms have been 
successfully been able to break the barriers of any type of 
communication hindered otherwise [4]. There are different 
ways one can engage themselves with the platforms. Learners 
and teachers can both participate in forum and discussions, 
helping fellow learners and students. Some even start taking 
lectures of their own. Others work on in video editing, as 
mentioned earlier, adding good graphical depictions of what is 
being explained or colourful animations. There is a lot work 
that has to be dealt in the back end of the sites or apps 
belonging to these platforms. A large group of people also 
contributes by providing constructive feedback and suggests 
improvements. These are constantly monitored and taken note 
of in order to improve the user interface of their platforms and 
attract more learners to purchase their products. These learning 
methods are completely different from the physical mode of 
learning and open a wide door of new opportunities to explore 
[5]. Hence, we can say that the most important factor which 
determines the success of these MOOCs is the engagement of 
the students, however not a lot of research has been carried out 
on how the student engagement affects the platforms. All 
MOOC platforms primarily run on how much they have been 
used and a decline in student engagement can give a massive 
blow to these businesses. It is of utmost importance that the 
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engagement is always constantly monitored and changes being 
continuously implemented in order to keep them high [6]. The 
discussion forums play a vital role in checking engagement, 
along with website visits, registrations, clicks etc. However, it 
is not an easy task to keep track of the engagement as there are 
so many parameters that have to be taken into consideration 
while doing the analysis. Some of them are course enrollments, 
course completion, discussion forums, etc. [7]. 

These courses some with their own set of disadvantages. 
Though they attract a large number of student registrations, 
recent studies have shown that only a small fraction of these 
students complete their courses [8]. According to statistics 
provided by Coursera, almost 75% of the courses enrolled by 
students have not been completed [9]. Another problem is that 
these platforms do not come with keyphrases and it is going to 
be a laborious task to identify them manually and will take up a 
lot of time. This means that one cannot search for courses 
based on particular topics. There are a variety of topics 
mentioned in each video, but there is no way of keeping track 
of these. It is important to do so as it can help recommending 
better courses to those who show interest in topics. Topic based 
searches can be made than course-based searches and it will be 
easier for the learner to choose their apt course based on how 
much do the topics cover in the course line up with their topics 
of interest. 

Keyphrases are important and significant expressions 
consisting a collection of words. They give us the contents of 
the data, or even sometimes summarize it [10]. There have 
been several algorithms developed to extract keywords from 
scripts, notes etc. These are used in data mining like clustering 
of documents, providing recommendations and formulation of 
queries [11], [12]. Bidirectional Encoder Representations from 
Transformers (BERT) is one of the models that can be used for 
keyphrase extraction. This model is used to make sequential 
recommendations based on past data. The distinctive feature of 
this method is that it can incorporate context from both sides, 
unlike other sequential predictors, which only do it from left to 
right [13].  Latent Dirichlet allocation (LDA) model is a 
probabilistic modeling algorithm. It is commonly used to 
identify the topics in a collection of texts. It is usually used in 
image retrieval and face recognition technologies [14], [15]. 

Instructors face problems in analyzing each student's level 
of understanding in order to improve the quality of courses or 
to provide referral systems. Although the number of students 
enrolling in courses has increased, very few of them actually 
complete the course. Therefore, it is necessary to track learner 
journey data to know what interests them. The goal of this 
paper is to extract the concepts taught in the videos from the 
subtitles, which could then be used to improve the learners' 
recommendations using their path data. Instructors could also 
use this to learn about the demand for their courses. 

In this paper, we have attempted to extract concepts from 
the subtitles of video lectures of courses offered by Coursera 
using BERT and LDA models for key phrase extraction. A 
comparison is made between the results obtained by both. 

The paper is organized as follows. In Section 2, we review 
related work on concept extraction. 

Section 3 is devoted to the context of our experimental 
study, detailing the dataset collected from the Coursera MOOC 
videos and the models (LDA and BERT) that we will use for 
this study. 

In Section 4, we show our proposed algorithms for concept 
extraction from the sub-titling of the experimental results 
which show a better concept extraction.  In section 5 we end 
with a conclusion that shows the results of our work. 

II. RELATED WORK 
In our study, we have tried to automatically extract 

keyphrases from the subtitles of the videos. In general, there 
are two ways in which these extractions are carried out [16]. 
The first approach is supervised, where there is binary 
segregation of each word into either keyphrase or not a 
keyphrase [17]. The second approach is unsupervised. In this 
approach, the words are ranked based on what the algorithm 
asks it to do, for example probability of occurrence, or even 
usage in the course. Some commonly used machine learning 
algorithms are Naïve Bayes and support vector machines [18]. 

Yi-fang et al developed an algorithm called KIP algorithm. 
In this algorithm the extracted words were first examined and 
scored on the basis of three factors. The first factor was their 
frequency in the text. This means they checked how frequently 
the word occurred in the text. Second parameter considered 
was their specificity. This means there is a check on how 
specific or unique the words are to the course provided. This 
information is also gathered by checking on the neighborhood 
data. Last parameter taken into consideration is its contents, as 
in the words that are related to the examined word. The words 
are arranged in order of their scores. The words that obtain 
high scores are later categorized as keyphrases [12]. Another 
similar type of work can be seen in Xiaojun et all’s paper used 
information from the neighborhood documents to get more 
data and then this data was graphically represented along with 
the data of the document where keywords need to be extracted. 
These data were compared and the keyphrase were extracted 
accordingly [10]. A very similar study to ours was found in the 
works of Raga et al. They used this method to navigate to the 
exact part of the video, or access a video segment by just 
searching for the keyword. They considered factors like 
statistical and visual features while implementing the algorithm 
[19]. A model called Text Rank was developed by Rada and 
Paul where they took a graphical approach to rank the words 
[20]. The TPR (Topical Page Rank) approach is another one 
proposed by Liu et al where first the segregation occurs based 
on various topics and then the TPR algorithm is individually 
run on each one [18]. Some other algorithms were developed 
based on using deep learning [21] , frequency of occurrence of 
words [22], word embedding vectors and graphical ranking 
[23]. 

Our study draws inspiration from all these works, but still 
manages to stand apart as we aim on increasing engagement by 
giving personalised recommendations to learners based on their 
search history or clickstream data. To ensure this, keyphrases 
have been extracted from the subtitles using two algorithms 
and the best of these two on experiments could be used to 
develop better recommendation systems. Elaborating on that, 
these keyphrases can be used to match with the learner’s 
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interests thus giving better course recommendations. The 
teachers can also benefit from this study. The clickstream data 
allows teachers to know which topics are more in demand and 
will encourage them to record lectures covering those topics. 
This will help the algorithm detect their courses and 
recommend it to the learners. They can also gauge the learner 
engagement and see which part of their courses attract more 
attention. 

III. METHODOLOGY 

A. Datasets 
The study will use the dataset called ''MOOC DATA''. This 

dataset has been derived from the subtitles of the course videos 
from Coursera platform. All the words are split up into 
individual components and these could further be sent into 
algorithms for keyphrase extraction. This dataset consists of a 
total of four folders named: 

• ''CSEN'' – Computer Science in English 

• ''CSZH''- Computer Science in Chinese 

• ''EcoEN''- Economy in English 

• ''EcoZH''- Economy in Chinese 

The statistics of the four datasets are listed in Table I, 
where #courses, #videos, are the total number of courses, 
videos, in each dataset. 

TABLE I. DATASET STATISTICS 

Dataset  Domain Language #courses #video 

CSEN Computer 
Science English 18 2,849 

 

EcoEN Economics     English 5 381 
 

CSZH Computer 
Science Chinese 8 690 

 

EcoZH Economics Chinese 8 455 
 

However, for the sake of better understanding and better 
research, only the ''CSEN'' folder was used for the study. This 
folder contained two JSON files, one of these files was called 
''candidates'' and the other one was called ''captions''. Again, 
since the aim of our study only deals with the subtitles of the 
videos, only the caption file was utilized. This table contained 
the video captions of 18 computer courses; the size of this file 
is 216 MB. Table II shows how the subtitles were sliced and 
stored. 

The first column is usually ignored as it is the serial 
numbers. The second column is the Course ID. This is a unique 
code, which is used to identify the particular course. For the 
course we considered (Computer Science with English), the 
course id is 1. The column next to this is the text. It consists of 
the script of the subtitles and is called transcript. This script is 
so precise that it also has details like parts of the video where 
there is music. That’s what makes the process of keyword 
extraction challenging. The music is used way too many times; 
the system might mistake it to be a keyphrase while we know it 
is just the background music being referred. Hence it is 
important that all these unwanted parameters are taken care of 

at the initial stages and the algorithm is not affected due to 
them. The column next to it is the tagged column. Here, we see 
that every word has been sliced up (including the music). The 3 
gram model is used to carry out this process. For example, the 
first row shows that the text has been separated into tags like. 

“MUSIC”, “Today”, “we”, “re” and so on. Again, on 
running models, the music words should not be considered for 
keyphrase extraction. The last column is video id which is the 
unique number given to the video in a course, and is used to 
refer to a particular course. The course is the same while the 
videos from which the words were extracted from were 
different. Our study uses the first 5 videos from the course with 
course id 1. This dataset will run through two models and a 
comparison will be drawn regarding which is the better one to 
consider for keyphrase extraction. 

B. Pre-Processing 
Pre-processing is the process where the raw data received is 

converted into a form that is comprehensible and useful. It is 
extremely crucial to ensure that data pre-processing has been 
done before carrying out any analytical task [24] [25]. This 
helps in having a dataset of good quality. Process used to split 
the text or segmenting a text to words, meaningful parts or 
phrases is called tokenization. In this process, punctuations, 
whitespaces and other non- alphanumeric characters are not 
considered, all characters are converted to lowercase and 
stopwords (conjunctions, articles, etc.) are removed [26]. 

Before proceeding, there is another concept that needs to be 
looked upon, which is an n-gram. An n-gram (or Q gram) is 
basically a sliced part of a longer string consisting of n 
characters. They are usually obtained from a sample text or 
some form of speech [27]. It could be words, phrases, letters 
sometimes even syllables. It is a very efficient means of 
implementation. On conversion in n-grams the string gets 
embedded into a vector and is further compared with other data 
of similar type. Its consistency and distribution can be 
measured too [28]. An n-gram model is a probabilistic 
language model, where it is used to make predictions of the 
items succeeding it in the form of a sequence known as an (n-
1)- order Markov model. These models find their extensive 
usage in computational linguistics, communication theory and 
data compression. There are two major advantages of using 
thesen-gram models and algorithms. One of them is simplicity, 
the model is comparatively simpler to operate and execute than 
its other counterparts. Secondly, its scalability is a boon. At 
higher n values, this model is able to store more contexts with a 
space- time tradeoff which has been understood well. This 
allows the smaller experiments to efficiently expand. 

In our study data has been obtained beforehand from the 
dataset in order to run it with various algorithms. The words 
from the video subtitles have been sliced out into different 
words. Each of these go through the algorithm to obtain results 
on whether it is a keyword or not. That is decided based on 
other data like how frequently the word is used or its 
significance in the text. This process will help identify the key 
topics covered in the course. The data was retained from the 
dataset, however, unnecessary information like the tagged 
column and stopwords were eliminated altogether and n-grams 
were generated. 
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C. Models used 
1) BERT: Bidirectional Encoder Representations from 

Transformers (commonly known as BERT) is a machine 
learning model that is used for language representation [28]. 
These models are pre- trained and they force the model to 
study the semantic data in between and withing the sentences. 
Unlike other similar models which only function from left to 
right, BERT works from both directions i.e. it is bidirectional, 
just as its name says [29]. This algorithm takes the final 
hidden state of the first token and uses it to represent the entire 
sequence for tasks which require classification of texts. When 
BERT is incorporating with another output layer, there is an 
advantage of minimal number of parameters being necessary 
to be learnt form scratch [30]. There is a particular format that 
any input data needs to fulfill if it has to undergo the BERT 
model. A special token which consists of the special 
classification embedding called [CLS] is put prior to every 
sentence to fulfill this criterion. Another special token that is 
used is the [SEP]. It is placed at the end of each and every 
sentence in order to make a clear separation between the 
segments [26]. BERT also relieves the problem of masked 
language model (MLM), where it randomly covers some of 
the input and expects the algorithm to predict it based on the 
date of the surrounding words. The next sentence prediction 
(NSP) is also used. Fine – tuning techniques are of various 
kinds based on how much of the architecture needs to be 
trained [31]. Basically, it is a sequential predictor. Google uses 
BERT to enhance its search predictions. In our first study, we 
have taken the data from the dataset and run it with BERT 
model [35]. 

For BERT analysis the probability analysis can be 
represented using the following language model by Equation 
(1) [36]: 

P(w1, w2 … , wT) = ∏ P(wt|w1, w2,⋯wt−1)T
t=1  [36]         (1) 

Where w1, w2 … are the different individual entities of 
which we need to find the probability distribution and T is the 
total number of entities. In our case, this is the probability 
distribution of each word in the subtitle file. 

2) LDA: The Latent Dirichlet Allocation (or LDA) is a 
probabilistic model. The main aim of this model is to 
represent documents as different topics and each of these 
topics are characterised by a distribution over words [32]. The 
assumption made here is that every course has a set of topics 
already and the text (subtitles in our case) have relevant 
information to summarise these topics and hence, they can be 
grouped under them. The algorithm tells us the similarities in 
the data by grouping them into common topics [14]. It gives 
us a distribution of the word usage and when we search for a 
particular word, it refers to this distribution [33]. Supervised 
Machine Learning algorithms are used to run the model. This 
approach is used as a solution to a lot of problems related to 
topic identification, face recognition, web spam classification 

and entity resolution [34]. The second part of our study deals 
with LDA. 

To find the normal probability density function using the 
LDA method, the formula is given by Equation (2) [37]: 

𝑃(𝑋|𝜋𝑖) =  1

(2𝜋)
𝑝
2 |Σ|12

 𝑒𝑥𝑝 �− 1
2

(𝑋 − 𝜇𝑖)′Σ−1 (𝑋 − 𝜇𝑖)�   [37](2) 

Where, 
πi – Probability density function 
x – Multivariable normal 
μi – Mean vector 
Σ – Variance- covariance matrix. 

This can be used if all the matrices for all the populations 
are homogenous. The decision rule of the LDA algorithm is 
based on the Linear score function, which is defined by 
Equation (3): 

SiL(x) = −1
2
μi′Σ−1μi + μi′Σ−1X + log P(πi)  [38]          (3) 

Where following substitutions are made: 

𝑑𝑖𝑜 =  −1
2
𝜇𝑖′𝛴−1𝜇𝑖 ; 𝑑𝑖𝑗 = 𝑗𝑡ℎ 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑜𝑓 𝜇𝑖′𝛴−1 

diL(X) is the linear discriminant function (4) i.e.  

diL(X) = dio + � dijxj
p

j=1
             (4) 

Therefore we get Equation (5) [38], 

SiL(x) =  diL(X) + log P(πi)  [38]            (5) 

IV. EXPERIMENT AND RESULTS 

A. BERT 
BERT analysis was first carried out on the preprocessed 

data. There was a restriction put on the number of concepts that 
could be extracted to only 3 concepts per line. The n-gram set 
for each concept was between 1 and 3. Fig. 1 depicts the results 
obtained. 

Fig. 2 shows the coherence and the average overlap of the 
topics when the data was processed through the BERT model. 
20 topics were given to derive BERT’s selected keywords. The 
topic coherence graph shows linear increase upto topics, which 
is also followed by a linear increase, but the slope gets reduced. 
The average topic overlap graph shows a steep linear decrease 
initially up to 2 topics, after which the slope reduces. Finally 
after 3 topics, the line almost flattens out. Both the graphs 
overlap at a point in the earlier stages. The ideal number of 
topics is 4. 

 
Fig. 1. The Concept Extracted from Subtitlles with BERT. 
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Fig. 2. BERT Coherence Score with Overlap Coefficient. 

B. LDA 
The second studies were carried out using the LDA model. 

Again, concepts per line were restricted to 3 and the n-gram 
was set between 1 and 3. Fig. 3 gives us the results obtained. 

 
Fig. 3. The Concept Extracted from Subtitles with BERT. 

Fig. 4 gives us an insight of the results for the same. A 
graph containing coherence, average overlap of topics was 
plotted where 20 topics were given to derive the LDA selected 
keywords. The graph of Topic Coherence shows a peculiar 
trend. It remains constant throughout and shows no variations 
at all. The average topic overlap shows a slight decreasing 
linear trend up to 2 topics, then it remains constant and above 3 
topics there is a further linear slight decrease. The overall 
overlap decrease is very small.  Unlike what we observed in 
the graph of BERT analysis, in this graph we do not see any 
intersection of the two parameters. 

 
Fig. 4. LDA Coherence Score with Overlap Coefficient. 

C. BERT v/s LDA 
In order to draw comparisons with both the studies, the 

following parameters were considered. 

1) Overlap coefficient: It is the measure of similarity that 
is used to track the amount of overlap between two finite sets. 
In other words, we can say that it is the intersection of two 
sets. Our studies showed the average overlaps of the topics in 
LDA to be higher than that of BERT analysis. 

2) Topic coherence: It measures the total score of a single 
topic by measuring the degree of semantic similarity between 
the high scoring words of the topic. The consistency of the 
concepts by BERT was found to be higher than that of LDA. 

As consistency is the more prioritised factor, overall, it can 
be concluded that BERT is the better model to use for 
keyphrase extraction of video subtitles in MOOC than LDA as 
it gives us clearer information about the topic coherence. 

V. CONCLUSION AND FUTURE PROSPECTS 
Our studies show that BERT was a better model that could 

be implemented in order to extract keyphrases from the video 
subtitles from MOOC videos. The MOOC industry is booming 
and will continue to do so in the future. It is important to 
ensure that the course completion rate is high. Now that one 
can identify the key topics in a course using BERT model, 
further programming can be done to link these results with the 
search history of the learner. When any of the key topics are 
searched, these courses should show up and similar courses be 
recommended. This will ensure that the learner finds exactly 
what they are looking for thus motivating them to complete the 
course and enjoy it. This also helps give them personalised 
recommendations. As mentioned earlier, the teachers recording 
the courses also will vastly benefit from this. They can check 
the engagement of the students in their courses, or have an idea 
about which part of their video is watched more or gets more 
demand. They can also use this data to record lectures 
accordingly so that their courses appear on the top of the 
recommendations. 
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