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Abstract—The growth of the number of e-commerce users and
the items being sold become both opportunities and challenges
for e-commerce marketplaces. As the existence of the long-tail
phenomenon, the marketplaces need to pay attention to the high
number of rarely sold items. The failure to sell these products
would be a threat for some B2C e-commerce companies that
apply a non-consignment sale system because the products cannot
be returned to the manufacturer. Thus, it is important for the
marketplace to boost the promotion of long-tail products. The
objective of this study is to adapt the graph-based technique
to build the recommendation system for long-tail products. The
set of products, customers, and categories are represented as
nodes in the tripartite graph. The Absorbing Time and Hitting
Time algorithms are employed together with the Markov Random
Walker to traverse the nodes in the graph. We find that using
Absorbing Time achieves better accuracy than the Hitting Time
for recommending long-tail products.
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I. INTRODUCTION

Promotion becomes one of the success factors in product
marketing [1], i.e the better the promotion, the more peo-
ple recognize the products being promoted, and the higher
chance for those products being sold. On the other hand,
the wrong strategy in promoting products could also cause
difficulty or even failure in selling specific products [2]. In
general, e-commerce companies tend to recommend popular
products to customers. Those products would remain popular
and the not recommended products would be less exposed
by customers. The high number of unpopular products would
be harmful to some B2C (Business-to-Consumer) e-commerce
companies that apply the non-consignment sale system. These
e-commerce companies have already paid the products from
the manufacturer to be sold to the customers. The products
will not be returned even though the companies are unable to
sell them. The more unpopular products are unsold, the higher
the cost would be due to the damage risk or the inventory cost
for storing such products.

The long-tail phenomenon is a condition when the un-
popular (niche) products dominate the total sales [3]. Long-
tail products are also interpreted as the less popular products
among customers [4]. Even though the sales volume of each
product was not so high, the total number of products dominate
the total sales [2]. The ratio between long-tail products and
popular products is following the 80/20 principle or Pareto
rules. The 80% of total revenue is obtained from 20% of total
products, i.e., the popular ones. By increasing the sales volume

of the remaining 80% of the total products (the long tail), the
total revenue could be increased significantly.

A recommendation system is one of the important tools for
marketing strategy. It is useful in dealing with the information
overload issue as the variation of the products increases. Many
studies in the recommendation systems for the e-commerce
domain have been conducted [5], [6], [7], [8], [9]. Studies
in this area are usually focused on the behavior or character-
istics of the ”known” products or ”the shopping history” of
customers. The common objective is to recommend the most
suitable products based on transaction history. By its ability to
capture customers’ preferences, it is easier to recommend such
suitable products for them. And for the customers, it will be
easier to determine which to purchase and where to buy. On
the other hand, since the recommendation commonly brings
popular products up, these products become more competitive
among many business owners [4]. Thus gaining profit from
such products could be more challenging. On contrary, the
less popular products are less noticed by many sellers so they
could bring more profit if it is successfully sold [10], [4].

The characteristic of the data being used in a recommen-
dation system is suitable to be represented in a graph. In
every domain of the recommendation system, it is possible
to represent the entities, such as users, items, movies, foods,
images, books, as the nodes (vertices) of a graph. Meanwhile,
any relations between entities can be represented as the edges.
Many studies about graph-based recommendation systems
have been conducted for different problems to be solved. A
graph structure was owned by mostly recommendation system
and also it raises many potential exploration and development
through graph learning [11]. One common graph representation
is a bipartite graph, for example, to capture the relationship
between a set of users and a set of items. A study by [12]
used this kind of representation to apply collaborative filtering
based on user similarity and item similarity. A bipartite graph
was also used by [2] to solve the long-tail problem through
a random walker that is adopted in this study. The other
example with different graph representation but also employed
the random walker is a study by [13]. It solves the cold start
problem through a trust network by applying trust-based and
item-based collaborative filtering.

Now recalling the non-consignment sale system applied
to some B2C e-commerce companies, besides capturing cus-
tomers’ preferences, it is also important to take the unpopular
products out to the customers. The motivation behind this
study is to find the recommended products, which not only
focus on the more popular products but also those which
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are less exposed by customers but still in the customers’
preference area. Adopting previous studies, a tripartite graph
representation is used to draw the relation between users,
items, and categories. Since customers nodes are only con-
nected to product nodes that they have ever purchased, then
to make them exposed by the long-tail products, the Markov
Random Walker combined with Hitting Time or Absorbing
Time is employed to find the unpopular yet suitable products
to be recommended to the users. In addition, as the product
categories are available at different levels, this study also tries
to figure out whether the different category level being used
affects the recommendation results. More specifically, studies
about the recommendation system for long-tail products are
presented in Section 2 followed by the detail about tripartite
graph implementation in Section 3. Section 4 consists of the
experimental result and its analysis, and the conclusion would
be presented in the last section.

II. RELATED WORK

Studies to deal with the long-tail problem have been widely
conducted. A study in [14] tries to analyze and solve the
long-tail problems on the traditional recommendation system
(i.e. collaborative filtering) on an e-commerce platform. By
capturing the users’ information and behavior together with
the systems’ behavior, several models are established involving
Gradient Boosting Decision Tree, Logistic Regression, and
user entropy-based LDA. This study shows that it is possible
to recommend long-tail products while maintaining the quality
of the recommendation.

A similar conclusion was also obtained from a study in
[15] to enhance the collaborative filtering such that it considers
mining the long-tail items in the recommendation process.
This study was conducted on the sales of alcoholic beverages
(RateBeer). A matrix factorization was established based on
personal experience to generate the user experience level. The
top N recommendation is then obtained from the experience
level together with the consideration of items’ popularity.
This study captured a phenomenon where the customers with
lower experience levels tend to purchase popular products
more, and vice versa: those with higher experience levels, tend
to purchase the unpopular ones. The problem of this study
happened for new customers. The recommendation was either
not relevant or only focused on the popular products.

Specific to deal with the cold-start problem and long-tail
problem, a study by using social data (Flickr, BlogCatalog,
YouTube, HetRec11-LastFM) conducted in [10] first decom-
pose the overall products into the low-rank (short-head) prod-
ucts and the sparse part (long-tail) products. These two groups
were trained independently and the final recommendation
from each group was merged then became the recommended
products for the new users. But basically, this study focuses
more on resolving the cold start problem while ’introducing’
some items from the long-tail category in the recommendation.
Experimenting on a similar domain, especially related to movie
viewers data (through MovieLens and Last.fm), a study by [16]
developed CORE (Cosine Pattern-based Recommender). This
system allows product recommendation based on either the
popular products (based on those which have been rated by a
user) or the niche products (based on the cosine pattern. This

study reported that the accuracy of the recommendation will
be decreased when comes to dense data.

Other studies in recommendation system studies employ
the graph representation. Specific for the long-tail problem in a
movie data set, a study in [2] initiate the use of a bipartite graph
to represent the user-item relation. Markov Random Walker
was implemented to calculate the Hitting Time, Absorbing
Time, and Absorbing Cost which were used to determine the
ranking of the product recommendations. The performance
of Absorbing Cost outperformed the other two on various
measurement metrics used due to the characteristic of the
Absorbing Cost that considers customer interests/preferences
when giving a recommendation. This is suitable if all products
are similar as in movie data because it is easier to recommend a
movie to customers who have a specific interest in a particular
genre compared to customers who have an interest in several
genres.

Adopting the bipartite graph approach in [2], a study in
[17] added latent information (i.e genre node) as a link between
the customer node and the recommended product node such
that the graph representation became a tripartite graph. By this
improvement, it is possible to traverse from a user node x to
the item node y that is not directly connected through the
intermediate genre node z that might be indirectly connected
to y (for example through the intermediate node). The result
shows its ability to ’pick’ the recommended items from the
region that is suitable to the users’ taste. A study in [4] makes
an improvement in determining the latent information by using
a single category. This study was also proposed a new approach
to calculate the weight between product and category nodes to
avoid the misleading caused by the use of direct average rating,
namely the Bayesian averages. It shows the recall and the
diversity score improvement compared to the former study in
[17]. In both of these studies, the Hitting Time and Absorbing
Cost was employed based on their performance in the study
by [2].

Compared to the movie data (MovieLens) used by [17]
and [4], the domain of this study (e-commerce data from
B2C company) owns similar components. Both data own set
of users, items (i.e. movies vs products), and category (i.e.
genres vs products’ categories) such that it is possible to
build the tripartite graph representation. This study then adopts
the approach used by [17] and [4] to build the tripartite
graph-based recommendation system that employs the random
walker to promote the long-tail item to the user. However, the
characteristic of e-commerce data is different from the movie
data, so this work differs from the former at some points.
The first one is when customers often purchase products from
certain categories than the other, it does not always imply that
the category is preferable to the other. For example, because a
customer often purchases snacks on e-commerce, this does not
imply that the customer does not interested to purchase clothes
or electronic devices. This is probably the customer prefers
to buy clothes or electronic devices on offline stores rather
than from e-commerce. This is surely different from movie
data where the preference to watch movies from a specific
genre generally implies the preference to the respective genre.
From this condition, having information about what a customer
often purchased from e-commerce is not too useful for the
recommendation process, so that Absorbing Cost that works
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by considering such information to make a recommendation
is not suitable to be applied on e-commerce data. Thus, even
though [2] mentioned that Absorbing Cost could recommend
better than Hitting Time and Absorbing Time, this study try
the other way –to not include the Absorbing Cost. The second
point is that latent information in the movie data (genre) is
very different from the latent information in e-commerce data
(category). The main difference is that movie genres have
the same level, while the product categories are divided into
general categories (top-level) to the most specific category
(leaf-level). Since the relation (as well as the weight) between
items and different levels of the category might be different,
the use of different levels of product categories could be one
thing to be elaborated on, whether or not it affects the result
of the recommendations.

III. TRIPARTITE GRAPH RECOMMENDATION SYSTEM

A. Graph Representation

This study employs a tripartite graph, i.e. a graph G =
{V,E} which its node set V is partitioned into three disjoint
node subsets V1, V2, and V3 such that V = V1 ∪ V2 ∪ V3 and
for each (u, v) ∈ E, if u ∈ Vi and v ∈ Vj , then i ̸= j
[18]. The graph representation utilized in this study would be
an in-directed graph since a relationship between two nodes
implies the reverse relationship. There are three types of nodes
such as the user nodes representing the customers, item nodes
representing the products, and category nodes representing the
categories. The relationship between nodes is represented as
weighted edges. There are also three types of edges connecting
nodes from different types, they are the user-item edges, item-
category edges, and the user-category edges.

Illustration of a tripartite graph representation is presented
in Fig. 1. The blue, red, and green nodes represent the group
of user or customer nodes, category nodes, and the item or
product nodes, respectively. The label for user nodes was taken
from the customers’ username, while the product category
label represents the product category name, and the item nodes
use the brand name of the products as their label. In Fig. 1
each edge connecting nodes in the different groups represent
different relationships. For example, the user node labeled
”agustini24” has a pair of edges with opposite directions
that are connected to the ”Home Living” node. These edges
represent that ”agustini24” purchased products belonging to
the ”Home Living” category, and vice versa, the products
belonging to the ”Home Living” category were purchased by a
user with the username ”agustini24”. Similar relations are also
applied for the other edges connecting nodes from different
groups of nodes. The rest of this subsection discusses detailed
information about edge representation.

1) User-Item Edges: These edges connecting the user
nodes with the item nodes. The weight of this edge is 1 if
a customer has given a rating to a product, and 0 otherwise.
To avoid the density of the graph, edges whose weight is 0
are removed.

2) Item-Category Edges: These edges connect the item
nodes to category nodes. This type of edge uses the average
rating value from all customers for a product in a specific
category as the weight. It is computed from the average rating
for a product i (denoted by iavg) divided by the total number

Fig. 1. An Illustration of the Tripartite Graph.

of categories connected to the product i (denoted by |C|). The
formula is presented as

wi,cat =
iavg
|C|

(1)

3) User-Category Edges: These last group of edges exist
between the user and category nodes. These node connect user
node to more item node with shorter paths. The weight is
computed by using Bayesian Average

wu,cat =
avg votesu × avg ratingu + votesu,cat × ratingu,cat

avg votesu + votesu,cat
(2)

for edges connecting user node u and category node cat.
The value of avg votesu is obtained by calculating the number
of products bought by customer u in category cat divided by
the total number of categories. The value of avg ratingu is
calculated by dividing the total ratings from customer u for all
products with the total number of categories. The votesu,cat
denotes the number of products in category cat that has been
purchased by customers u. And the last, ratingu,cat denotes
the average ratings from customer u in a category.

B. Product Recommendation

This section contains an explanation about how to get
the recommended long-tail product for certain customers by
traversing the tripartite graph. The long-tail products are de-
termined based on the average number of customers that give
ratings to the whole product in the data set. A product is then
labeled as long-tail if the number of customers that give a
rating to it is below the average.

1) Markov Random Walker: A random walk is formed
from a graph traversal such that given a starting node a, we
choose an adjacent node b to be visited at random (usually
based on predefined transition probability), then choose the
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next random node c to be visited from b and so on until certain
steps [19], [11]. On a weighted graph, it forms a Markov Chain
with the transition matrix consisting of the probability value
of the movements between node i and j such that

pi,j =
wi,j

di
(3)

where wi,j denotes the weight between node i to node j
while di is the total weight of node i to all of its adjacent
nodes [20]. In this study, pi,j refers to the probability of the
random walker arrives at a product node j from a customer
node i as the time t increases. The transition matrix (which
is then denoted as MS) is also called as a stochastic matrix
since the sums of each row equals to 1.

In the matrix representation of a graph, the dot product
of a matrix by itself for n times results in the availability
of paths with length n between each pair of nodes. Related
to this study, from a given user node, an iterative process
is done by the random walker to find the suitable long-tail
item node. This process is equivalent to the dot product of the
stochastic matrix MS by itself for t times which represents
a random walker probability traverse from node i to node j
in time t(≥ 1). As the time t increases, the elements in this
stochastic matrix converge such that no change in their value
or the changes are very small. However, according to [17], it
is better to use a small value of t since as it grows higher, the
random walker tends to visit the popular nodes. Thus in this
study, t = 2, 3, ..., 7 are used since after t = 7, the ability of
the system to recommend the long-tail products was decreased
[4].

2) Hitting Time: As stated in [2], Hitting Time (denoted
as H(q|j)) is defined as the expected number of steps that is
needed by a random walker to move from an item node j to
user query node q with j ̸= q. The value of Hitting Time is
obtained from

H(q|j) = πj

pq,j · πq
(4)

where πj and πq are the stationary probability for node j
and node q respectively. Meanwhile, pq,j represents the weight
of edge connecting node q and node j, i.e. the movement
probability between node q and node j. The smaller the value
of H(q|j) denotes the more relevant node q and j and that
only a few users have rated item j. This conclusion comes
from the following information.

• Consider the fact the value of stationary probability
stays constant for all nodes, the value of the Hitting
Time is inversely proportional to pq,j . This means that
the higher the value of pq,j which denotes the more
relevant node q and j, then the lower the Hitting Time
value will be obtained.

• The stationary probability of a node is proportional
to the number of customers that give a rating to the
product. This means that the lower the stationary
probability of a product, then it belongs to the long-tail
product because it is only rated by a few customers.

Algorithm 1. Recommendation by using Hitting Time
Input:
A tripartite graph G = (V,E)
A customer node q ∈ V
Time t for how long the random walker traverse the nodes

Recomendation By HT(G, q, t):
1) define a subgraph G′ = (V ′, E′)
2) for each node j ∈ V that has not been rated by customer q:
3) include node j as the member of V ′ in G′

4) include edge (q, j) ∈ E as the member of E′ in G′

5) create a stochastic transition matrix MS from G′

6) for each node j in subgraph G′:
7) calculate the stationary probability (πj)
8) perform dot products: (MS)t represents the random walk length t
9) for each node j in subgraph G′:

10) calculate the Hitting Time value H(q|j) =
πj

pq,jπq

11) sort the Hitting Time value for all node j in ascending order, except
node q

Algorithm 1 presents the steps to recommend the unpopular
products (i.e. the long-tail products) based on the Hitting Time
value. This algorithm intuitively tries to find the product nodes
which has never been purchased by a customer but have higher
similarity to those that have been purchased by the customer.

3) Absorbing Time: As the comparison of Hitting Time, the
Absorbing Time is implemented regarding the study by [2]. It
explains that Absorbing Time is suitable for data in which the
number of customer nodes is far higher than the product nodes.
Within this condition, the number of average rating for each
product is higher than the number of average rating for each
customer. Thus this information should be more useful for the
recommendation process. Absorbing Time that is denoted by
AT (S|i) is defined as the expected number of steps before a
random walker that is started from node i is absorbed by S.
While the set S denotes the Absorbing Nodes, i.e. set of nodes
S ⊆ V in a graph G = (V,E) for which the random walker
stops when any node in S is reached for the first time.

AT (S|i) =
{

0 , i ∈ S
1 + Σn

j=1pi,j ·AT (S|j) , i /∈ S (5)

calculates the value of Absorbing Time. It can be seen that
AT (S|i) would be 0 whenever the current node is one of
the Absorbing Node, i.e those which are directly connected to
the customer node. While a recursive calculation is performed
from the source node (the customer node) to one of the
Absorbing Node. This approach is similar to the one that
uses Hitting Time, to find the less popular products (i.e. those
belonging to the long-tail) and recommend products that are
similar to what a customer has already purchased and rated.
The difference is in its traversal route. By using Absorbing
Time, the random walker traverses through the unpopular
nodes until it arrives at a node that represents the popular one.
The detail of the recommendation process through Absorbing
Time is presented in Algorithm 2.

IV. DATA AND EVALUATION

A. Data Set

This study adopts the approaches from previous studies
[14], [17] by employing the tripartite graph representation
to build the recommendation model for a B2C e-commerce
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Algorithm 2. Recommendation by using Absorbing Time
Input:
A tripartite graph G = (V,E)
A customer node q ∈ V
Time t for how long the random walker traverse the nodes

Recommendation By AT(G, q, t):
1) define a subgraph G′ = (V ′, E′)
2) define S ⊆ V ′ and S′ ⊆ V ′ such that V ′ = S ∪ S′

3) for each product i that has been rated by customer q:
4) include node i as the member of S
5) include edge (q, i) ∈ E as the member of E′

6) for each product j that has not been rated by customer q:
7) include node j as the member of S′

8) create a stochastic transition matrix MS from G′ = (S ∪ S′, E′)
9) perform dot products (MS)t represents the random walk length t

10) for each node i in subgraph G′, calculate the Absorbing Time value:
11) if node i ∈ S then:
12) AT (S|i) = 0
13) else:
14) AT (S|i) = 1 + Σn

j=1pi,j · AT (S|j)
15) sort the Absorbing Time value in ascending order for all node in S′

TABLE I. GRAPH DATA SET DESCRIPTION

The Number of 1st-level Category 3rd-level Category
Total nodes 63,068 3,011,244
Category nodes 21 626
Product/item nodes 20,000 20,000
Customer/user nodes 43,047 43,047
user-item edges 80,000 80,000
item-category edges 469,036 1,123,096
user-category edges 1,808,148 1,808,148
Average degree of each node 37 47

company. One of the differences is that in this domain, the
product category has several levels. Thus, there are two types
of data set being used in this study, differentiated based on the
level of the category as summarized in Table I. There are in
total 63,068 nodes that are connected to the 1-st level category
nodes and 3,011,244 nodes connected to the 3-rd level category
nodes. The objective of this differentiation is to identify the
effect of the specialization (by using the 3rd-level category)
and generalization (by using the 1st-level category) in the latent
information for the recommendation result.

B. Evaluation Metrics

This study uses three metrics to evaluate the performance of
the recommendation system adopting from [2]. These metrics
evolved the evaluation of the accuracy, diversity, and exposure
of the long-tail products. For each of these criteria, the com-
parison of Hitting Time and Absorbing Time performance are
evaluated.

1) Evaluation on Accuracy: This metric use Recall@N that
measures the accuracy of the recommendation result for each
algorithm (Hitting Time and Absorbing Time). It evaluates how
far the algorithm could recommend the long-tail products.

Given a collection of products consisting of the combina-
tion of customers’ favorite products and other randomly chosen
products, the recommendation system would recommend top N
recommendations. If a customers’ favorite product is included
in the top N recommendation, the value of hit@N would be
1 and 0 otherwise. The notation

∣∣L∣∣ represents the number of
tests case, i.e. the total instances of long-tail products that are
tested their membership to the top N recommendations. The
formula for this metric is given in Equation (6).

Recall@N =

∑
hit@N

|L|
(6)

2) Evaluation on Products Diversity: The purpose of this
measurement is to identify the recommendation performance
in term of a variety of products, whether the recommendation
covers both the popular and unpopular products or only focus
on the popular ones. The higher the diversity value, the
more different types of products would be recommended to
customers.

The value of Diversity is obtained from the comparison of
the number of unique products being recommended by the
system and the maximum amount of the recommendation.
The amount of the recommendation is calculated from the
multiplication of the desired number of top recommendations
with the number of customers involved in the experiment. The
formula for Diversity score is presented in Equation (7).

Diversity =
|
⋃

u∈U Ru|
|I|

(7)

3) Evaluation on Long-Tail Products: The last evaluation
utilizes the Long Tail measurement. This metric determines
whether the recommendation system successfully recommends
long-tail products. Rather than using the average rating as con-
ducted in [2] which could lead to the misleading implication,
this metric is modified by considering the average number of
customers who give a rating of a product. For example, product
A is purchased by five people and all of them give 1 rating.
Product B is only purchased by one person and the given rating
is 5. If the Long Tail score is calculated using the average
value, then product A will be considered as a long-tail product
while product B is the popular product. Equation 8 presents
the equation for calculating the Long Tail score. The notation∣∣L∣∣ denotes the number of tests, while rating(i) denotes the
number of customers who give a rating on product-i.

LongTail =
Σn

i=1rating(i)

|L|
(8)

V. RESULT AND ANALYSIS

Starting by entering a username of a customer into the
system, a set of N products are generated as the recommended
products for the customer, following Algorithm 1 (by using
Hitting Time) and Algorithm 2 (by using Absorbing Time)
separately. Each Algorithm is run by using two types of data
set described in Subsection IV-A combined with a specific
value of N (the number of products to be recommended)
and t (the length of time needed by the random walker).
The evaluation is conducted through the observation of the
accuracy, diversity, and long-tail measurement.

A. Evaluation on Accuracy

The aim of this experiment is to identify the accuracy of
the utilization of Hitting Time and Absorbing Time in different
types of category levels, i.e the use of 1-st level category
vs 3-rd level category. In general, the value of Recall@N is
increasing with the increase of the number of products (N ),
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Fig. 2. The Accuracy (Recall@N) Value of using the Hitting Time.

but different combinations of the algorithm and category level
being used lead to different results.

Fig. 2 present the accuracy comparison by using different
level of category in the implementation of Hitting Time. This
result shows that the accuracy of using the general category
(1st-level category) is better than the specific one. This is
caused by the condition that the 1st-level category has a
smaller number of user-category edges. This situation produces
a higher rating average on each of these edges that drives to
the higher probability value in the transition matrix. Thus, the
random walker traverses the graph faster to reach the nodes
around the customer query node, especially when the nodes
are in the same category.

Fig. 3 presents the comparison of accuracy in different
category levels by using Absorbing Time. If the use of Hitting
Time resulting better accuracy when it is combined with
the use of data from the 1st-level category, Absorbing Time
performs better in its combination with the data from the
3rd-level category. This difference is affected by the working
principle of both algorithms in determining the source and
target nodes to be traversed by the random walk and the
different characteristics of the connectivity in each level of
category.

Regardless of the level of category data, both results
presented in Fig. 2 and 3 shows that the curve of the Absorbing
Time is higher than the Hitting Time. This implies that the
implementation of Absorbing Time has a better performance
in terms of its accuracy. Since Absorbing Time would run
better in a graph with a shorter path between nodes, this
condition is consistent with the fact that the data set consisting
more customer nodes than the product nodes. Therefore, the
connectivity between product nodes has a shorter path.

B. Evaluation on Diversity

In term of diversity, Fig. 4 shows the diversity comparison
in top N recommendation (N = 5, 10, 15, 20). This figure
shows that the implementation of Absorbing Time tends to

Fig. 3. The Accuracy (Recall@N) of using the Absorbing Time.

Fig. 4. The Comparison of Diversity Value by using Hitting Time and
Absorbing Time.

be better than the Hitting Time in the small number of N .
Moreover, the use of specific category data (i.e. 3rd-level)
yields better diversity in both algorithms. From Fig. 4, it can
be said that the greater value of N , the lower the diversity
value would be obtained (for both approaches). However,
this diversity value does not guarantee the quality (accuracy)
of the recommendation because the accuracy is inversely
proportional to diversity. Moreover, as summarized in [17] that
the higher diversity value reflects the high probability of the
long-tail products to appear in the recommendation. Thus, the
Hitting Time algorithm produces the more diverse products,
and probably captures the long-tails better than Absorbing Time
algorithm, but might not be better in terms of accuracy.

TABLE II. THE LONG TAIL COMPARISON BY USING Hitting Time AND
Absorbing Time

Top N Recommendation Hitting Time Absorbing Time
5 362.01 347.13

10 366.18 333.19
15 330.87 330.57
20 327.01 322.01
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C. Evaluation on Long Tail

This evaluation calculates the average number of customers
who give a rate to a product in each of the top recommendation
levels. The lower average value denotes the better long-tail
products recommendation. As presented in Table II, the value
by using Absorbing Time implementation is slightly lower than
the Hitting Time. This indicates that the more recommended
products generated by the implementation of Absorbing Time
come from the long-tail products. Compared to the result
on diversity evaluation that Hitting Time probably has the
more long-tail products to be recommended, from the result
of the long-tail evaluation, it is not valid. Though the long-
tail values between both algorithms are slightly different, the
Absorbing Time performs better. Thus, as the aim of the long
tail measurement is to identify whether the recommendation
system correctly recommends more long-tail products, it is
confirmed for the use of Absorbing Time.

VI. CONCLUSION

This study focus to solve the long-tail problem specifically
for B2C e-commerce domain using a tripartite graph repre-
sentation. Markov random walker is employed to traverse the
graph based on Hitting Time and Absorbing Time algorithm
in order to recommend the products for the the customers.
The experimental result shows that Absorbing Time algorithm
yields better accuracy than the Hitting Time. The use of this
method also slightly generates more long-tail products to be
recommended. In terms of diversity, the Hitting Time algo-
rithm provides slightly more diverse recommended products.
In addition, specialization and generalization on the product
category levels as the latent information are observed. The
experimental result shows that there is a difference in using
generalized vs specialized category levels. Absorbing Time
perform better in recommendation accuracy combined with the
3-rd level category, and in terms of diversity, the use of this
specialized category level for both approaches shows the more
diverse recommended products. This experiment shows that to
deal with the problem of long-tail in the e-commerce domain,
it is possible to make a recommendation by involving the
products from the long-tail groups. The diversity score implies
that the use of the more specific categories generates the more
varied products to be recommended to the users. Through the
implementation of the tripartite graph, either Hitting Time and
Absorbing Time approach for graph traversal are considerably
to be implemented in B2C companies.
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