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Abstract—Surveillance systems are widely used in malls, 

colleges, schools, shopping centers, airports, etc. This could be due 

to the increasing crime rate in daily life. It is a very tedious task to 

monitor and detect abnormal activities 24x7 from the surveillance 

system. So the detection of abnormal events from videos is a hugely 

demanding area of research. In this paper, the proposed 

framework is used for deep learning concepts. Here SlowFast 

Resnet50 has been used to extract and process the features. After 

that, the deep neural network has been applied to generate a class 

using the Softmax function. The proposed framework has been 

applied to the UCF-Crime dataset using Graphics Processing Unit 

(GPU). It includes 1900 videos with 13 classes. Our proposed 

algorithm is evaluated by accuracy. Our proposed algorithm 

works better than the existing algorithm. It achieves 47.8% more 

accuracy than state of art method and also achieves good accuracy 

compared to other approaches used for detecting abnormal 

activity on the UCF-Crime dataset. 
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I. INTRODUCTION 

Abnormal activity detection is a very monotonous process 
for monitoring and identifying the abnormal events. In daily 
life, the use of surveillance cameras is increasing due to the 
huge crime rate. It may happen for somebody activity is 
suspicious activity while for others it is not. So to choose an 
appropriate framework for identifying suspicious activity plays 
a very significant role [1]. Recently surveillance system uses 
deep learning models to identify abnormal activities. Deep 
learning is very popular and one of the classes of machine 
learning. It is popular because of its ability to perform well on 
unstructured data. Deep learning uses and implements deep 
learning neural networks. It has good computing capability. It 
also provides good flexibility when it has to process a large 
number of features. These features have been taken from 
unstructured data. The Deep learning models have several 
layers and it passes the data through these layers. Each layer 
extracts the features progressively from unstructured data. 
These features have been passed to the next layer of the 
network. Low-level features have been extracted from initial 
layers and succeeding layers combines the features. It creates a 
complete form of feature representation. It addresses a variety 
of challenges that occur in a conventional surveillance system. 
It gives better performance with deep neural networks [2]. The 
literature study [2, 3, 4, 5, 6] summarizes the following point 
that inspire to use of deep learning in the surveillance systems. 

• Anomaly events are irregular and unknown. 

• Due to this one class of anomaly may differ from the 
other class of anomaly. 

• The scalability of the data also plays a vital role in 
increasing the complexities of a system. 

• Beacause the chances of misclassification of anomalies 
is too costly than the normal instances, the classes are 
imbalanced. 

• Diversity in types of abnormalities. 

II. RELATED WORK 

Abnormal activity detection can be performed in two kinds 
of categories. The first one is an individual activity video and 
the second one is a crowd activity video. Sonkar et al. [7] 
represent the deep learning system which provides control over 
the crowd. This will help to avoid suspicious activities. CNN 
model has been used to analyze crowd behavior. With CNN 
model KNN- K Nearest Neighbour is also used to calculate the 
position difference between two consecutive frames of an 
object. The motion has been analyzed using three attributes: 
Speed, Direction and angle. Using the thresholding technique, 
the event is classified. This may vary based on the application. 
Chaudhary et al. [8] proposed framework, in which five 
different features are extracted. The features are Speed, 
Centroid, Direction, Movement and Dimensions. After 
extracting features, rule based classification has been 
performed. This algorithm is capable of handling multiple 
activities which are abnormal activities. It performs 
successfully and gives an accuracy up to 90%. Kaminski et al. 
[9] proposed an unsupervised method for detecting abnormality 
from videos. UMN dataset has been used. They have used 
motion descriptors for classification, Particle filter algorithm is 
used. This algorithm does not require any predefined samples. 
The results obtained are highly efficient compared to other 
existing algorithms. Landi et al. [10] explored the need for 
spatiotemporal tubes instead of the whole frame from the 
surveillance video. The experimental results show that the 
network trained with these features gives much better 
performance than the ordinary way. This method is robust 
against different localization errors. Dubey et al. [11] focuses 
on minimizing false rate in abnormal activity detection. 
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Fig. 1. Illustration of the SlowFast Network with Parameters [15]. 

3D Resnet has been used to extract spatio-temporal 
features. These features are used for deep neural networks and 
greatened scores. Multiple Instance Learning is used to classify 
the activities. The algorithm gives the best performance in the 
UCF-Crime dataset. Sargano et al. [12] present a novel method 
using CNN and a combination of SVM and KNN. In terms of 
accuracy, the proposed algorithm gives better performance than 
the existing methods. Sultani et al. [13] proposed a ranking 
method to classify the activities from the bag of videos. For 
better localization, sparsity and smoothness have been used. 
The results of experiments show that the proposed algorithm 
performs significantly higher than the other baseline 
algorithms. 

III. SLOWFAST RESNET – 50 

Generally, with videos, the frames consist of two part: static 
area in frames and Dynamic area in frames. The static area 
cannot be changed or slowly changed though the frame has 
been changed while in a dynamic area, it has changed the 
object, background and other things. For example, during a 
meeting, two persons doing handshaking is dynamic and fast 
but the background and other objects are static. Here in this 
paper, SlowFast CNN [14] has been introduced for capturing 
abnormality. Here slow pathway is designed to capture static 
information from video with low frame rates and slow 
refreshing speed. Another pathway is the fast pathway where 
all dynamic information is captured with high frame rates and 
fast refreshing speed. The formal pathway is very light 
weighted. Both pathway are merged by lateral connections. 
SlowFast network uses the Resnet model in both pathways and 
runs 3D convolution operations on it. The slow pathway uses a 
large strides. The stride means the number of frames skipped 
per second. In general, it is set to 16. Approximately allowing 
two sampled frames per second. The fast pathway uses too 
smaller a stride typically eight. This allows 15 frames per 
second. 

Fig. 1 shows the illustration of the network with parameters. 
The parameters used in networks are as follows [15]: 

• S = Spatial. 

• T = Temporal. 

• C = Channel size. 

• α = Speed ratio (Frame skipping rate). 

• β = Channel ratio. 

Both the SlowFast network uses the 3D Resnet model. It 
captures several frames from videos and applies 3D 
convolution operation on them. The Slow Pathway uses a large 
stride, here it is 16. The Fast Pathway uses small size stride, 
here it uses two. As shown in Fig. 1, data from the Fast pathway 
faded to the Slow pathway via lateral connections. This 
connection allows the Slow pathway to be aware of the result 
of the Fast pathway. Data transformation should require as the 
shape of the data is different. This can be done by applying 
Time-strided convolution. In this, it performs 3D convolution 
of 5x12 kernel. Global average pooling has been one at the end 
of each pathway. It reduced its dimensionality of it. Now it 
concatenates the result of both pathways and inserts it into a 
fully connected classification layer [15]. 

IV. PROPOSED METHOD 

Fig. 2 shows the flow of the proposed algorithm. The 
proposed algorithm has been classified as abnormal and normal 
activity. Here UCF – Crime data set has been used. It is a very 
large dataset and it contains 1900 videos. It includes videos of 
normal and abnormal activities. There are 13 abnormal 
activities in this dataset [13]. This algorithm has been 
implemented with the SlowFast Resnet50 model. Resnet is a 
residual network that implemented identity mapping. Because 
of it, Resnet is able to solve vanishing gradient problem. So in 
the proposed algorithm Resnet has been used. This model is pre 
trained model. The steps of the algorithm have been mentioned 
below: 

1) Take a surveillance video S for processing. 

2) Initialize the value of the number of frames and the 

number of the segment. 
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Fig. 2. Proposed Algorithm: Abnormal Activity Detection using SlowFast Resnet50 (AADSFR50). 

3) Evenly divide Normal and abnormal videos into variable 

segments using the below formula. 

𝑐𝑙𝑖𝑝 =  
𝑇𝑜𝑡𝑎𝑙_𝑓𝑟𝑎𝑚𝑒_𝑣𝑖𝑑𝑒𝑜

𝐼_𝑓𝑟𝑎𝑚𝑒∗𝐼_𝑠𝑒𝑔𝑚𝑒𝑛𝑡
             (1) 

Where Total_frame_video is a total number of frames of the 
video, I_frame is the initial value of the number of frames and 
I_segment is the initial value of the segment. 

4) The instance of normal and abnormal video groups has 

been given to SlowFast Resnet pre-trained models. 

5) Data from the fast pathway is going to feed into the slow 

pathway network using the lateral connection. 

6) Using average pooling, slow pathway feature vector has 

been generated. 

7) Using average pooling, fast pathway feature vector has 

been generated. 

8) Two feature vectors have been fused by performing 

concatenation. 

9) A fused feature vector has been given to a fully 

connected classifier layer where the Softmax function is used 

to classify the activity. 

V. IMPLEMENTATION RESULTS AND DISCUSSION 

UCF–Crime dataset has been used to evaluate the 
AADSFR50 – proposed algorithm. This dataset is widely used 
to research abnormal activity detection. It contains 1900 videos 
and 13 classes. The classes are Abuse, Arrest, Arson, Assault, 
Accident, Burglary, Explosion, Fighting, Robbery, Shooting, 
Stealing, Shoplifting, and Vandalism [13]. Google colab has 
been used to implement this algorithm. It provides NVIDIA 
Tesla K80. 

Table I shows the comparison of different existing 
algorithms and our proposed algorithm (AADSFR50). Here as 
a measuring parameter Accuracy has been used. As observed 

from Table I, our proposed algorithm works better than the 
existing algorithm. 

Fig. 3 describes the pictorial information of a comparative 
study of existing algorithms and our proposed algorithm 
AADSFR50. Here the evaluation parameter taken is accuracy. 
Fig. 3 shows that our proposed method works better than 
existing algorithms. It achieves 47.8% increase in accuracy 
compared to state of the art method. Other approaches also have 
been considered. In that case also our proposed method 
(AADSFR50) achieves better accuracy. 

Fig. 4 shows the sample of the output video that has been 
generated after implementing AADSFR50. Fig. 4(a) shows the 
true positive case where abnormal video was detected as 
abnormal. Fig. 4(b) shows the true negative case where normal 
video was detected as normal. Fig. 4(c) shows the false positive 
case where abnormal video was detected as normal. Fig. 4(d) 
shows the false negative case where normal video was detected 
as abnormal. 

TABLE I. COMPARISON OF DIFFERENT EXISTING ALGORITHMS AND OUR 

PROPOSED ALGORITHM (AADSFR50) 

Sr. No Algorithm Accuracy (%) 

1 C3D[16] 23 

2 TCNN[17] 28.4 

3 3D Resnet 34[18] 27.2 

4 3D ConvNets[19] 45 

5 Semi- supervised GAN[20] 40.9 

6 VGG-16[21] 72.66 

7 VGG-19[21] 71.66 

8 FlowNet[22] 71.33 

9 Our proposed Algorithm (AADSFR50) 75 
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Fig. 3. Comparative Study of Different Methods with our Proposed Method (AADSFR50). 

  
  (a) Sample of Abnormal Video Detected as Abnormal.   (b) Sample of Normal Video Detected as Normal. 

 

  
 (c) Sample of Abnormal Video Detected as Normal.   (d) Sample of Normal Video Detected as Abnormal. 

Fig. 4. Implementation Results of our Proposed Method (AADSFR50) - (a) Sample of Abnormal Video Detected as Abnormal (b) Sample of Normal Video 

Detected as Normal (c) Sample of Abnormal Video Detected as Normal (d) Sample of Normal Video Detected as Abnormal. 

  



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

956 | P a g e  

www.ijacsa.thesai.org 

VI. CONCLUSION 

Well known task has been found among researchers to 
detect abnormal activity from surveillance videos. Much 
progress has been achieved on this task but still, it is an open 
and interesting task for the researcher. Here in this paper, UCF 
crime dataset has been taken which contains challenging videos 
for the classification of abnormal and normal activities. 
SlowFast Resnet 50 has been used to perform the feature 
extraction. The fast pathway is used to analyze the static content 
and the Slow pathway is used to analyze the dynamic content 
of videos. Good accuracy has been achieved with the 
AADSFR50 method compared to state of art method and other 
existing approaches. For state of art method 47.8% accuracy 
increases and with other approaches 2.34% – 52% accuracy is 
increased. Still, there is the scope for applying a more optimized 
model such as Deeper Resnet to achieve more accurate results. 
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