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Abstract—Customer segmentation is key to a corporate 

decision support system. It is an important marketing technique 

that can target specific client categories. We create a novel 

consumer segmentation technique based on a clustering 

ensemble; in this stage, we ensemble four fundamental clustering 

models: DBSCAN, K-means, Mini Batch K-means, and Mean 

Shift, to deliver a consistent and high-quality conclusion. Then, 

we use spectral clustering to integrate numerous clustering 

findings and increase clustering quality. The new technique is 

more flexible with client data. Feature engineering cleans, 

processes, and transforms raw data into features. These traits are 

then used to form clusters. Adjust Rand Index (ARI), 

Normalized Mutual Information (NMI), Dunn's Index (DI), and 

Silhouette Coefficient (SC) were utilized to evaluate our model's 

performances with individual clustering approaches. The 

experimental analysis found that our model has the best ARI 

(70.14%), NMI (71.75), DI (75.15), and SC (72.89%). After 

retaining these results, we applied our model to an actual dataset 

obtained from Moroccan citizens via social networks and email 

boxes between 03/06/2022 and 19/08/2022. 

Keywords—Machine learning; customer segmentation; 

marketing; clustering ensemble; spectral clustering 

I. INTRODUCTION 

It is possible to win the competition in the market and 
enhance corporate earnings by better understanding the client's 
needs. Companies can develop successful marketing strategies 
if they are aware of the wants and needs of their target 
audiences. While the requirements and expectations of each 
customer are unique, many customers share identical or quite 
similar qualities. Customer segmentation is one method that 
may be used to put together multiple different consumers who 
share similar qualities. Improving the quality of the 
connections with your customers also requires proper 
consumer segmentation. Marketing intelligence is conducting 
information analysis to comprehend better a target market and 
its consumers' demographics [1], [2]. 

In marketing, it is common for analysts to categorize 
customers into comparable customer groups to understand 
better how to advertise to each group of customers. Therefore, 
segmentation is a collection of approaches that might be 
useful in categorizing different types of customers. 
Customers’ existing relationships with a company are the 
primary focus of most direct marketing operations. The more 
you know about your customer's needs, desires, and 

purchasing habits, the easier it is to tailor marketing programs 
to their needs and desires and how they buy things [3]. 

Marketers can determine the approach that will be most 
successful in communicating with each unique consumer by 
segmenting their customer base. Marketers can zero in on 
particular demographic, behavioral, and other characteristics 
of their target audience by conducting in-depth analyses of 
vast amounts of data about existing and prospective clients 
[4], [5]. 

A frequent objective in marketing is to increase the worth 
of each consumer (revenue and profit). To achieve success in 
this aspect of the marketing mix, it is vital to understand how 
a particular marketing action influences customers' behaviour. 
Regarding customer segmentation, and "action-centric" 
approach prioritizes the impact that marketing activities will 
have on a customer's lifetime value (CLV) over the value that 
marketing activities will have in the short term. This is in 
contrast to a "short-term value" approach. As a direct result, 
consumers ought to be divided into distinct categories 
according to the amount of money they will spend throughout 
their lifetime [6]. 

In this paper, we ensemble four basic clustering models 
(DBSCAN, K-means, MiniBatch K-means, and MeanShift) to 
develop a novel consumer segmentation strategy based on a 
clustering ensemble, which yields a more consistent and high-
quality result than any of the individual clustering techniques. 
We then use spectral clustering to combine the findings of 
different clustering methods to increase the overall quality of 
our clustering results. After the retention of these results, we 
applied our model to a real dataset, which was collected from 
Moroccan residents using a questionnaire sent via social 
networks and email boxes between 03/06/2022 and 
25/07/2022. As for the rest of this paper, it is structured as 
follows: The literature review is described in Section II, the 
methodology and proposed model are presented in Section III, 
the findings are covered in Section IV, as well as the findings, 
interpretations of the study and directions for future research 
are presented in Section V. 

II. BACKGROUND 

Knowing customer behavior in today's highly competitive 
and ever-changing business environment is crucial. Customers 
must be categorized according to their demographics and the 
products they buy. This is an essential component of client 
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segmentation that enables marketers to target certain target 
groups more precisely with their promotional, marketing, and 
product development strategies. The relevance of data-driven 
marketing, a crucial component in client segmentation, is 
growing due to the growth of data sources, particularly social 
networks. Because of their immense size and complexity, 
modern databases make data-driven marketing and customer 
segmentation exceedingly challenging in the retail industry. 
Until recently, traditional cluster analysis approaches were 
employed on retail databases. Nevertheless, because there are 
so many different kinds of customers today, statistical 
clustering algorithms find it harder and harder to evaluate and 
understand what customers do [7]. 

In the past five years, due to the recent development of 
machine learning techniques and data science, many one-of-a-
kind algorithms in these two fields have been developed for 
customer relationship management, specifically for customer 
segmentation. These algorithms have been developed for 
customer relationship management (CRM) software [8]. An 
integrated strategy employing the Apriori algorithm and the 
CRM method with associated mining is used in customer 
segmentation [9]. This strategy brings the benefits of both 
methodologies to bear in solving this challenge. For consumer 
segmentation, [10] utilized two primary methods: the LRFM 
(Length, Recency, Frequency, and Monetary) techniques and 
an extended model known as the LRFM-Average Item (AI) 
model. Both of these methods utilized LRFM techniques. The 
authors concluded that adding simple parameters and averages 
did not improve customer segmentation and did not show a 
significant change in results. This means that complex 
parameters are needed for better customer segmentation 
results. 

As demonstrated in [11], an investigation into silent 
customers was carried out since silent consumers are a 
category of customers that a company runs the risk of quickly 
losing. As a result, it is essential to research the characteristics 
of these clients to arrive at the most appropriate business 
decisions. This research came up with a K-means method for 
customer segmentation that focused on silent customers to 
help the company make more money in the telecom industry. 

About the Yunnan Electricity Market, an algorithm for 
market segmentation was developed in [12] that was primarily 
concerned with density-based spatial clustering of applications 
with noise (DBSCAN) and the K-means technique. In [13], 
the K-means clustering algorithm and the SPSS Software were 
used to construct a real-time and online system for predicting 
seasonal sales in annual cycles. This system integrated an 
important complex feature of temporal spikes in the sales of 
particular items, making it capable of predicting seasonal sales 
on annual cycles. The study [14] explains how the technique 
of unsupervised machine learning can be used to tackle the 
difficult problem of consumer segmentation by analyzing 
purchase data from credit cards used by African customers. 
The objective of [15] customer segmentation with a multi-

layer perceptron (MLP) neural network is to categorize 
customers into separate groups according to the characteristics 
of those categories. 

Furthermore, in [16], The Mini Batch K-means technique 
is implemented to group sediment samples. The clustering 
result will be verified using a set of four typical evaluation 
indices. Using this approach, simulations show that the 
Sample network may be divided into three sedimentary 
clusters: fluvial, marine, and lacustrine. Researchers have 
found that experimental results on sediment particle size have 
an accuracy of up to 0.92254367, suggesting that this 
technique of studying sedimentary environment by grain size 
works exceptionally well and precisely. On the other hand, in 
[17], Using the proposed automatic selection of nearest 
neighbors for density gradients, it is proven to identify the 
number, position reliably, and form of non-elliptical clusters 
in multivariate data analysis and picture segmentation using 
mean shift. 

Recent years have seen an increase in ensemble learning 
(EL), which has emerged as a successful teaching strategy. EL 
utilizes a meta-classifier to integrate the results of different 
classification techniques [18]. The complete training set is 
utilized for training the base classifiers, and the outputs of the 
base-level model are used as features in the learning process 
for the meta-classifier. Another thing to add is that EL is 
superior to other approaches because it combines the most 
accurate components of numerous machine learning to 
provide more accurate predictions than any algorithm in the 
ensemble can produce. This makes EL the method of choice 
[19]. 

III. METHODOLOGY 

This study offered a new customer segmentation strategy 
based on the Clustering ensemble technique. DBSCAN, K-
means, MiniBatch K-Means, and MeanShift algorithm are 
used in the suggested method, shown in Fig. 1. The outputs 
are combined with a consensus function. Stacking ensemble 
learning allows us to use each model's structural and 
functional benefits while increasing overall performance. The 
consensus function and unsupervised machine learning models 
will be discussed in greater detail in the following paragraphs. 

 

Fig. 1. The Global Architecture. 

The general architecture structure is made up of the five 
fundamental steps listed below: 
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TABLE I. THE USED DATASET 

Variable Data Type Range Description 

ID numerical Integer Displays a customer's ID. 

Sex categorical {0,1} Customer's gender. 0=male/1=female 

Marital status categorical {0,1} Customer's marital status. 0=single/1=non-single 

Age numerical Integer The customer's age in years 

Education categorical {0,1,2,3} Customer’s education. 1=high school, 2=college, 3=graduate 

Income numerical Real Customer's self-reported annual US income. 

Occupation categorical {0,1,2} Customer'sprofession.0=unemployed/1=employee/official/2=management or self-employed 

Settlement size categorical {0,1,2} Customer's city size. 0=small/1=midsize/2=big 

TABLE II. SOME DESCRIPTIONS OF DATASET 

 ID Sex Marital status Age Education Income Occupation Settlement size 

count 35000 35000 35000 35000 35000 35000 35000 35000 

mean 1.00 0.457 0.496500 35.909 1.038 120954.419000 0.810500 0.739000 

std 5.77e+02 0.4982 0.500113 11.7194 0.599 38108.824679 0.638587 0.812533 

min 1.00 00 00 18.00 0.00 35832.00 00 00 

25% 1.00 00 00 27.00 1.00 97663.250 00 00 

50% 1.00 00 00 33.00 1.00 115548.50 1.00 1.00 

75% 1.00 1.00 1.00 42.00 1.00 138072.250 1.00 1.00 

max 1.00 1.00 1.00 76.00 3.00 309364.00 2.00 2.00 

A. Dataset 

The data for this study, which involves 35,000 clients and 
eight different characteristics, was collected from a 
supermarket mall. This database includes essential customer 
information, such as the customer's identification number 
(Customer ID), annual income, gender, age, and expenditure 
score. In order to make sense of the marketing team and 
develop a suitable strategy for the situation, we need to have a 
solid understanding of these clients, such as who the target 
customers are. The full dataset description is provided in 
Table I and II. 

1) Data preparation: Data selection, preprocessing, and 

transformation are the three stages of the process that are 

involved in getting data suitable for an algorithm that does 

machine learning [20] [21]. 

2) Data selection: At this point, we narrow down all of 

the data we have access to and are utilizing by selecting a 

subset of it to work with. Consider the data we already own, 

the data we do not possess, and the data we can get rid of. 

3) Data preprocessing: The preprocessing of data is 

necessary because we frequently receive a large amount of 

raw data that machine learning algorithms cannot use. It is 

essential to process the raw data entirely before incorporating 

it into the various machine learning algorithms. In order to 

compile our selected data, we first formatted it, then cleaned 

it, and last, we took some samples from it. The data's poor 

quality hinders several attempts to process the data. 

4) Data transformation: Data processing can be 

transformed through a series of procedures known as "data 

transformation." Another name for this practice is "feature 

engineering." The extraction of features from our data is a 

time-consuming process, but the benefits of machine learning 

may be worth the wait. The following are the three most 

frequent methods in which data is altered: 

Depending on the amount being measured, the properties 
of the pre-processed data may have been given a variety of 
scales. Each of the characteristics must be the same size. 

 Aggregation: It is possible that some features can be 
combined to make a single feature that fits the issue 
that we are attempting to solve better. 

 Decomposition: It is possible that intricate elements are 
easier to understand if they are broken up into chunks. 
Decomposing the subject into its parts may be helpful. 
For illustration, a feature that displays the time and 
date as a long string can be simplified such that it only 
displays the current hour of the day. 

B. Ensemble Clustering Algorithms 

The DBSCAN, K-means, MiniBatch K-means, and 
MeanShift basis clustering algorithms will be the topics of 
discussion in this article section. 

 DBSCAN 

Density-Based Clustering is a term that refers to different 
unsupervised learning approaches that identify different 
clusters in the data. These approaches are premised on the idea 
that a group in data space is a sector that contains a significant 
number of points and is partitioned into smaller regions that 
include a less considerable amount of points [22]. 

The abbreviation for a technique that uses density-based 
clustering as its basis is DBSCAN, which stands for Density-
Based Spatial Clustering of Applications with Noise. Using 
large amounts of data with outlying values and noise, clusters 
of different shapes and sizes can be found [23]. 
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The DBSCAN method makes use of two different 
parameters, which are as follows [24]: 

minPts is the minimum amount of clustered points (also 
known as a threshold) that are necessary for a region to be 
considered dense. 

Eps() is an abbreviation for the distance measure used to 
determine which points are located in close proximity to a 
specific point. 

 K-means 

Unsupervised machine learning K-means clustering may 
be used on a dataset to determine the data object groupings 
within it. There are other alternative data grouping methods, 
but the k-means clustering method is one of the oldest and 
simplest to comprehend [25]. The "K-Means algorithm" 
parameter "k" represents the number of data clusters. We have 
two ways of picking the right number of clusters: the Elbow 
method (which graphs random values to achieve the best k 
value) (see Fig. 5) and the Silhouette score approach (the 
value which has the greatest score will be considered as the 
optimal k value) (the value which has the highest score will be 
taken as the best k value). Using these two, we find the 
optimum k value is three and train the model using three [26]. 
According to the Euclidean distance, clustering goals are 
chosen which reduce the total of squares of all types in a given 
data set X, which contains n multi-dimensional data points. 

𝑑 = ∑ ∑ II(𝑥𝑖 − 𝑢𝑘)

𝑛

𝑖=1

𝑘

𝑘=1
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K denotes the centers of the first K clusters, uk is shorthand 
for the kth cluster center, and xi is shorthand for the ith data 
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Let the second equation be zero. Then 𝑢𝑘 =
1

n
∑ 𝑥𝑖𝑛

𝑖=1  

 MiniBatch K-means 

Clustering on enormous datasets can also be accomplished 
using the Mini-batch K-means clustering algorithm as an 
alternative to the K-means technique. It frequently 
outperforms the standard K-means algorithm when working 
with big datasets since it does not cycle over the entire dataset. 
This is because it does not cycle over the entire dataset. It 
starts by making random data batches to store them in 
memory. Then, for each loop, it collects a random data batch 
to update the clusters [27] [29]. 

The key benefit of mini-batch K-means is that it reduces 
the processing required to identify clusters. The K-means 
algorithm may be more to your liking, but when dealing with a 
big dataset, the mini-batch method is the way to go [28]. 

 Mean Shift algorithm 

The Mean Shift Clustering Algorithm is a technique based 
on the centroid that is useful in various applications, including 
unsupervised learning. It is one of the most successful 
algorithms for a variety of machine learning applications, 
including clustering, which is one of those applications. Each 
individual data point is then relocated in the direction of the 
centroids of the region, which are determined by taking the 
average of all the other places. A different name for this 
technique is the mode-seeking algorithm. The benefit of the 
method is that it disperses groups of objects according to the 
data without automatically estimating the number of clusters 
depending on bandwidth. This is an advantage over competing 
algorithms. 

C. Consensus Function 

Clustering ensemble (CE) is a method that has emerged as 
an essential tool for improving the overall quality of clustering 
solutions. This method merges the multiple clustering results 
obtained through DBSCAN, K-means, MiniBatch K-means, 
and MeanShift. This research project describes a novel 
approach to cluster ensembles predicated on spectral 
clustering. This function is the first step in the CE algorithm, 
and it is possible to improve the outcomes of individual 
clustering algorithms because it is the major step in the 
algorithm [30] [31]. The final consensus partition is found, 
which is the result of any CE technique that has been used. 

D. Evaluation 

Adjust Rand Index (ARI), Normalised Mutual Information 
(NMI), Dunn's Index (DI), and Silhouette Coefficient (SC) 
were the performance indicators that we used to compare the 
results obtained by the proposed method with those obtained 
by base classifiers (DBSCAN, K-means, MiniBatch K-means, 
and MeanShift). This allowed us to determine whether or not 
the method that was proposed was effective. We applied it to 
the dataset that was described above. 

 Adjust Rand Index (ARI) 

The adjusted Rand index (ARI) is a measurement that is 
frequently utilized in the field of cluster analysis to determine 
the level of agreement that exists between two data partitions. 
Since the index's inception, there has been a growing amount 
of interest in investigating cases involving extreme agreement 
and disagreement under various conditions. This investigation 
aims to gain a deeper understanding of the index [32], [33]. 

The following denotes the ARI: 

𝐴𝑅𝐼 =
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𝑛𝑖𝑗

2
) − [∑ (

𝑎𝑖

2
) ∑ (

𝑏𝑗

2
)𝑗𝑖 ]𝑖𝑗 /(

𝑛
2

)

1/2[∑ (
𝑎𝑖

2
) +𝑖  ∑ (

𝑏𝑗

2
)] − [∑ (

𝑎𝑖

2
) ∑ (

𝑏𝑗

2
)𝑗𝑖 ]𝑗 /(

𝑛
2

)
 

Where nji, ai and bj are values from the contingence table. 
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 Normalised Mutual Information (NMI) 

Normalized mutual information, also known as NMI, is a 
measurement that is frequently utilized to compare different 
community identification approaches. More recently, the 
necessity of adjusting information theory-based measures have 
been advocated because of the so-called selection bias 
problem. This problem is that these kinds of measures tend to 
pick clustering solutions that include more communities [34], 
[35]. The Mutual Information (MI) score is normalized to 
produce the Normalized Mutual Information (NMI), which 
scales the results between 0 and 1 (1 perfect correlation). 

The following formula shows the NMI: 

𝑁𝑀𝐼(𝑦, 𝑐) =
2 ∗ I(y, c)

[𝐻(𝑦) + 𝐻(𝑐)]
 

where, 1) y = class names 2) c = group identifiers 3) H(.) = 
Entropy 4). The formula for the amount of mutual information 
between y and c is I(y; c). 

 Silhouette Coefficient (SC) 

A statistic that can be used to evaluate a clustering 
technique is called the silhouette score. The silhouette score is 
the sum of two separate scores, referred to as a and b. ‘a’ 
indicates the average range between a sampling site and every 
other point that is part of the same cluster. [36] In contrast, ‘b’ 
shows the typical mean distance between a sample and all 
other points that are part of the cluster that is the next closest 
to it [37]. The following formula is used to determine a 
sample's score for the silhouette category: 

𝑠 =
𝑏 − a

max (a, b)
 

The average of the silhouette scores obtained for each 
sample constitutes a set's overall silhouette score. The score 
for the silhouette might range anywhere from -1 to +1. A 
silhouette score of -1 indicates that the clustering was 
inaccurate, whereas a score of +1 indicates that the clustering 
was correct and highly dense. A score of 0 for the silhouette 
indicates that the groups are overlapping. 

 Dunn’s Index(DI) 

Another statistic might be employed when evaluating 
clustering techniques, like DI [38]. The formula for 
calculating DI is dividing the shortest distance between 
clusters by the most significant size possible. A more 
significant DI indicates that the clustering is done more 
effectively. It works under the assumption that more effective 
clustering results in clusters that are both closely packed and 
physically distinct from one another [39]. The following 
formula can be used to determine the value of the Dunn's 
Index: 

𝐷𝐼 =
𝑚𝑖𝑛1≤𝑖<𝑗≤𝑛d(i, j)

𝑚𝑎𝑥1≤𝑘≤𝑛d′(k)
 

where I j, and k are indices for groups, d represents the 
distance between clusters, and d' measures the difference 
between clusters within the same group. 

IV. RESULTS AND DISCUSSIONS 

The following information can be found in this section: 
The research results of our tests assess the effectiveness of the 
most common diverse analytical and unsupervised techniques 
and offer a new customer segmentation strategy based on the 
Clustering ensemble technique. The suggested strategy uses 
the algorithms DBSCAN, K-means, MiniBatch K-means, and 
MeanShift. 

Before beginning the presentation and discussion of the 
results obtained, it seems like it would be of some use to us to 
have a better understanding of the potential connections that 
exist between the many different variables that are contained 
within our dataset. The bivariate analysis of the relationships 
between the various factors is depicted in Fig. 2. 

  

 
 

  

 
 

  

Fig. 2. Bivariate Analysis between the Various Variables. 

The analysis of the data reveals several interesting 
correlations, including the following (Fig. 3): 

1) People with an occupation of '0' (unemployed) are 

more likely to reside in smaller cities closer to the customers. 

2) Married customers are more likely to have post-

graduate or high school-level education. 

3) Married people are more likely to reside in less 

populous cities. 

4) A woman on the client list is more likely to be married 

than a man. 
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5) Males make up a larger proportion of the customer list 

than females. On the other hand, the dataset has a 

disproportionately high number of unemployed women. 

 

Fig. 3. Correlation between the Various Variables. 

 

Fig. 4. Clusters Visualization. 

 

Fig. 5. Elbow Method (k=6). 

To begin, we should note that the clusters are incredibly 
distinct from one another and that the algorithm performs the 
cluster separation task accurately, given that the clusters' 
boundaries appear pretty distinct. 

In the following, we present the statistical characteristics 
of the different clusters generated by our model (Fig. 4). 

This cluster comprises unemployed, middle-income, single 
men residing in small cities. As we will see later in the 
analysis, this also occurs in other clusters. Therefore we 
conclude that age and education are good cluster separators 
for clusters 2 and 4 in our dataset. 

This cluster consists of married women with a high school 
diploma or higher and a moderate salary. They are either 
unemployed or work as employees/officials and reside in 
small cities. The age falls within the same range as before, so 
we will disregard it. 

Summary statistics of Clusters 1 to 6 are shown below in 
Tables III to VIII. 

TABLE III. SUMMARY STATISTICS OF CLUSTER 1 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
9048.

0 
00 00 0.0 0.0 0.0 0.0 0.0 

Marital 

status 

9048.

0 
00 00 0.0 0.0 0.0 0.0 0.0 

Age 
9048.

0 
40.00 

11.9

4 
20.0 31.0 37.0 47.0 75.0 

Educatio

n 

9048.

0 
0.82 0.61 0.0 0.0 1.0 1.0 2.0 

Income 
9048.

0 

14537

3 

3828

6 

8239

8 

11927

6 

13632

3 

15975

7 

28724

7 

Occupati

on 

9048.

0 
1.26 0.48 0.0 1.0 1.0 2.0 2.0 

Settlemen

t size 

9048.

0 
1.52 0.50 0.0 1.0 2.0 2.0 2.0 

Labels 517.0 00 00 0.0 0.0 0.0 0.0 0.0 

TABLE IV. SUMMARY STATISTICS OF CLUSTER 2 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
5355.

0 
1.00 0.0 1.0 1.0 1.0 1.0 1.0 

Marital 

status 

5355.

0 
1.00 0.0 1.0 1.0 1.0 1.0 1.0 

Age 
5355.

0 
34.28 

13.0

0 
18.0 25.0 29.0 40.0 76.0 

Educatio

n 

5355.

0 
1.33 0.57 1.0 1.0 1.0 2.0 3.0 

Income 
5355.

0 

13653

6 

3810

3 

8880

0 

10845

5 

12677

8 

15510

7 

30936

4 

Occupati

on 

9048.

0 
1.26 0.48 0.0 1.0 1.0 2.0 2.0 

Settlemen

t size 

9048.

0 
1.26 0.48 0.0 1.0 1.0 2.0 2.0 

Labels 
5355.

0 
1.18 0.40 0.0 1.0 1.0 1.0 2.0 

TABLE V. SUMMARY STATISTICS OF CLUSTER 3 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
5460.

0 
1.00 0.0 1.0 1.00 1.0 1.00 1.0 

Marital 

status 

5460.

0 
1.00 0.0 1.0 1.00 1.0 1.00 1.0 

Age 
5460.

0 
32.41 

10.9

1 
18.0 

25.0

0 
28.5 36.00 71.0 

Educatio

n 

5460.

0 
1.21 0.46 1.0 1.00 1.0 1.00 3.0 

Income 
5460.

0 

10214

2 

2580

1 

3583

2 

8628

1 

10232

3 

12045

9 

20726

2 

Occupati

on 

5460.

0 
0.42 0.49 0.0 0.00 0.0 1.00 1.0 

Settlemen

t size 

5460.

0 
0.01 0.10 0.0 0.00 0.0 0.00 1.0 

Labels 
5460.

0 
2.00 0.0 2.0 2.00 2.0 2.00 2.0 
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Cluster 3 comprises non-single females with at least a high 
school diploma and a high level of education and income. 
Large to medium-sized cities are where they reside. This 
cluster's distribution of Age is also identical; hence this trait 
does not provide any further information. 

If we look at the median Age of the people in clusters 2 
and 3, we obtain 28.5 and 29 years, respectively, whereas the 
median Age of the people in clusters 1 and 4 is significantly 
older (Clusters 0 and 3 have a median value of 36, while 
clusters 3 have a median value of 37.). However, the change is 
not negligible, as we can see from the next cell. 

In Table VI, the cluster represented is single men with 
higher incomes and managerial or self-employed employment. 
They reside in medium to big urban centers. Education is 
comparable to cluster one, with the majority holding a high 
school diploma or less. Ages appear to fall within the same 
range as cluster one; hence they will not be considered. 

Cluster 5 is made up of married or cohabiting men who 
have completed high school or higher levels of education but 
have a low to medium income. The vast majority of them hold 
jobs as employees or officials. It is important to note that this 
consumer base is equally represented in small, medium, and 
large cities; hence, we have chosen to ignore that fact in this 
research. Age suffers from the same issue as the other clusters, 
which is why it is not taken into consideration. 

Cluster 6 is made up of single females of low education. 
The vast majority of them have completed their high school 
education, reside in small cities, and are either unemployed or 
working for someone else. 

The performance of this model, which is based on 
clustering ensemble and spectral clustering, is presented 
together with its comparison to the performance of other 
classical models in Table VIII, which allows us to evaluate the 
effectiveness of our model. 

As a result of the findings acquired at the ARI, NMI, SC, 
and DI levels, respectively, compared to other traditional 
models, our model demonstrates the highest level of 
performance across all four evaluation levels. 

TABLE VI. .SUMMARY STATISTICS OF CLUSTER 4 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
4497.

0 
0.0 0.0 0.0 0.00 0.0 0.00 0.0 

Marital 

status 

4497.

0 
0.0 0.0 0.0 0.00 0.0 0.00 0.0 

Age 
4497.

0 
37.56 

10.6

3 
21.0 

29.7

5 
36.0 42.00 74.0 

Educatio

n 

4497.

0 
0.73 0.57 0.0 0.00 1.0 1.00 2.0 

Income 
4497.

0 

10256

6 

2658

4 

4368

4 

8180

4 

10361

8 

12039

6 

21931

9 

Occupati

on 

4497.

0 
0.36 0.50 0.0 0.00 0.0 1.00 2.0 

Settlemen

t size 

4497.

0 
0.06 0.23 0.0 0.00 0.0 0.00 1.0 

Labels 
4497.

0 
3.0 0.0 3.0 3.00 3.0 3.00 3.0 

TABLE VII. SUMMARY STATISTICS OF CLUSTER 5 

 
coun

t 
mean std min 25% 50% 75% max 

Sex 
3115

.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Marital 

status 

3115

.0 
1.0 0.0 1.0 1.0 1.0 1.0 1.0 

Age 
3115

.0 
33.96 10.75 18.0 26.0 31.0 40.0 67.0 

Educatio

n 

3115

.0 
1.26 0.50 1.0 1.0 1.0 1.0 3.0 

Income 
3115

.0 
122976 38529 

6226

3 

9676

9 

1153

69 

1465

19 

2805

70 

Occupati

on 

3115

.0 
0.93 0.63 0.0 1.0 1.0 1.0 2.0 

Settleme

nt size 

3115

.0 

0.9182

88 

0.8274

68 
0.0 0.0 1.0 2.0 2.0 

Labels 
3115

.0 
4.0 0.0 4.0 4.0 4.0 4.0 4.0 

TABLE VIII. SUMMARY STATISTICS OF CLUSTER 6 

 count 
mea

n 
std min 25% 50% 75% max 

Sex 
7525.

0 
1.0 0.0 1.0 1.0 1.0 1.0 1.0 

Marital 

status 

7525.

0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 

Age 
7525.

0 

35.1

4 
9.75 19.0 27.0 34.5 41.0 70.0 

Educatio

n 

7525.

0 
0.93 0.55 0.0 1.0 1.0 1.0 3.0 

Income 
7525.

0 

9799

7 

2170

2 

3676

0 

8089

2 

10151

1 

11326

5 

14332

1 

Occupati

on 

7525.

0 
0.37 0.50 0.0 0.0 0.0 1.0 2.0 

Settlemen

t size 

7525.

0 
0.07 0.26 0.0 0.0 0.0 0.0 1.0 

Labels 
7525.

0 
5.00 0.0 5.0 5.0 5.0 5.0 5.0 

Then, we put our model to the test by applying it to an 
actual database collected from Moroccan residents using a 
questionnaire sent via social networks and email boxes 
between the dates of 03/06/2022 and 19/08/2022. This 
authentic database had 1357 individuals with eight 
distinguishing traits (the same as the last database). We used 
the programming language python and its library to 
manipulate and process the collected data. The results that 
were obtained are displayed in the figure that follows (Fig. 6). 

Comparative analysis of several performance metrics for 
various models is shown in Table IX. 

 

Fig. 6. Percentage of the 5 Clusters. 
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TABLE IX. COMPARATIVE ANALYSIS OF SEVERAL PERFORMANCE 

METRICS FOR VARIOUS MODELS 

 DBSCAN 
K-

means 

MiniBatch 

K-means 
MeanShift 

The 

proposed 

model 

ARI 0.6953 0.6917 0.6252 0.6164 0.7014 

NMI 0.7110 0.7035 0.6937 0.6839 0.7175 

SC 0.7215 0.7172 0.6991 0.6927 0.7289 

DI 0.7461 0.7201 0.7104 0.7063 0.7515 

 

Fig. 7. Elbow Method (k=5). 

We can clearly see in Fig. 7 that the elbow method reports 
five different clusters and that the distribution of these clusters 
differs from each other; however, cluster 0 has the highest 
percentage of 46.10%, followed by cluster 4 with a value of 
26.30%, while clusters 1, 2 and 3 have a total of 27.60%. 

 

Fig. 8. Presentation of the Clusters According to our Model. 

The clusters generated in this real dataset are characterized 
by the following (Fig. 8): 

 Cluster 0 consists of middle-class single men who are 
highly educated and/or self-employed. We could be 
inclined to claim they are between twenty and forty 
years old. 

 People in Cluster 1 are evenly split between the sexes; 
on average are 56 years old and have all earned at least 
a bachelor's degree. 

 Cluster 2 consists of women who are married and have 
higher incomes, as well as management or self-
employed employment. They have education up to a 
high school diploma and live in medium to large cities. 

 Single people of either gender with a middle-class 
income and education equal to or higher than that of a 
high school graduate make up cluster 3. They reside in 
relatively tiny towns and either do not have jobs or 
work as employees or officials. 

 Cluster 4 includes married or cohabiting women who 
have graduated from high school or above and have a 
high income. They are either employed or run their 
businesses. They call somewhat large to sizable cities 
home. 

V. CONCLUSION AND FUTURE DIRECTIONS 

This paper proposes a novel clustering ensemble approach; 
based on a clustering ensemble; in this step, we used four 
essentials clustering models; DBSCAN, K-means, Mini Batch 
K-means, and Mean Shift, to provide a superior-conclusion, in 
terms of consistency and quality, to that produced by the 
individual clustering algorithms. After that we utilize spectral 
clustering to merge the multiple clustering results to improve 
the overall quality of clustering solutions. After the retention 
of these results, we applied this model to a real dataset, which 
was collected from Moroccan residents using a questionnaire 
sent via social networks and email boxes between 03/06/2022 
and 19/08/2022. Therefore, the research can involve deep 
learning models and other performance indicators. The model 
can also be compared to other datasets. 
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