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Abstract—An improved model based on YOLOv5s is 

proposed for the problem that the YOLOv5 network model does 

not have high localization accuracy when detecting and 

identifying obstacles at different distances and sizes from the 

blind, which in turn leads to low accuracy in measuring 

distances. There are two main core ideas: firstly, a feature scale 

and a corresponding prediction head are added to YOLOv5 to 

improve the detection accuracy of small objects on blind paths. 

Secondly, SK attention mechanism is introduced in the feature 

fusion part. It can adaptively adjust the perceptual field for 

feature maps of different scales and more accurately extract 

objects of different distances and sizes on the blind path, which 

can improve the accuracy of detection and the accuracy of 

subsequent distance measurement. It was experimentally 

demonstrated that the improved YOLOv5 model improved the 

mAP by 6.29% compared to the original YOLOv5 model based 

on a small difference in time consumption. And for each category 

of AP values, the improvement ranged from 2.13% to 8.19%, 

respectively. The average accuracy of the measured distance 

from the obstacle at 1.5m to 3.5m from the camera is 98.20%. 

This shows that the improved YOLOv5 algorithm has good real-

time performance and accuracy. 

Keywords—Binocular ranging; object detection; attention 

mechanism 

I. INTRODUCTION 

Blind corridors are one of the main guides for blind people 
to walk around. However, they are occupied by obstacles in 
almost every city. This causes inconvenience to the blind. 
Therefore, accurate identification and distance measurement 
of obstacles on blind paths is essential for the blind to travel 
safely. 

In life and industrial scenarios, commonly used distance 
measurement methods include infrared distance measurement, 
stereo vision distance measurement, laser distance 
measurement and ultrasonic distance measurement. Among 
them, stereo vision distance measurement is a technology that 
allows computers to simulate human visual system to achieve 
distance measurement. The principle of the traditional stereo 
vision-based binocular ranging method is to use two cameras 
to acquire left and right images from the same viewpoint [1]. 
Then a stereo matching algorithm is used to find out the 
parallax. Finally, the distance from the target object to the 
camera is obtained by constructing similar triangles through 
the camera imaging principle. Stereo matching technology is 
an important part of binocular distance measurement. Before 
matching, it first extracts image features. 

The mainstream stereo matching algorithms are GC (graph 
cuts) algorithm based on global feature matching [2], SGBM 
(semi-global block matching) algorithm based on semi-global 
feature matching [3], and SIFT(scale-invariant feature 
transform) algorithm [4], SURF(speeded up robust features) 
algorithm [5] and ORB(Oriented FAST and Rotated BRIEF) 
algorithm [6] based on local feature matching, etc. GC, SGBM 
algorithm can construct parallax images with high accuracy. 
However, the matching speed is slow, it is difficult to meet the 
requirements of high real-time, and the parallax image 
information is relatively simple. SIFT, SURF and ORB are 
three feature matching algorithms. Generally, feature points 
are used to match the left and right images from the same 
viewpoint, and then the distance is calculated according to the 
disparity of the feature points. The feature points that can be 
matched together are often those whose gray values change 
significantly and have similar trends. However, this often 
leads to the problem of mismatch, and the disadvantage of 
time-consuming detection of all feature points of the whole 
map (including uninterested areas). 

The matching algorithms introduced above are always 
unsatisfactory in terms of speed or accuracy. Therefore, this 
paper uses a deep learning based method to detect the target 
from the left and right images of the binocular camera, and 
obtains parallax after getting the position information of the 
target. Finally, the distance from the target object to the 
camera is obtained by the binocular ranging principle. 

In this research, the purpose is to improve the performance 
of target detection in blind channel images to solve the above 
problems. In addition, the speed of detection poses a great 
challenge to detection algorithm, because blind channel 
obstacle ranging is often real-time. The You Only Look Once 
(YOLO) neural network [7] is one-stage target detection 
algorithm that improves detection speed by making the target 
classification and localization set a one-level regression 
problem. YOLOv5 is the fifth version of YOLO, and its target 
detection performance is better than the first four versions, 
which is the most widely used version. 

Although YOLOv5 can achieve multi-target detection 
quickly and accurately, it is difficult to apply directly to one 
specific image for target detection. Therefore, this paper 
proposes an improved model based on YOLOv5s for the 
detection and recognition of blind roadway pictures taken by 
binocular cameras. First of all, for the problem that the depth 
feature map after YOLOv5 feature fusion causes the loss of 
small object feature information due to excessive down-
sampling, an up-sampling operation is added in the Neck part 
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to get a new feature scale for feature fusion with the shallow 
features of the Backbone network. And a corresponding 
prediction head is added in the head to improve the detection 
accuracy of small objects on blind corridors. Secondly, the SK 
attention mechanism is introduced after the last four feature 
fusions, which can adaptively adjust the sensing domain for 
the four different scales of feature maps. Thus, objects of 
different distances and sizes on the blind path can be extracted 
more accurately. The accurate recognition of blind obstacle 
and the accurate measurement of distance are achieved. 

Author contributions can be summarized as follows: 

• A new feature scale fusion layer is added in YOLOv5, 
which fuses shallow features in the network to 
maximize the retention of feature information and 
avoid the loss of small object features in the deep 
network. 

• The attention mechanism Selective Kernel Networks 
(SKNet) is added to the feature fusion part in 
YOLOv5. It can adaptively adjust the perception field 
for feature maps of different scales, and it has different 
effects for objects of different distances and sizes on 
the blind path, so as to extract the target information 
more accurately. 

• Mean Average Precision (mAP) of 0.843 is achieved 
with the model proposed in this paper on a homemade 
blind pathway dataset with complex objects. The 
improved YOLOv 5 model is used to detect and 
recognize binocular blind road pictures. After 
obtaining the position information of the same obstacle 
in the two pictures, the distance of the obstacle is 
obtained by using the principle of binocular ranging. 
At the obstacle distance from 1.5 m to 3.5 m from the 
camera, the average accuracy of measuring distance 
can reach 98.20%. It's very accurate. 

The main part of this paper consists of five parts. Section I 
is the introduction, which introduces the background and 
significance of blind distance measurement for obstacle, as 
well as the research method of this paper and the reasons for 
adopting this method. Section II is the related work, which 
introduces the related research about target detection. 
Section III is the core part of the paper, which introduces the 
improved model of this paper, and how and why it was 
improved. In Section IV, the model proposed in the Section III 
was tested, and the experimental results and analysis were 
given. Section V is a summary of the overall research methods 
of this paper and the outlook for the future. 

II. RELATED WORK 

A. Traditional Object Detection Algorithm 

The traditional target detection algorithm [8] can be 
roughly divided into three steps: region selection, feature 
extraction and target classification. Region selection refers to 
first locating the target location. Then the images or image 
sequences are traversed by sliding windows of different scales 
and aspect ratios. Finally, all possible positions containing the 
detected target are framed by an exhaustive strategy. Feature 
extraction refers to the extraction of visual features of the 

target candidate regions. For example, SIFT (Scale Invariant 
Feature Transformation), HOG (Gradient Direction 
Histogram) [9], Haar [10] and LBP (Local Binary Pattern) 
[11] and other feature extraction operators are used for feature 
extraction. Object classification refers to the classification of 
the target by using the classifier through the extracted features. 
The commonly used classifiers are DPM (Deformed Part 
Model) [12], Adaboost [13], SVM (Support Vector Machine) 
[14] and so on. 

Although traditional object detection methods have 
achieved certain results in the field of detection, they also 
have drawbacks. The high time complexity and many 
redundant windows in the region selection stage by sliding 
window selection candidate region strategy lead to the 
performance degradation of subsequent feature extraction and 
classification. Due to the object's own factors and 
environmental factors, the manual feature design method is 
poor in robustness, versatility and detection accuracy [15]. 
Traditional target detection methods have been difficult to 
meet people's pursuit of high performance. 

B. Deep Learning based Object Detection Algorithms 

In 2012, AlexNet [16] based on deep Convolutional 
Neural Network (CNN) won the ImageNet image recognition 
competition with a significant advantage. Since then, deep 
learning has been receiving widespread attention. Object 
detection is also gradually entered the era of deep learning. 

The mainstream object detection algorithms [17] based on 
deep learning are classified into one-stage object detection 
algorithms and two-stage object detection algorithms 
according to whether exist a candidate frame generation stage. 
The two-stage target detection algorithm first extracts 
candidate frames for image targets, and then classifies the 
detection results based on the candidate frames. The 
representative algorithms have R-CNN [18], Fast R-CNN 
[19], Faster R-CNN [20] and R-FCN [21], etc. Single-stage 
target detection algorithms do not generate candidate frames 
and compute the detection results directly on the image. The 
classical single-stage target detection algorithms have SSD 
[22], Retina-Net [23] and YOLO series. 

The YOLO algorithm was proposed by Redmon et al. in 
2016, and there have been seven generations of iterations so 
far. YOLOv1 [7] is the first object detection algorithm based 
on regression analysis. It directly divides the image into 
regions and predicts the bounding box and probability of each 
region simultaneously. Its detection speed has been greatly 
increased. However, the detection accuracy is low, especially 
for small objects. YOLOv2 [24] built a new backbone network 
Darknet-19 on top of v1. Darknet-19 has fewer convolution 
layers, and its performance is higher. YOLOv2 maintains the 
advantage of fast inference while significantly improving 
prediction accuracy. However, the backbone network of 
YOLOv 2 is deeper and the recall rate of small target 
detection is low. And it is poor for dense group target 
detection. The underlying network of YOLOv3 [25] is 
Darknet-53, which borrows the residual structure of ResNet 
[26] for multiscale prediction. YOLOv3 has obviously 
improved the overall detection accuracy, detection accuracy 
for small objects, the inference speed and so on. YOLOv4 [27] 
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uses CSPDarkNet53 [28] instead of DarkNet53 and SPP+PAN 
instead of FPN. The computation is further reduced and the 
detection accuracy is improved. In June 2020, Jocher proposed 
YOLOv5 [29]. Compared with YOLOv1~YOLOv4, YOLOv5 
has small size and short inference time, and is suitable for 
edge devices with limited computational and storage 
resources. YOLOv5 contains 4 models, in descending order 
according to model depth and feature map width, YOLOv5s, 
YOLOv5m, YOLOv5l, and YOLOv5x. Among them, 
YOLOv5s was iterated to version 6.1 in March 2022. 

III. BLIND OBSTACLE RECOGNITION BASED ON IMPROVED 

YOLOV5 

A. Improved YOLOV5 

The network model in this paper is improved based on 
YOLOv5s version 6.1.The improved part is shown in Fig. 1 at 
the red box line. Firstly, one up-sampling and one down-
sampling operation were added in each Neck part. The up-
sampling operation is continued after the second up-sampling 
to obtain a new feature scale for feature fusion with the 
shallow features of the Backbone network, and a 
corresponding prediction head is added to the head. The aim is 
to improve the detection accuracy of small objects on blind 
paths. Secondly, the SK attention mechanism is introduced 
after the last four feature fusions, which can adaptively adjust 
the perceptual field for the four different scales of feature 
maps. Thus, the objects of different distances and sizes on the 
blind corridor can be extracted more accurately. 

B. Improved Multi-scale Feature Detection  

The YOLOv5 network uses three resolutions of the output 
feature maps to detect objects of different sizes. When a blind 
person walks on a blind path, there are inevitably smaller 
obstacles on the road, so a feature scale to focus on smaller 
targets and a prediction head accordingly are added, as shown 

in the Head section in Fig. 1. After the second up-sampling in 
the Neck part, the up-sampling operation is continued to to 
obtain a feature map with a resolution of 160×160. This 
feature map is feature fused with the shallow high-resolution 
feature layer obtained in the backbone network after the first 
C3 structure. The obtained high-resolution feature information 
makes the added prediction head more sensitive to small 
objects. 

Fig. 2 shows the prediction part of the model with four 
different scales of feature layers, and the grid-based prediction 
is performed on these four feature layers in turn. The 
prediction results of each feature layer are the center 
adjustment parameters 𝑡𝑥 and 𝑡𝑦, the width and height 

adjustment parameters 𝑡𝑤 and 𝑡ℎ, and the confidence score of 
the prior frame, respectively. The center (𝑥, 𝑦) and width and 
height (𝑤, ℎ) of the predicted frame are obtained based on the 
first four adjustment parameters. Based on the ground truth of 
the object, the network establishes the loss between the 
predicted and true values and calculates the loss for each 
feature layer.  

Through the feedback of the loss, the model gradually 
optimizes the performance and completes the training. The 
loss of each feature layer is calculated in the same way and is 
obtained by calculating the sum of the bounding box 
regression loss, category loss and confidence loss. As shown 
in (1). 

1 cls 2 3 ciou Loss objL L L  = + +            (1) 

In equation (1), the rectangular box loss (𝐿𝑐𝑖𝑜𝑢) is obtained 
using CIoU loss [30], and the classification loss (𝐿𝑐𝑙𝑠) and 
confidence loss (𝐿𝑜𝑏𝑗) are calculated by BCE (Binary Cross 

Entropy) loss. 𝜆1, 𝜆2 and 𝜆3 are balance coefficients. 

 

Fig. 1. Improved YOLOv5 Network Model. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 10, 2022 

538 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 2. Improved Model Prediction Section. 

C. The SK Attention Mechanism Introduced 

The size of the receptive fields of neurons in the visual 
cortex of the brain is adjusted according to the stimulus when 
people with normal vision look at objects of different 
distances and sizes. SKNet (Selective Kernel Networks) [31] 
is a kind of network with a similar function that adaptively 
adjusts the size of the receptive fields according to the multi-
scales of the input information, so as to extract objects of 
different sizes and distances more accurately. Since the 
obstacles on the blind path are different in sizes and the 
distances, we added the SK attention mechanism to the four 
feature maps of different resolution sizes obtained after feature 
fusion in the Neck network. As shown in the Neck part in 
Fig. 2. 

The structure of SKNet is shown in Fig. 3, it is composed 
of Split, Fuse, and Select. The part of Split obtains two feature 
maps 𝑈1 and 𝑈2 by convolution kernels of 3 × 3 and 5 × 5 
respectively for the original feature map. Then the feature map 
𝑈 is obtained after the addition operation. The Fuse stage is to 
calculate each convolutional kernel weight. S is obtained 
using global average pooling(𝐹𝑔𝑝) for U with 

dimensionality𝐶 × 1, and compact features 𝑍 is generated by 
fully connected layer(𝐹𝑓𝑐) with dimensionality compressed to 

be 𝑑 × 1. As in (2-4). 
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In (2), 𝑊and 𝐻 are the width and height of the vector 𝑈, 
respectively. 𝑖 and 𝑗 are the i-th row and j-th column of 𝑈, 
respectively. In (4), 𝛿 is the ReLU activation function and 𝐵𝑁 
denotes the batch normalization operation. 

The Select part reclassifies the feature 𝑍 into two feature 
vectors 𝑎 and 𝑏, which are the weights of the two convolution 
kernels, by a softmax operation (5). 
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In equation (5), 𝐴𝑐,𝐵𝑐are the cth row data of 𝐴 and 𝐵. 
𝑎𝑐,𝑏𝑐 are the cth elements of 𝑎,𝑏 respectively. 

The final output feature map 𝑉 is obtained by weighting 
the previous 𝑈1, 𝑈2 by the two weight matrices 𝑎 and 𝑏. The 
following (6). 

U1 U2 , 1c c c c c c ca b a b=  +  + =V            (6) 

where 𝑉 =  [𝑉1, 𝑉2, . . . , 𝑉𝐶], Vc dimension is 𝐻 × 𝑊. 
Since the function values of 𝑎𝑐 and 𝑏𝑐 add up to 1, it is 
possible to set the weights for the feature maps in the 
branches. 

Since the SKNet attention mechanism uses different 
convolutional kernel weights for different images, adding the 
SKNet network to the network to adaptively adjust the 
perceptual field for our four different resolution feature maps, 
which will have different effects for objects of different 
distances and sizes and improve the accuracy of detection. 

 

Fig. 3. SKNet Network Structure. 
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IV. EXPERIMENT AND ANALYSIS  

A. Experimental Data 

Since there is no authoritative dataset for blind roadway 
images, this research dataset consists of two main parts. One 
part is to use some images from The PASCAL Visual Object 
Classes Challenge 2007/2012 (VOC07+12) dataset, mainly 
selected images containing people, cats, dogs, and common 
vehicles. The other part is a manual field photography of the 
blind road surface and a browser search for keywords such as 
"blind road occupied" and "blind road obstruction" to get a 
web page with search results and download images. These two 
parts were filtered and aggregated to create a total dataset of 
1245 images, each with a resolution between 1280×720 and 
333×333. Some of the samples are shown in Fig. 4. 

The dataset uses the PASCAL VOC format, and the targets 
in the images are selected by manual annotation of the frames. 
Eight types of common obstacles were selected as recognition 
objects, namely, people, bicycles, cars, motorcycles, cats, 
dogs, fire hydrants, and manhole covers. In addition, the 
dataset was randomly divided into training set, test set, and 
validation set according to the ratio of 6:2:2, where there were 
747 images in the training set, 253 images in the test set, and 
245 images in the validation set. 

B. Model Training  

Experimental environment configuration: The hardware 
environment is Intel(R) Core(TM) i7-6500 CPU with 2.50 
GHz and 8 GB memory. The software environment is 
Windows 10 operating system, Python 3.6.15 development 
language, and PyTorch 1.2.0 deep learning framework. 

Training parameters: For model training, the model is 
initialized using a pre-trained weight file on the COCO 
dataset, and the model input image size is 640×640. The 
training period is 100.Batch size is set to 16. The initial 
learning rate is 0.01. The minimum learning rate is 0.0001. 
The SGD optimizer is used for optimization. The momentum 
parameter is 0.937. The decay coefficient of the weights is 
0.0005. The learning rate decreases by "cos". And the weights 
are saved every 10 The weights are saved every 10 epochs. 

C. Performance Comparison Experiment 

The improved network model predicts the images, and the 
results are shown in Fig. 5 and Fig. 6. Fig. 5 shows the image 
to be predicted, and Fig. 6 shows the prediction results. From 
the prediction results, it can be seen that the figure contains 
some objects that can be basically predicted accurately both in 
the strong light of day and in the weak light of street light at 
night. The rectangular box position accurately frames the 
outer edge of the target. For the partly obscured objects in the 
figure and some small objects at a distance can also be 
accurately detected. 

To validate the performance of the proposed improved 
YOLOv5 network model, it is evaluated with homemade 
dataset. Precision, Recall, F1 Score and mean average 
precision (mAP) are used as evaluation metrics to assess the 
effectiveness of model training and prediction. The evaluation 
results are shown in Table Ⅰ. From Table Ⅰ, the Recall value, 
Precision value, and F1 score corresponding to each category 

of the improved YOLOv5s network model at Confidence of 
0.5 are shown. The performance experiments were also 
compared with the original YOLOv5s network, the YOLO-
FIRI network proposed in literature 32 [32] under homemade 
dataset. The accuracy and average elapsed time comparison 
results are shown in Table Ⅱ. 

The mAP values of the three algorithms and the AP values 
for each category can be seen in Table Ⅱ. With Recall as the 
horizontal coordinate and Precision as the vertical coordinate, 
the curve plotted is the PR curve. The AP value is the area 
under the PR curve, which represents the average accuracy of 
a single category. It is used to measure how good the model is 
on a single category. The mAP is obtained by averaging the 
AP values of all categories, and is used to measure the 
goodness of the model in all categories. In terms of accuracy, 
this paper proposed YOLOv5s model improves the mAP by 
6.29% compared to the original YOLOv5 model, and for each 
category of AP values, the improvement ranges from 2.13% to 
8.19%, respectively. Compared to the YOLO-FIRI network, 
the mAP improved by 2.36%, and the AP values for each 
category ranged from 1.28% to 4.31%, respectively. This 
indicates that the improved network has better detection 
accuracy. The AP values for the three smaller object 
categories of cats, dogs and fire hydrants are 76.31%, 77.84% 
and 86.43%, which are 4.11%, 8.19% and 3.96% better than 
the original YOLOv5s model. This indicates that the improved 
YOLOv5 network model is more accurate in detecting small 
objects. In terms of inference time, the average time consumed 
by the improved model for each image is 12ms, which is not 
much different from the original YOLOv5s time consumed. 
Compared to the YOLO-FIRI model, the average elapsed time 
per image is 2ms faster. This shows that the improved model 
has a faster inference speed. 

AS a whole, the improved YOLOv5s model has better 
accuracy compared to the original model for a single category 
versus all categories with comparable time consumption. This 
shows that the improved algorithm in this paper has good real-
time performance and accuracy. 

 

 

 

Fig. 4. Partial Sample. 
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Fig. 5. Image to be Predicted. 

 

 

 

Fig. 6. Predicted Results. 

TABLE I. EVALUATION RESULTS 

Class people cat dog bicycle fire hydrant motorcycle car manhole cover 

Precision/% 87.73 85.83 88.74 92.02 86.91 90.37 88.93 87.67 

Recall/% 78.94 56.72 54.10 70.14 76.81 70.85 71.86 68.09 

F1 Score 83.10 68.30 67.22 79.60 81.55 79.43 79.49 76.65 

TABLE II. COMPARISON OF RESULTS 

Algorithm mAP/% people cat dog bicycle Fire hydrant motorcycle car Manhole cover Time/ms 

YOLOv5s 78.03 82.56 72.20 69.65 79.89 82.47 84.14 75.89 77.45 10.5 

YOLO-FIRI 81.96 85.81 74.15 76.35 86.77 83.78 86.51 81.93 80.38 14 

Ours 84.32 89.94 77.84 76.31 88.50 86.43 90.06 83.81 81.66 12 

D. Distance Measurement Experiment 

To verify the performance of the algorithm in ranging in 
this paper, this research used binocular cameras to capture 
pictures of obstacles at 1.5𝑚, 2.0𝑚, 2.5𝑚, 3.0𝑚 and 3.5𝑚 at 
the same location. The binocular camera is calibrated with a 
known focal length of 2.13𝑚𝑚, a baseline length of 60.4𝑚𝑚, 
and an image element size of 3𝜇𝑚. 

The prediction was performed after stereo correction of the 
left and right images at different distances (as shown in Fig. 
7). The same nearest obstacle in the two pictures was screened 
by the center longitudinal coordinates of the outer rectangular 
box of the obstacle. And then the distance was obtained 
according to the difference of their center transverse 
coordinates using the principle of binocular ranging [33], as in 
(7-8). The experimental results are shown in Table Ⅲ. 

fB
Z

d
=               (7) 

( )l r x l rd x x d u u= − = −             (8) 

In (8), 𝑢𝑙，𝑢𝑟 are the central pixel horizontal coordinates 

of the same object rectangular box on the left and right 

images. 𝑑𝑙，𝑑𝑟 are the central physical horizontal coordinates 

of the same object rectangular box on the left and right 
images. 𝑑𝑥 is the image element size. 

 

 

Fig. 7. Graph of Prediction Results for different Distances. 
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TABLE III. DISTANCE MEASUREMENT RESULTS 

Actual distance /m obstacle on the left/pixel obstacle on the right /pixel Parallax /pixel Measuring distance /m Accuracy /% 

1.5 （475.5,159） （447.5,158） 28 1.532 97.87 

2.0 （542,228） （521,226） 21 2.042 97.90 

2.5 （721,255） （705,255.5） 16 2.523 99.08 

3.0 （790.5,209.5） （776,208.5） 14.5 2.958 98.60 

3.5 （716.5,246） （704,246） 12.5 3.431 98.03 

As can be seen from the data in Table Ⅲ, the parallax, 
distance measurement results and accuracy of the nearest 
obstacle in the figure at a distance of 1.5𝑚 to 3.5𝑚 from the 
binocular camera. The measured distances obtained from 
parallax calculations were 1.532𝑚, 2.042𝑚, 2.523𝑚, 2.958𝑚, 
and 3.431𝑚 at actual distances from 1.5 𝑚 to 3.5𝑚, 
respectively. The accuracy of the measured distance is above 
97.87%, and the average accuracy is 98.20%. The accuracy at 
2.0m and 2.5m reached 99.08% and 98.60%, respectively. The 
error was the smallest at the obstacle distance camera at 2.5 
𝑚, and the measured distance was the most accurate. This 
shows that the improved YOLOv5s algorithm has good 
accuracy and robustness in predicting the recognition of 
objects at different distances. 

V. CONCLUSION 

This paper proposes an improved model based on 
YOLOv5s for blind roadway picture detection. Firstly, a 
feature scale and corresponding prediction head are added in 
YOLOv5 to improve the detection accuracy of small objects 
on blind path. Secondly, SK attention mechanism is 
introduced in the feature fusion part to adaptively adjust the 
perceptual field for feature maps of different scales to more 
accurately extract objects of different distances and sizes on 
blind path. Finally, the improved network model is used to 
detect the left and right maps of the binocular camera, and the 
exact distance of the blind obstacle from the camera is 
obtained by the binocular ranging principle. The experimental 
results show that the improved YOLOv5s algorithm can 
achieve the accurate recognition of blind obstacle and the 
accurate distance measurement. 

In the future, this research will achieve accurate blind path 
identification. Combining blind path identification with blind 
obstacle ranging proposed in this paper can form a complete 
navigation system for the blind. This will be of great help for 
blind person to travel. 
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