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Abstract—Modern networks are built to be linked, agile, 

programmable, and load-efficient in order to overcome the 

drawbacks of an unbalanced network, such as network 

congestion, elevated transmission costs, low reliability, and other 

problems. The many technological devices in our environment 

have a considerable potential to make the connected world 

concept a reality. The Internet of Things (IoT) is a research 

community initiative to bring this idea to life. Cloud computing is 

crucial to making it happen. The load balancing and scheduling 

significantly increase the possibility of using resources and 

provide the grounds for reliability. Even if the intended node is 

under low or high loading, the load balancing techniques can 

increase its efficiency. This paper presents a scheduling 

technique for optimal resource allocation with enhanced particle 

swarm optimization and virtual machine live migration 

technique. The proposed technique prevents excessive or low 

server overloads through optimal allocation and scheduling tasks 

to physical servers. The proposed strategy was implemented in 

the cloudsim simulator environment and compared and showed 

that the proposed method is more effective and is well suited to 

decreasing execution time and energy consumption. This solution 

provides grounds to reduce energy consumption in the cloud 

environment while decreasing execution time. The simulation 

results showed that the amount of energy consumption compared 

to particle crowding has decreased by 10% and compared to 

PSO (Particle Swarm Optimization) scheduling by more than 

8%. Also, the execution time has been reduced by 18% compared 

to particle swarm scheduling and by 8% compared to PSO. 

Keywords—Internet of things; load balancing; cloud 

computing; virtual machine migration 

I. INTRODUCTION 

Cloud computing is a computing model based on large 
computer networks such as the Internet, which provides a new 
model for the supply, consumption, and delivery of 
information technology services (including hardware, software, 
information, and other shared computing resources) using the 
Internet. Naturally, every change and new concept in the world 
of technology has its own advantages, problems, and 
complications [1]. Using cloud computing is not an exception 
to this rule. Among the advantages of cloud computing, we can 
mention the lack of time and place restrictions, simple sharing 
of resources, as well as the reduction of capital and operational 
costs (the most important advantage), because in fact, cloud 
computing dynamically provides scalable resources as a 
service on the Internet and has also put many challenges in 

front of experts in this field, among which we can mention 
things like: resource allocation and load balancing, security, 
reliability, ownership, data backup and data portability [2, 3, 
34]. Meanwhile, resource allocation and load balancing in 
cloud computing are of great importance. This issue has been 
discussed in various fields such as operating system, cluster 
computing and data center management. A resource allocation 
system in cloud computing can be considered as any 
mechanism whose purpose is to ensure that the requirements of 
applications are met [4, 36]. In addition, the resource allocation 
mechanism must examine the current status of each resource in 
the cloud environment in order to provide algorithms for better 
allocation of physical resources or virtual resources and thus 
reduce operational costs in the cloud environment. It is clear 
that due to the scale and complexity of these systems, the 
centralized assignment of tasks to a specific server without 
considering specific solutions is actually impossible, and also 
due to the increasing load and volume of requests in advanced 
data centers and the urgent need to achieve quality. For optimal 
service, the need for solutions to increase the efficiency of 
existing servers in the data center is felt. One of the ways to 
achieve optimal productivity is to use scheduling and load 
balancing solutions [5, 33]. This technology, with its high 
potential of cloud computing for storing and processing data 
remotely, has provided a new computing model. Recently, 
instead of using domestic resources, many large companies 
have outsourced them to cloud computing [6]. So users can 
access their data anywhere in the world, and they do not need 
high-performance hardware and storage systems because all 
computing and storage operations are performed by cloud 
service providers and well-equipped and advanced servers. 
Meanwhile, the scheduling and resource allocation problem in 
cloud computing is important because it directly affects the 
amount of energy consumption and reduction of latency in 
service provision [7]. A scheduling system in cloud computing 
can be any mechanism to ensure the provision of application 
requirements. In addition, the scheduling mechanism should 
examine the current status of each source in the cloud 
environment to provide algorithms for better allocation of 
physical or virtual resources and thus reduce operational costs 
in the cloud environment. That is because, during the 
processing, a number of servers might have a high traffic load. 
During the load distribution among servers with less load, the 
idle servers can be turned off to reduce energy consumption [8, 
35, 26]. In this study, a PSO algorithm is suggested for 
scheduling and ideal load balancing in the cloud infrastructure 
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in order to reduce energy usage in cloud computing 
environments' data centers. The proposed technique prevents 
server overloads or low load through the optimal assignment of 
tasks to physical servers. This research is also important from 
another aspect that with the increase of users and their different 
requests, the following situations may occur: 

 The virtual machine may be performing an operation 
and not accept another request. 

 The request should be made on a new car. 

 The request should be applied to a machine that is busy 
and does not have enough capacity to receive new ones. 

 Migration may take place. 

Therefore, a solution must be provided to manage these 
challenges. When the bandwidth of a virtual machine is full, 
the central cluster sends requests to another machine. At this 
stage, an algorithm is needed to balance the load and choose 
the right processing server. Based on this, a solution based on 
the improved particle community optimization algorithm is 
presented for efficient scheduling and as a result optimal load 
balancing in the cloud infrastructure, so that the task execution 
time can be reduced by broadcasting the requests and in As a 
result, it helped to manage energy consumption for users. In 
this research, as an innovation, for the purpose of scheduling, a 
combined method of particle swarm optimization and virtual 
machine live migration technique has been used to balance the 
load using an optimal schedule. The use of combined methods 
for load balancing has not been much considered in other 
researches. Also, the goals and contributions of the authors in 
this research are stated as follows: 

 Creating load balance and reducing response time to 
users' requests. 

 Balancing load in cloud network using particle swarm 
algorithm and task migration. 

In the continuation of our paper, it is configured as follows. 
The next section, which discusses prior works in the area of 
cloud computing in the IoT context, presents a list of related 
works. In this section's conclusion, the current works' 
characteristics are given in table format for different criteria. 
Section III describes the proposed approach in three parts: 
problem-solving formulation, H algorithm based on 
scheduling, and virtual machine migration. The performance 
evaluation for energy consumption parameters and execution 
time is given in Section IV. The analysis of the comparison 
between the suggested approach and the current works is 
presented as a table in the fifth part. In the last part, the 
conclusion of the research is given. 

II. PREVIOUS WORKS 

This section looks at concerns like access control and load 
balancing for cloud computing networks. Also, the discussion 
related to the Internet of Things environment is covered. A 
method based on efficient workload distribution and resource 
management is suggested in reference [9] employing a cloud 
computing framework. In this approach, clustering learning 
techniques are employed to decrease network edge energy 
consumption as well as processing and communication delays. 
A similar strategy is presented in reference [10] to build a true 
edge cloud ecosystem. In the Internet of Things, a capillary 
computing architecture for orchestrating microservices from 
edge devices to cloud computing providers is suggested in 
reference [11]. An Edge-Fog-Cloud environment is described 
as a distributed cloud for IoT computing in reference [12]. The 
authors also review a cloud computing offloading strategy for 
simultaneous localization and mapping of indoor mobile robots 
in reference [13]. A trust management technique is described in 
reference [14] to enhance a distinct perspective on the cloud 
environment and to enable a blockchain-based cloud 
computing architecture. A safe offloading technique based on 
machine learning is also suggested in reference [15] for cloud 
computing, which expands the potential of IoT for applications 
related to smart cities. A semantic model-based strategy for 
IoT data description and discovery for IoT-Cloud architecture 
is presented in reference [16]. They suggested a method for 
optimizing energy consumption in a set of heterogeneous 
computing groups to serve various web applications in one of 
the earliest studies in scheduling and power management [17]. 
The suggested method decides whether to turn on or off the 
nodes to reduce total energy consumption while controlling the 
resources sporadically. In order to reduce power consumption, 
the request scheduling issue for multi-layer web applications 
was researched in [18]. It was suggested in [19] to use Power-
Aware Tasks Scheduling (EATS) to divide and schedule vast 
amounts of data in the cloud. This model's primary objective 
was to improve application efficiency and lower energy usage 
in subsurface resources. According to [20], the grouped tasks 
scheduling (GTS) algorithm is used to plan out the tasks in a 
network of cloud computing services while considering 
customer needs for service quality. The suggested algorithm 
creates five groups to split tasks belonging to each group and 
share characteristics such as user type, task type, job size, and 
work delay. In order to run task-based efficient programs on 
distributed operating systems and save energy, a real-time 
dynamic scheduling system was developed [21]. There is 
currently no optimal multiprocessor solution for the NP-hard 
job scheduling problem. Therefore, a polynomial algorithm is 
suggested in [22] that combines exploratory principles and 
resource allocation strategies to locate suitable solutions 
quickly. Table I provides a comparison of the aforementioned 
techniques. The comparison is based on the purpose, the 
preferred method, and the result of the work. 
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TABLE I. REVIEW OF PREVIOUS WORKS IN THE FIELD OF LOAD BALANCING USING CLOUD COMPUTING 

Ref. Objective Method Referred  Achievement Inference 

[1] 

Utilizing cloud computing for IoT 

resource allocation and workload 

distribution 

Learning classifier 
40% reduction in 
processing delays 

The delay in the transmission of packets is 

reduced. 

Reducing energy consumption 

[2] 
Resource management in cloud 
computing 

Pseudo code-dynamic 
testing 

Increasing throughput and 
reducing latency 

• This solution is affordable, scalable and 
reliable. 

[3] 

Developing a new architecture for smart 

applications that support different IoT 
workloads in the cloud computing 

environment. 

orchestration based on 
containers 

Many times faster for 
response time 

• A Fog or Cloud resource was successfully 

offloaded from an Edge node. 
• Capable of coping with extremely dynamic 

IoT situations. 

[4] 
Distributed tasks processing in Cloud 

computing environment 

The lowest processing 
cost is used in the first 

method to assign tasks. 

Extend time without 
compromising associated 

costs 

• Display processing and network costs. 

• Evaluation of Edge, Fog, and cloud 

computing options in light of device 
connection congestion. 

[5] 
Secure offloading for Cloud Computing 

of things 

Machine learning 
methods, fuzzy neural 

model  

Reduce latency 

Cloud selection is based on reinforcement 

learning, and cloud node availability is 

estimated using available processing power 

and remaining node energy. 

[6] 
Internet of Things data management 
methods in IoT-Fog-Cloud 

Better characteristics of 

IoT data flow in 

semantic model 

IoT data stream 

characterization to support 

semantic data retrieval 

• Attention to data storage issues. 

• The creation of protocols for data discovery 

for Internet of Things hardware. 

[7] 
For large-scale Internet of Things 
systems, enabling efficient access control 

procedures. 

Token management 
methods with identity-

based capabilities 

An approach to access 

management for Internet of 

Things systems that is 
scalable 

• Achievements of capabilities such as load 
balancing, decentralized access and 

lightweight approach 

[8] 
presenting a framework for predictive 

analytics using the IoT for mobile devices 

utilizing machine 

learning to analyze data 

Data privacy, low cost of 

data transit to data centers, 
and quick feedback 

• Big data management for IoMT devices 

III. PROPOSED APPROACH 

This section provides the particle swarm optimization 
algorithm, and the virtual machine lives migration technique to 
create optimal load balancing in the cloud infrastructure. Using 
this solution, the execution time of the tasks decreases, and the 
energy consumption is also reduced. Accordingly, the 
formulation of the solution is presented below. 

A. Formulation of the Solution 

Since mapping the workflow of a program to distributed 
resources can have several goals, the present study is focused 
on two goals: energy consumption and traffic consumption. 
The two targets are formulated as follows. 

Studies in [23] have demonstrated that a linear relationship 
between energy consumption and CPU sufficiency can 
correctly describe the energy consumption of servers. As a 
result, the following model describes how much energy a 
physical machine uses in a cloud environment: 

P𝑗 = {
(P𝑗

𝑏𝑢𝑠𝑦 − 𝑃𝑗
𝑖𝑑𝑙𝑒) × 𝑈𝑗

𝑝 + 𝑃𝑗
𝑖𝑑𝑙𝑒 , U𝑗

𝑐 > 0

0                                                     , otherwise
          (1) 

Where: 

P𝑗: Energy consumption of the physical machine j 

P𝑗
𝑖𝑑𝑙𝑒: The average energy consumption of the physical 

machine j when it is idle 

P𝑗
𝑏𝑢𝑠𝑦: The average energy consumption of the physical 

machine j when it is busy 

𝑈𝑗
𝑝: The normalized amount of processor consumed by the 

physical machine j 

U𝑗
𝑐 > 0: The physical machine j is on 

The main idea behind this kind of modeling is to convert 
the less-busy physical machines into idle and then turn them 

off. In this relation,P𝑗
𝑏𝑢𝑠𝑦 and 𝑃𝑗

𝑖𝑑𝑙𝑒  are constant values which 

are 162 and 215 watts for Dell physical machines. 

The following equation is used to calculate the network 
bandwidth consumption and traffic generated by each physical 
machine: 

𝐷𝑗 = ∑ 𝜆(𝑗, 𝑚)∀𝑚𝜖𝑉𝑗
∑ 𝐶𝑖

𝜌(𝑗,𝑚)
𝑖=1             (2) 

Where: 

𝐷𝑗: The communication between the physical machine j and 

other physical machines 

𝜆(𝑗و𝑚): Traffic load between the physical machine j and other 

physical machines 

𝑉𝑗: The set of physical machines communicating with the 

physical machine j 

𝐶𝑖: The weight of communication link between two physical 

machines at level i 
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𝜌(𝑗و𝑚): The level of communication between the physical 

machines m and the physical machine j 

Moreover, the approach presented in [24] is used to model 
resource usage. The model is predicated on the idea that the 
devices' power consumption and processor productivity truly 
follow a linear relationship. To put it another way, the 
knowledge about a task's processing time and CPU efficiency 
is sufficient to determine its power usage. The definition of 
efficiency for a resource like ri at any given time is as follows: 

𝑈𝑖 =  ∑ 𝑢𝑖,𝑗

𝑛

𝑗=1

 

Where n is the number of currently active tasks and uij is 
the number of resources task tj uses. As a result, the following 
formula is used to determine the energy consumption (Ej) of 
the rj resource: 

𝐸𝑗 = (𝑃𝑚𝑎𝑥 − 𝑃𝑚𝑖𝑛) × 𝑈𝑖 + 𝑃𝑚𝑖𝑛            (3) 

In this case, Pmax is the maximum power consumption 
(i.e., at 100% efficiency), and Pmin is the minimum energy 
consumption per minute when the server is active (or at 1% 
efficiency). 

B. Load Balancing Processes 

Based on the above strategies, the main steps for load 
balancing are as follows: 

 Calculating the transfer probability for all its neighbors 
and selecting the largest one as the next destination. 

 Moving to a new node and checking if it is a candidate 
node; if the answer is yes, a migration should be created 
and initialized. For advanced migration, you have to go 
back to the first step. 

 Retrograde migration returns to the starting point of the 
corresponding leading ant and in the same direction as 
the leading migration. During the route, the information 
related to the pheromone of each node that the 
backward migration passed through was updated and if 
it reached the starting point, it deleted the backward 
migration. 

 Calculating the total resources of the candidate nodes 
and if the nodes need to perform load balancing 
operations, these steps will be stopped. 

 Finally, in the last step, the load balancing operation 
should be performed using the live migration of the 
virtual machine. 

 These steps for max-min rules also; it is similar except 
in the step of calculating the transfer probability. 

C. Particle Swarm Optimization based Scheduling 

Now, based on the relations presented in the previous 
section using the PSO algorithm for scheduling is discussed. 
Other evolutionary algorithms and the PSO algorithm are 
comparable. The population in PSO is the same as the number 
of particles in the problem space. Initialization of the particles 
is random. Every particle will have a compatibility value, 
which will be evaluated by the compatibility function, which 
ought to be optimized for every generation. This algorithm 
attempts to identify the best solution by updating generations 
after first creating a collection of particles at random [25]. In 
actuality, each particle chooses the best location (pbest) and 
position from the gbest particles. Each particle's pbest 
represents its best outcome to date, while its gbest represents 
its best compatibility with the entire population. Each 
generation will update the particle positions and velocities 
using relations (4) and (5), respectively: 

𝑣[ ]  =  𝑣[ ]  +              (4) 

c1 * rand() * (pbest[ ] - position [ ]) +  

c2 * rand() * (gbest[ ] - position[ ]) 

𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛[ ]  =  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛[ ]  +  𝑣[ ]            (5) 

The first part of equation (4) is the particle's current 
velocity. In contrast, the second and third portions are the 
particle's change in velocity and its rotation toward the best 
individual experience and collective experience, respectively. 
The initialization of the particle position and velocity in the 
PSO algorithm is random. The given tasks in this study are the 
particles, and the size (dimension) of the particles represents 
the total number of tasks in the workflow. The processing 
resource indices are the values assigned to each particle 
dimension. Each particle, then, represents the mapping of a 
resource to a job. Each particle is assessed using the 
compatibility function provided in relations (1) and (2). 
Equation (3) is used to calculate the velocity of particles, while 
Equation (3) is used to update their location (4). This 
assessment continues until it reaches a certain number of 
repetitions. 

The PSO-based scheduling algorithm is presented in Fig. 1. 
For scheduling by PSO algorithm, the initial step is calculating 
the traffic cost between resources using equation (2) based on 
the current network load. The algorithm then distributes 
completed tasks to resources by PSO's mapping. Then, 
according to the number of accomplished tasks, the list is ready 
to be updated, including tasks that their father completes. 
Following that, the energy wastage cost is calculated. These 
steps continue until all tasks are scheduled in the workflow. 
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Fig. 1. PSO Scheduling Algorithm. 

D. Virtual Machine Migration 

During the execution process of scheduling tasks on 
processing servers performed with the help of particle swarm 
optimization, some servers may fail to execute tasks for 
reasons such as delays in previous processing tasks. They 
might have additional traffic load due to the delay in 
processing tasks, or hardware and software errors may cause 
additional traffic and overload while some servers are idle. In 
this case, the processing servers are reviewed periodically, and 
then the following three conditions are used to determine the 
status of the processing servers: 

 If the server processor achieves its maximum 
productivity, then the server falls into the category of 
overloaded machines (Poverload). 

 Suppose the server processor productivity is lower than 
the specified average productivity. In that case, it falls 
into the category of underload servers, which is usually 
around 10%. (Punder) 

 Other servers that do not meet any of the above 
requirements are included in the normal server 
(Pnormal). 

To make load balancing, the overload servers should 
migrate to under-load servers, so loads of servers in overload 

mode are migrated through the virtual machine migration 
technique onto another server in Punder or normal mode. Other 
servers with productivity below 10 percent will be candidates 
for tasks migration, and therefore they are turned off to reduce 
power consumption. 

IV. ANALYSIS, EVALUATION AND PERFORMANCE 

A model that could simulate and evaluate the cloud 
infrastructure equipment is required to simulate and evaluate 
the solution. CloudSim is an extendable simulation tool that 
enables modeling and simulating cloud computing systems and 
preparing applications. In reality, this program makes it 
possible to do integrated modeling, simulation, and assessment 
of cloud infrastructure and associated services [26]. In order to 
simulate data centers, 800 hosts have also been defined. A 
class called a server that expands the Power Model SpecPower 
class, a subclass of the Power Model class in CloudSim, must 
be developed in order to establish any virtual server in the 
software. The CoMon project, a monitoring infrastructure for 
PlanetLab, has tested real traced data, which has been used to 
generate the workload. The Round-Robin and ant colony 
optimization methods are compared to the strategy. The power 
consumption, execution time, and SLA criteria are taken into 
account to evaluate the suggested algorithm's effectiveness 
compared to other methods. Finally, the evaluation results are 
shown in Fig. 2 to 6. 

 

Fig. 2. Energy Consumption (kw/h). 
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1: Calculate the cost of traffic between resources using equation (2) 
2: Compute PSO ({Task})  

3: for all “ready” tasks {Task} ∈ T do 
4: Assign tasks to resources sby PSO 

5: Dispatch all the mapped tasks 
6: Update task list 

7: Calculate energy wastage cost using equation (1) 

8: Compute PSO ({Task}) 

9: Perform VM Migration for load balancing. 
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Fig. 3. Execution Time (Second). 

 

Fig. 4. Service Level Agreement (%SLA). 

 

Fig. 5. Service Level Agreement Degradation due to Migration (%SLA). 
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Fig. 6. Execution Time - VM Reallocation Mean. 

According to Fig. 2, the energy consumption in the 
proposed solution is greatly reduced compared to the other two 
solutions due to appropriate scheduling and balanced load 
distribution between processing servers and turning the idle 
servers off. Accordingly, the scheduling is reduced by 10 and 
17% compared to the Ant Colony optimization and Round 
Robin algorithms. Given the number of resources and energy 
consumption in each schedule, this reduced energy 
consumption was predictable. 

In addition to reducing energy consumption, reducing 
demand execution time is also very important in cloud 
infrastructure. In fact, it is another goal of this research. 
Accordingly, the execution time in the solution has been 
reduced to an appropriate level, as shown in Fig. 3. The 
proposed solution has reduced the execution time by 18 and 
28% more than the R.R and ant colony optimization, 
respectively. This is due to load balancing in the cloud 
infrastructure by utilizing PSO-based scheduling and the task 
execution predictor. Moreover, the use of the virtual machine 
live migration technique allows transferring the processing 
load to free or idle servers, and the execution time is reduced 
significantly. 

In Fig. 4, the service level agreement violations have been 
shown. The Service Level Agreement (SLA) is the basis for 
determining the expected level of service. The service quality 
parameters in the service level agreement specify the extent to 
which the provided quality is appropriate. Customers need this 
contract to ensure the quality level of their services. In fact, the 
primary purpose of this agreement is to define an official basis 
for the terms of provided service, such as efficiency or 
availability. According to the figure, using the load balancing 
produced by the optimal scheduling, the proposed strategy has 
provided the servers with higher reliability than the other two 
strategies, creating better availability in the cloud 
infrastructure. In other words, the violation percentage of this 

solution is lower than the service level agreement compared to 
the other two solutions. 

According to Fig. 5, the proposed solution has the least 
SLA degradation due to migration because all migrations are 
optimized and adapted to the needs of the infrastructure 
resulting in the lowest reduction in quality of service. In fact, 
the service quality parameters in the service level contract 
determine how appropriate the quality of the provided service 
is. Customers ensure the quality of the provided service 
through this contract. As seen in the figure, thanks to the load 
balancing created by optimizing the timing, the proposed 
solution has made the servers more reliable than the other two 
solutions. It thus has higher availability in the cloud 
infrastructure compared to other solutions. In other words, the 
percentage of violations of this solution is less than the service 
level agreement compared to the other two solutions. 

Since virtual machine migration can affect runtime, Fig. 6 
shows the VM reallocation mean time required for virtual 
machine reallocation. As it can be seen, the proposed solution 
in this parameter is also more efficient than other methods. In 
other words, since this solution examines the status of server 
resources and allocates them accordingly, it creates the least 
delay in executing user requests. 

V. COMPARATIVE ANALYSIS 

Table II describes the comparative analysis of the 
suggested method with related research. The comparison is 
based on features of already published literature, including load 
balancing, resource management, and energy usage reduction. 
Almost all publications emphasize the significance of load 
balancing, except [23, 27] and certain works that allude to 
resource management, including [19, 20, 22, 23, 25]. Almost 
all of these studies have not covered the idea of lowering 
energy usage and scheduling. The references [20, 21, 24, 25] 
have used edge computing methodologies. They also employ 
cloud computing in many aspects of their work. 
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TABLE II. COMPARING THE SUGGESTED APPROACH WITH THE CURRENT APPROACHES 

Ref. Resource management Load balancing energy consumption reduction Scheduling based Cloud based 

[7] ✓ ✓ × × ✓ 

[8] ✓ ✓ × × ✓ 

[9] ✓ × × ✓ ✓ 

[27] × ✓ × × ✓ 

[28] ✓ × × ✓ ✓ 

[29] ✓ × × × ✓ 

[30] × × × × ✓ 

[31] ✓ ✓ × × ✓ 

[32] ✓ × × × ✓ 

Proposed 

approach 
✓ ✓ ✓ ✓ ✓ 

Also, this paper presents a scheduling technique for optimal 
resource allocation with particle swarm optimization and 
virtual machine live migration technique. The proposed 
technique avoids server overload or underload through optimal 
allocation and scheduling of tasks to physical servers. The 
proposed strategy was implemented and compared in the 
cloudsim simulator environment and showed that the proposed 
method is more effective and suitable for reducing execution 
time and energy consumption. This solution provides the basis 
for reducing energy consumption in the cloud environment and 
at the same time reducing execution time. Compared to the 
previous test, due to the increase of ants, it is clearly visible 
that the virtual machine migration is increasing compared to 
the previous state which has caused the execution time to 
decrease. In fact, by applying suitable and optimal migrations, 
additional load has been transferred from high traffic servers to 
low traffic servers. As can be seen from Table III, although the 
amount of energy consumption has increased with the increase 
in the number of ants, but at the same time, the amount of 
energy consumption has decreased by approximately 12% 
compared to the MPSO (Multi_Objective Particle Swarm 
Optimization) method and 9% compared to Round Robin. 
Also, by placing Optimum methods and reduction of additional 
overhead, execution time has also been optimized compared to 
all three other methods. As compared to the R.R. method, it has 
reached 27%. 

TABLE III. THE DEGREE OF OPTIMALITY OF THE PROPOSED SOLUTION 

COMPARED TO OTHER SOLUTIONS (100 ANTS) 

Random R.R PSO  

5% 11% 12% 
energy 

consumption 

17% 13% 12% 
Virtual machine 

migration 

16% 29% 5% execution time 

VI. CONCLUSIONS 

Due to the scale and complexity of the cloud infrastructure, 
the centralized assignment of tasks to a specific server without 

considering any specific solutions is impossible. Also, 
considering the increasing workload and volume of requests in 
advanced data centers and the urgent need to achieve optimal 
service quality, solutions should be developed to increase the 
productivity of existing servers in the data center. One method 
to achieve optimal productivity is the use of scheduling 
technics. Load balancing is needed to manage the service 
providers' resources properly. This study uses a solution based 
on a swarm particle optimization algorithm and the 
virtual machine lives migration technique for load balancing. 
The proposed technique prevents server overloads or low load 
through the optimal assignment of tasks to physical servers. 
Finally, it was shown with the help of ClodSim software and in 
the simulation environment that this method significantly 
increases the efficiency. For this purpose, the proposed solution 
was evaluated in two cases with the number of ants 50 and 100. 
In the first test (number of 50 ants), the solution was compared 
with the three algorithms ACO, Round Robin and MPSO and it 
was shown that the proposed solution was able to execute the 
desired requests in less time than the two algorithms ACO and 
Round Robin. Efficiency can be provided with the help of the 
correct migrations that the solution has provided, and the 
machines that have had a heavy load have been transferred 
from them to another machine that has a lower load, and on the 
other hand, the machines that have no load have also been 
transferred, found correctly and by turning them off, the 
amount of energy consumption is also reduced; so that 
compared to the ACO algorithm, the energy consumption has 
decreased by almost 10% and compared to the round robin 
algorithm by 13%, but compared to the MPSO, the 
optimization in terms of energy consumption has not been 
achieved. In the second experiment, the number of ants 
increased to 100 ants and in comparison, it was shown that 
although the reduction of energy consumption is less than the 
first case, but with optimal virtual machine migrations, the 
execution time for all three algorithms is between 12 to 27% 
decreased. This indicates that the solution is optimal compared 
to other methods. 

In the future, the continuation of this research can be 
extended to the execution time based on demand resource 
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allocation, because the proposed method does not meet the 
resource requirements during the execution of requests. 
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