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Abstract—Augmented Reality (AR) has led to several 

technologies being at the forefront of innovation and change in 

every sector and industry. Accelerated advances in Computer 

Vision (CV), AR, and object detection refined the process of 

analyzing and comprehending the environment. Object detection 

has recently drawn a lot of attention as one of the most 

fundamental and difficult computer vision topics. The traditional 

object detection techniques are fully computer-based and 

typically need massive Graphics Processing Unit (GPU) power, 

while they aren't usually real-time. However, an AR application 

required real-time superimposed digital data to enable users to 

improve their field of view. This paper provides a comprehensive 

review of most of the recent lightweight object detection 

algorithms that are suitable to be used in AR applications. Four 

sources including Web of Science, Scopus, IEEE Xplore, and 

ScienceDirect were included in this review study. A total of ten 

papers were discussed and analyzed from four perspectives: 

accuracy, speed, small object detection, and model size. Several 

interesting challenges are discussed as recommendations for 

future work in the object detection field. 

Keywords—Augmented reality (AR); object detection; computer 

vision (CV); non-graphics processing unit (Non-GPU); real time 

I. INTRODUCTION 

As opposed to virtual reality (VR), the term augmented 
reality (AR) refers to a virtual interface, either in 2D or 3D, 
that enhances human vision by superimposing additional 
information (digital content) over the actual surroundings, 
which results in complete immersion in the imaginary 
reality[1]. As we can always see and feel the real world around 
us, it is not possible to get immersed in the virtual world. 

AR relies on a device that captures the real world and 
inverts live animations, virtual objects, texts, data, or sounds 
observed by the user on a smartphone, tablet, computer, a pair 
of glasses, or any other on-screen display system [2]. In AR, 
the virtual information and the real world are synched using 
geo-localization and embedded sensors (gyroscope, 
accelerometer) that position the user and adjust the display 
according to his environment and movements. 

Think about driving at night on a mountainous, curved 
route; also imagine a thick fog covering this area right now. 
The fog completely hides the trees on either side of the road. 
Considering how crowded it is, it is challenging to even see the 
traffic signs from a distance of two to three feet. The fog 
reflects the headlights' illumination, making driving risky, but 
stopping could be much riskier. In essence, there is no way to 
win, Similar cases to this have resulted in numerous multicar 
accidents. Now imagine being able to view the road's layout on 
a windshield, displaying the distance between you and the 
vehicles in front of you, your current speed, exit points, and 
intersections simply by pushing a button. Even though it's 
never fully safe to drive in fog, this display can provide the 
driver access to important information that could help avoid an 
accident [3]. 

Again, imagine a new faculty member entering a very large 
academic library; this new member turns on the camera on 
his/her cellphone and carefully scans the entire area. Imagine 
the new member having information about the room he/she is 
standing on the phone screen. Perhaps the location of the 
reference books, stacks, and current journals, or where to find 
help, is recorded by the camera. Imagine a scenario where a 
new faculty member may have virtual arrows pointing to the 
book's location., he/she is looking for on display to guide 
him/her in finding the location of the book. The use of AR 
makes both scenarios possible [3]. 

As a method of human-computer interaction, AR merely 
projects virtual data onto real objects [4]. The accurate 
superimposition of virtual data onto real objects depends on the 
detection of real objects and the knowledge of their precise 
coordinates. Several researchers discussed and elaborated on 
different challenges faced by AR technology. The following 
are the main challenges faced by AR technology. 

A. Display 

One of the main challenges with AR display technology is 
to create an extensive field of view, high resolution [4], see-
through display in a socially suitable shape element. The study 
by [5] listed some of the challenges in optics and displays that 
must be addressed, which include offering enough brightness 
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and sharp display, having a high resolution and extensive area 
of view, addressing eyestrain, and being in a sunglass-like 
shape element. Several crucial subjects consist of addressing 
the AR vergence accommodation challenges, displaying 
photorealistic content material, and new shape elements which 
includes contact lenses. 

B. Interaction Techniques 

This is another challenge which is allowing humans to 
control AR content material as effortlessly as they do with 
items within the actual world. One approach that has been 
explored is utilizing actual gadgets to interact with AR in a 
method known as Tangible AR [6]. Free-hand gestures are 
supported by current AR systems; however this will be 
improved in addition to voice recognition and enabling mixed 
speech and gesture input in multi-modal interfaces. Future 
studies might use a variety of different approaches using eye 
tracking, whole-body input, and various non-verbal indications. 
Ultimately, [7] recommended more studies on the interaction 
methods that are not feasible inside the actual world. 

C. Social and Ethical Issues 

In the long term, the meaningful social and ethical concerns 
in AR technology are a complicated issue that must be 
addressed, for instance, identity hacking. However [8] 
mentioned the privacy implications of seeing individual 
information in public spaces; the study came up with lists of 
questionable ethical uses of AR which include deception, 
surveillance, and behavior modification. 

D. Object Detection Techniques 

For AR applications like assembly guidance, real-time, 
scalable object detection is a crucial task. Real-time object 
detection from RGB images has already been addressed by 
several Deep Neural Network (DNN) models. Although the 
majority of current AR and mixed reality (MR) systems can 
comprehend the 3D geometry of their surroundings, they are 
unable to recognize and categorize complex items in the real 
world. Deep Convolutional Neural Networks (CNN) can allow 
these features; however, it is still challenging to run big 
networks on mobile devices. It is extremely difficult to offload 
object detection to the edge or cloud due to the strict 
requirements for low end-to-end latency and excellent 
detection accuracy. In [9] proposes an object detector to boost 
embedded devices' ability to identify objects. 

Augmented reality simply displays digital information onto 
real-world objects as a technique for human-computer 
interaction. In the era of augmented reality, virtual things 
created by computers can precisely and instantly overlay 
physical ones. Predicting bounding boxes and categorizing 
objects are both steps in the process of object detection which 
is a key area of computer vision today. Robust detection of 
objects from natural features of AR is still a complex problem 
and usually demands high computational time. 

DL-based object detection has received significant research 
interest in current years. For higher picture knowledge 
techniques, it is vital not only to pay attention to classifying 
different pictures but to attempt to exactly estimate which 
objects are present within the pictures and their places (known 

as object detection) [10]. Many studies have been reported on 
object recognition using CNN in the field of computer vision. 

However, end-to-end DL object identification methods 
based on regression methods, such as the Single Shot multi-
box Detector (SSD) series and the YOLO series, have been 
successful in detecting objects in real time using GPU-based 
computers. It is exceedingly difficult to achieve accurate 
and real-time detection using non-GPU-based PCs and portable 
devices with low computing capacity because of the high 
computational needs of many systems. Several researchers 
discussed that a lot of object detection models have higher 
computing time which makes their object detection models 
take a long time to provide the outcomes. The following are the 
survey’s contributions: 

1) A comprehensive survey was conducted on the current 

object detection models for embedded devices published from 

2018 to 2022. 

2) We summarized numerous object detection methods for 

mobile and embedded devices. 

3) The employment of algorithms to identify their unique 

and constrained features. We also looked at how these 

techniques handle problems that arise during the object 

detection process, as well as the advantages and disadvantages 

of these techniques for object detection models. 

4) Discussion on the current open problems to help direct 

future studies on improving and enhancing the performance of 

object detection techniques. The development of the model was 

done after reviewing many earlier studies from related 

domains. 

There are eight sections in this paper; the introduction and 
scope of this study are presented in Section I, and the review of 
the structure of the AR system is presented in Section II. In 
Section III some applications of object detection were 
discussed. The most important challenges in the object 
detection field are presented in Section IV. Previous research 
on similar topics, the outcome of the analysis, and the 
limitations and conclusions of such studies are in Sections V, 
VI, VII, and VIII respectively. 

II. AR SYSTEM 

Specific software and hardware are required for the various 
AR systems, however, the software utilized uses the real-world 
coordinates via cameras and tracking hardware; the purpose is 
to convert this location data into an XML file, in software the 
so-called ARML (Augmented Reality Markup Language) used. 
The ARML functional blocks establish the relationship 
between the actual and virtual worlds by identifying the 
relationship between them; this enables use of virtual items in 
the real world. These virtual items are controlled by the user's 
actions that they take [11]. Most devices utilized in AR 
applications are IoT devices that fall into one of three 
categories: 

 Sensors: Sensors gather information from the real world 
and send it to an AR app. for example, a mobile 
device's built-in camera gathers information about a 
user's environment. Data is processed by the software, 
which subsequently shows the user predefined content. 
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With information from cameras or 3D models, the 
scene's composition is achievable. The tracking device 
could be (RFID, wireless sensors, accelerometers, GPS, 
gyroscopes, solid-state compasses, and digital cameras) 
[11] and have several settings and ranges; they enhance 
the AR system's tracking accuracy. 

 Input devices: These tools let users engage with AR 
systems. The AR Interface works as a medium between 
the AR system and these components. The Ikea 
application's UI could be a good example. The user 
could move the furniture items in his house by using 
signs that the program will then interpret as orders [11]. 
The types of inputs include speaking, blinking, 
touching, and gesturing, among others. Input devices 
examples: microphones, touch displays, gesture 
controllers, styluses, and pointers [12]. 

 Output devices: Users can interact with the AR system 
using these tools. Whenever these tools are used for a 
particular purpose, they are often worn on the user's 
forehead. HMDs, monitors, and wearable technology 
are some examples of these devices [13]. 

Offering a solution in real-time is one of an AR system's 
main characteristics. The user experience is not the only benefit 
of AR technology. t offers excellent economic opportunities for 
service providers and companies [13]. As AR has been more 
widely used, it allows more e-production of wireless networks, 
sensors, high-end cameras, cellphones, and other devices, but 
there are several factors to take into account while designing an 
AR system and the architecture that supports it. Such as the 
high quality and how immersive AR is, also the monitoring and 
rendering slowness [11]. There are some limitations related to 
the AR systems such as: 

A. Hardware Limitations 

A variety of smart devices are used to create AR systems. 
From the least powerful to the most powerful devices that work 
across multiple environments. Therefore, one of the key goals 
is to lower these devices' energy consumption to increase their 
efficiency[14]. In addition to the energy consumption, the cost 
of the AR devices may easily cost thousands of dollars which 

makes them unreachable to everyone except the most 
committed pioneers or early adopters. 

B. Software Limitations 

The most efficient hardware is useless if it doesn't come 
with incredible software. Although the architecture of such AR 
systems has advanced significantly, the software component 
for such a complex system still has certain challenges to 
overcome and objectives to achieve [11]. The flexible 
operating system has to be coded, sized, and powered more 
efficiently. The following are some examples of operating 
systems that can be used in the context of AR (FreeRTOS, 
OpenWSN, and TynyOS). Additionally, there are dedicated 
browsers for AR, including Mozilla's "Firefox Reality." And 
several more devices are still under development. Therefore, it 
is clear that it is needed to design suitable toolkits having the 
support of various devices and applications across numerous 
platforms. 

C. Lack of Privacy 

The perceived risk associated with AR is one of the key 
privacy concerns. A person's privacy is at risk since AR 
technology can monitor what they are doing and collects a ton 
of data about them and their activities. 

D. Devices Compatibility 

In AR systems, there should be no issues with 
communication between objects and devices, the compatibility 
of such devices is one of the main issues with an AR system's 
design [15]. To address this issue, we should focus on “We 
must improve semantic exchange between objects and devices 
and between devices with each other. The semantic web may 
be used to do this, which can improve the quality of digital 
content seen via the user interface.” 

E. User Intervention 

The dependency of AR apps on the user and their activity is 
another issue. Any IoT device must be independent and 
sensitive [11]. Its role needs to be less obvious to the user so 
that consumers may have a system that is much more robust, 
even when there are problems [15]. Fig. 1 presents the 
components of AR system. 

 

Fig. 1. AR System Components. 
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III. APPLICATIONS OF OBJECT DETECTION 

This section will discuss some recent significant detection 
applications, such as the detection of pedestrians, faces, traffic 
signs and light, and texts. 

A. Pedestrian Detection 

Nowadays, pedestrian detection has received extensive 
research, which is closely related to pedestrian tracking person 
re-identification. Before the recent development in DCNN 
algorithms, some studies combined boosted decision forests 
with hand-crafted features to develop pedestrian detection 
methods. also, to address the deformation and occlusion, part-
based methods and explicit handling of occlusion are 
problematic [16]. 

B. Face Detection 

Face detection is vital for numerous face applications and 
behaves as an essential face recognition pre-processing step. 
One of the initial computer vision technologies that has 
successfully supported object detection is face detection, and 
many of its amazing principles are still having a big impact on 
object detecting technology today. Face detection is currently 
used in all parts of life, for digital cameras' "smile" detection, 
“face swiping” in online retail, face makeup, etc. [16]. 

C. Text Detection 

The issues with text detection in video and images have 
attracted more notice recently, as shown by the appearance of 
recent” Robust Reading” competitions in 2003, 2005, 2011, 
and 2013. There are several main causes for this trend, 
including a rising number of applications. Text is one of the 
most artistic methods of communication and can be integrated 
into documents or scenes as a technique of connecting 
information. The same problems with computer vision and 
pattern recognition are connected to text identification in 
photographs caused by low quality or worse, despite the fact 
that many studies consider OCR technology (Optical Character 
Recognition) to be a settled subject. Text detection field  still 
has a big space for search [17]. 

D. Traffic Sign and Traffic Light Detection 

With the advancement of autonomous vehicle technologies, 
the detection of traffic signs and lights has received a lot of 
attention nowadays [16]. Even though the computer vision 
community has mostly highlighted, Traffic Light Recognition 
has now made a name for itself as a standard basis for 
pedestrian and general object detection, until 2010, the 
majority of traffic sign/light detection technologies, except a 
very small number of works, did not adhere to this paradigm. 

IV. CHALLENGES OF OBJECT DETECTION 

Finding and identifying various instances of videos and 
pictures is made easier with the use of a type of computer 
vision technology called object detection. The most typical 
object detection problems that data scientists should be aware 
of are listed below: 

A. Small Object Detection 

Small objects are typically difficult to detect because of 
their noisy depiction and low resolution. Currently used object 

identification pipelines often find small objects by learning the 
representations of every object at different scales. Typically, 
such ad hoc systems only provide performance improvements 
sufficient to offset their computing costs. Numerous real-world 
applications, such as pedestrian detection and traffic sign 
identification for improved autonomous driving, frequently 
involve small objects. However, the detection of small 
objects is more difficult than that of regular objects, and 
effective solutions are yet to be established [18]. Even though 
some of these problems with small object detection have 
received some attention, most of the proposed methods 
erroneously increase the feature dimension or enrich the data to 
improve the effectiveness of small object detection [19]. 

B. Object Detection Model Size 

The present CNN frameworks are deepening and becoming 
more complex, despite the fact that the accuracy of such 
network architectures may match or exceed that of human 
vision, they frequently need extremely high amounts of 
computer power [20]. Fast object detection techniques have 
advanced significantly; however, it is still difficult to apply 
CNN architectures on non-GPU or mobile devices. The usage 
of CNN-based technologies has brought rise to major research 
topics in real-time and lightweight network models [21] [22] 
for object detection in mobile devices. This is driven by the 
rapid advancement in mobile and embedded intelligent gadgets 
with low power consumption and limited computing power, 
such as AR glasses and small intelligent unmanned aerial 
vehicles (UAVs). 

C. Speed 

Deep neural network-based methods have frequently 
performed better than other methods in object detection 
evaluations. There are two categories of these models - those 
with Regional Proposal Network (RPN layer) and those 
without RPN; those with the RPN layer are normally the faster 
R-CNN & R-FCN. YOLO and SSD are the models without it. 
YOLO and SSD are also called single-shot detection models. 
In general, the models with Region Proposal Network are more 
accurate while the models without Region Proposal Network 
and SSD are faster. The size of the model could affect the 
speed of detection so the pruning of model layers will speed up 
the model [23] [24]. The best models are the models that 
balance accuracy and speed. 

D. Viewpoint Variation 

Deep CNNs are only capable of modeling 2D 
transformation fields using the existing methods for encoding 
spatial invariance. This fact does not consider that objects in a 
2D space are a projection of the ones in 3D and hence, have a 
limited power to severely shift object viewpoints is not taken 
into consideration by this [25]. Recently, CNN-based joint 
object recognition and viewpoint estimate has drawn attention 
as a potential solution for viewpoint variations. Before 
predicting the relative stiff transformation between each 
picture's 2D coordinate and the camera point in 3D space, must 
first identify the location and kind of objects in an image 
viewpoint. Estimation, and category classification problems are 
intrinsically incongruent. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 11, 2022 

540 | P a g e  

www.ijacsa.thesai.org 

E. Deformation 

Sometimes interesting items may be flexible and distorted 
in unusual ways. Although a person can be detected by an 
object detector in a different situations, because of his twisted 
orientations, it will be difficult for the object detector to 
identify the same person. 

The most advanced item detection technology currently 
available uses Deformable Parts Models (DPM). They do not 
appear to be the best at representing deformations. The 
deformations of objects are frequently continuous and not 
limited to large parts. Variations in popular and efficient object 
detectors are due to changes in appearance and 
deformations[26]. 

F. Occlusion 

In real-world images and videos, occlusion is a frequent 
issue that presents a significant challenge for object detection. 
For instance, 70% of pedestrians in the Caltech Pedestrian 
Dataset, are obscured in at least one video sequence frame, and 
19% are obscured in every frame. Almost 50% of these 
pedestrian occlusions were classified as heavy [27]. According 
to Dollar et al., even with minor occlusion, the performance of 
typical approaches to detect objects decreases significantly, and 
with heavy occlusion, it falls even further. Therefore, better 
performances are provided by object detectors that can learn 
and infer visible patterns by focus on fix the occlusion issue 
[28]. 

G. Shadow and Illumination Conditions 

The alteration of illumination is a typical issue with object 
detection processes. Some techniques are offered to reduce the 
effect of changes in illumination and shadow caused 
by moving objects; an example of such techniques is 
the Moving Object Detection and Shadow Removing under 
Changing Illumination Condition model. The shadow causes 
several problems with object localization, segmentation, 
recognition, and tracking. The shadow may also result in the 
objects merging, it can cause the shapes of the objects 
to change, might even result in things going missing and lead 
to the foreground being confused for the background. It is 
equally challenging to capture clear moving objects when 
illumination changes because of the chances of mistaking some 
background pixels for foreground pixels. The effectiveness of 
subsequent procedures (such as tracking, recognition, 
classification, and activity analysis) that require precise moving 
object detection and accurate acquisition of its exact shape, 
therefore there is great impact by removing shadows and 
controlling illumination fluctuations [29, 30]. 

III. PREVIOUS WORK 

Numerous theoretical and empirical research has covered 
and elaborated on AR. This study focuses on approaches and 
procedures that can be utilized to enhance deep learning AR 
models. The following are previous studies about AR that were 
conducted by various studies: 

In [31], Trident-YOLO, an upgraded version of the 
YOLOv4-tiny network with better accuracy and real-time 
speed was suggested. The most significant improvements made 
by this model are to the set of tools indicated by Alexey and 

the suggestions of CSP-RFBs and CSP-SPPs, which are 
appropriate for thin object detection networks. In order to 
increase the accuracy and recall of lightweight object detection, 
the network topology was redesigned, and a trident feature 
pyramid network (Trident-FPN) was suggested by the authors. 
This Trident-FPN produces a multi-scale feature map of the 
model while only slightly increasing the computational cost in 
terms of floating-point operations per second (FLOPs). 

The study of [32] introduced the TRC-YOLO, TRC-YOLO  
proposed the pruning of the YOLOv4-tiny convolution kernel 
and the addition of an expansive convolution layer to the 
residual network model to produce an hourglass-shaped Cross-
Stage partial Present (CSP) structure. The introduction of TRC-
YOLO enhanced the mAP and real-time speed while 
minimizing the model size which was achieved by minimizing 
the number of YOLOv4-tiny model parameters. The CSP Res 
Net module was then enhanced and integrated to boost the 
model's capacity for feature extraction. In order to obtain 
higher quality feature images and to enable the model to 
concentrate on important feature areas and channels, the RFBs 
module was included to this model. 

A mobile inverted bottleneck module is used as the 
foundation of the feasible and lightweight object detection 
model presented by [33]; the model was based on deep CNN. 
Additionally, an improved spatial pyramid pooling was used to 
concatenate the multi-scale local region characteristics to 
increase the network's receptive field. The testing results on the 
aerial picture datasets VEDAI and VisDrone show that the 
enhanced YOLOv4-tiny model performs significantly better 
than the original YOLOv4-tiny model. For the VEDAI and 
VisDrone datasets, the suggested model outperformed the 
results with mAP of 53.11 percent and 24.73 percent, 
respectively. 

The study by [34] suggests embedded YOLO  to enhance 
the efficiency of low-level features; the study initially 
suggested a new backbone network topology called the ASU-
SPP network but later developed a more straightforward 
version of the neck network module PANet-Tiny to make 
computations simpler. Finally, depth-wise separable 
convolution was employed in the detecting head module to 
minimize the number of convolution stacks. The embedded 
YOLO model was compared with the conventional lightweight 
model after being verified by the COCO test dataset and online 
tests;” it was discovered that the mAP performance was 
preserved. 

In [21], a newly developed lightweight CSL-Module was 
presented; the new approach showed a comparative 
performance with previous approaches of a similar nature but 
due to limited computing resources, two additional components 
(CSL-Bone and CSL-FPN) were proposed to achieve superior 
performance with fewer FLOPs. However, achieving low 
computation cost depends on how the redundant features are 
generated as the CSL-Module can lower computation costs 
considerably. Research done at MS-COCO demonstrates that 
the suggested CSL-Module can approximate the fitting ability 
of Convolution-3x3. 

A real-time object detection approach for non-GPU 
systems was proposed by [35] in order to help users of low-
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configuration computers. Real-time object detection on CPU-
based computers is now possible thanks to the optimization of 
YOLO with OpenCV for CPU-based computing. On some 
non-GPU machines, the CPU-based YOLO model can detect 
objects from videos with an accuracy of 80–99 percent 
and frame rates between 10.12 and 16.29. Comparison with 
other GPU-based frameworks showed that the proposed model 
is suitable for CPU-based applications because CPU Based 
YOLO obtains 31.05 percent mAP. 

A study by [35] suggested a brand-new, DL-based 
lightweight object detection technique. Based on YOLOv4, the 
study proposed “YOLOv4-tiny is proposed to simplify the 
network topology and minimize parameters, making it 
appropriate for development on mobile and embedded devices. 
The proposed approach achieved faster object detection 
compared to YOLOv4-tiny and YOLOv3-tiny as evidenced by 
the simulation results; it also achieved an almost similar mean 
value of average precision as the YOLOv4-tiny. The authors 
also proposed two identical ResBlock-D modules for the 
replacement of two CSPBlock modules in the YOLOv4-tiny 
network to” reduce the object detection process. An auxiliary 
network block that employs two 3x3 convolutions networks, 
spatial attention, concatenate operation, and channel attention 
was also proposed for the global feature extraction in order to 
balance the object detection time and accuracy. 

Mixed YOLOv3-LITE was developed by [22] as a mobile 
and non-GPU compatible lightweight real-time object 
detection network. The proposed approach supplements the 
ResBlocks and parallel high-to-low resolution subnetworks 
that are YOLO-LITE-based. The detector was developed using 
narrower and shallower convolutional layers compared to those 
in YOLOv3; this reduces the required level of computation and 
number of parameters to be trained, hereby improving the 
network operation speed. These considerations were aimed at 
solving the problems of limited computing power and excess 
power consumption in mobile and embedded smart devices. 

In [23], a real-time object detection paradigm was 
developed for mobile devices like laptops or phones without a 
GPU. The study YOLOLITE to provide a smaller, quicker, and 
more effective model based on the original YOLOV2 
algorithm; the introduction of YOLOLITE increased the 
accessibility of real-time object identification to a variety of 
devices. With its success in bringing object detection to non-
GPU machines, YOLO-LITE demonstrates the enormous 
potential of shallow networks for lightweight real-time object 
detection networks. For such a modest system, running at 21 
FPS on a non-GPU computer is quite encouraging, and it 
demonstrates why batch normalization must be queried for 
smaller shallow networks. It showcased the capability of 
shallow networks in fast non-GPU object detection devices. It 
also proves that shallow networks do not necessarily 
require batch normalization but reduce the network's overall 
performance. To sum up, the YOLO-LITE detector is 
composed of several parts: 

1) Input: Image, Patches, Image Pyramid 

2) Backbone: Darknet-53 

3) Heads: Dense Prediction: one-stage. 

A YOLObile framework that relies on compression-
compilation co-design was designed in [36] to enable real-time 
object recognition on mobile devices. The study proposed a 
brand-new block-punched pruning approach for any kernel 
size. Furthermore, advanced compiler-assisted optimizations in 
conjunction with a GPU-CPU collaborative strategy was also 
suggested to increase computational efficiency on mobile 
devices. According to experimental findings, the pruning 
strategy successfully compressed YOLOv4 at a 14 rate with 
49.0 mAP. On the Samsung Galaxy S20, a 17 FPS inference 
performance was reached using the proposed YOLObile 
framework with the GPU-CPU collaboration strategy. The 
proposed YOLObile also includes a mobile GPU-CPU 
collaborative computation strategy to increase the 
computational effectiveness of DNNs on mobile gadgets. The 
evaluation shows that the proposed YOLObile framework 
achieved high hardware parallelism and excellent accuracy. 
Fig. 2 summarized the percentage of previous work studies that 
focus on improve each attribute. 

 

Fig. 2. Applied Approaches. 

V. OUTCOME AND FINDINGS 

The main finding of this paper is that CNNs object 
detection models are through an advanced transformation in 
the field of computer vision. The development of object 
detection models to be appropriate even for mobile and devices 
without GPU, which offers customized models and small-scale 
proof-of-concept studies, is what highlights this 
transformation. These models’ studies provide a foundation for 
large-scale scientific research issues that employ CNNs. As a 
result of this tendency, CNNs object detection models will 
eventually be able to compile a worldwide, digital inventory of 
everything in order to study object dynamics and their effects 
on human activity. This study analyzes 10 articles to give a 
thorough overview of the convolutional neural network (CNN) 
for object detection in general. Another finding is that always 
there is a trade-off between speed and accuracy. When focus 
on increasing accuracy this will make the model more complex 
which will slow the model down. 
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TABLE I. SUMMARY OF PREVIOUS WORK 

Reference Method Summary 
Evaluation 

Metrics 
Dataset Used Limitations 

[31] Trident-YOLO 

Introduce an object detection 

network that is designed for mobile 

devices with limited computing 

power 

FPS 

mAP 

BFLOPs 

PASCAL VOC 

MS COCO 

There is still room for improvement in 

the detection of complex scenes. 

[32] TRC‐YOLO 

Proposed a lightweight object 

detection model based on yolov4‐

tiny. 

FPS 

mAP 

PASCAL VOC 

MS COCO 
Model speed needs to be higher 

[33] 

Automated 

object detection 

on aerial images 

for limited 

capacity 

embedded 

device 

Feasible and lightweight object 

detection model based on deep CNN 

FPS 

mAP 

input size 

F1-score 

IoU 

FLOPs 

VisDrone 

VEDAI 

The model was based on  yolov4 tiny 

and slower than yolov4 tiny. 

[34] 
Embedded 

YOLO 

Proposed an ultralightweight target 

detection network model 

FPS 

mAP 

parameters 

Size 

Latency 

MS-COCO 

 
The model’s map needs to improve. 

[21] CSLYOLO 

Proposed a new lightweight 

convolution method CSL-Module 

and proposed two components CSL-

Bone and CSL-FPN, both of which 

achieve better performance with 

fewer flops. 

FPS 

mAP 

Params 

FLOPs 

MS-COCO 

 

The model’s running speed needs to 

improve 

[42] 
CPU Based 

YOLO 

Optimized YOLO with OpenCV to 

enable real-time object detection on 

CPU-based devices. 

FPS 

mAP 
COCO Model speed needs to be higher 

[24] YOLOv4-tiny 

Proposed Yolov4-tiny based on 

Yolov4 to reduce the network 

structure and ensure suitability with 

mobile and embedded devices. 

FPS 

mAP 

 

MS COCO 

Still not implementable for non-GPU 

devices 

 

[22] 
Mixed 

YOLOv3-LITE 

Proposed “an efficient lightweight 

object detection network that uses a 

shallow-layer, narrow-channel, and 

multi-scale feature image parallel 

fusion” structure 

FPS 

mAP 

Params 

GFLOPs 

Precision 

Recall 

F1 

PASCAL VOC 2007 

& 2012 
Need to improve the map 

[23] YOLO-LITE 

The proposed detector model runs at 

“about 21 FPS on a non-GPU 

computer and 10 FPS after 

implemented onto a website with 

only 7 layers and 482 million” 

FLOPS. 

FPS 

mAP 

Layers 

FLOPS 

Loss 

PASCAL VOC 2007 

and 2012 

COCO 2014 

Need to improve the map 

[36] YOLObile 

Proposed yolobile framework, a real-

time object detection on mobile 

devices via compression-compilation 

co-design. 

Input Size 

Backbone 

Weights 

FLOPs 

mAP 

FPS 

COCO dataset Need to improve detection speed 

A. Applied Approaches 

The approaches utilized to address the difficulties and 
resolve the object detection problems are covered in depth in 
Section V. Tables I and II summarized each of the publications 
reviewed and how they addressed the difficulties faced by the 
researchers. As seen in Table II and Fig. 1, most research focus 
on improving accuracy (90 percent), handling speed (60 
percent) have received far more attention than any other 
problems. 

B. Investigated Datasets 

Datasets are significant motivators for specific applications 
and crucial for the development of deep-learning algorithms. 
The number of case studies and datasets considered has proven 
to be challenging. It is advantageous and necessary to use a 
number of datasets, each of which supports a range of 
parameters and a predetermined composition problem, in order 
to assess the efficiency of the suggested algorithms. There are 
many object detection datasets that are readily available in the 
research domain: COCO [37] [23] [24] [35, 36] 
http://cocodataset.org/ and PASCAL VOC [23] [38-41] 
http://host.robots.ox.ac. uk/pascal/VOC/., cifar-10 [42-46] 
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https://www.cs.toronto.edu/~kriz/cifar.html, bdd100k dataset 
[47-51] https://www.bdd100k.com/, LISA Traffic Sign 
Detection Dataset[52-56], KITTI [49, 57-60] 
http://www.cvlibs.net/datasets/kitti/, SUN-RGB-D [61-
65]https://rgbd.cs.princeton.edu/,nuScenes[66-70] 
https://www.nuscenes.org/, Visual genome [71-75] 
https://visualgenome.org/ , MPII [76-80] http://human-
pose.mpi-inf.mpg.de/ , and imagine [81-85] https://image-
net.org/index.php. Some researchers have rarely relied on 
datasets that are generated synthetically. 

VI. LIMITATIONS OF OBJECT DETECTION IN APPLIED 

APPROACHES 

This section discusses a variety of essential object detection 
techniques as well as object detection issues and constraints. 
The main problems with object detection systems are their 
speed, accuracy, difficulty in detecting small objects, and 
model size. Numerous algorithms have been developed to 
address these issues, but none of them are completely 
successful. The enumerated algorithms provide the following 
solutions to the problems. 

 Accuracy 

A common metric used to assess the accuracy of object 
detection models is Mean Average Precision (mAP). The mAP 
is calculated by comparing the ground-truth bounding box to 
the detected box; higher mAP scores imply that the associated 
models have higher detection accuracies. The accuracy metric 
is the most important factor to assess any object detector. The 
new models used improved techniques in Neck part like (FPN, 
PANet, and SPP) and the Residual Blocks in Backbone part 
also using advanced Head part like head in YOLOv4 to 
increase the accuracy of bounding boxes position. All these 
techniques and more are utilized to improve the accuracy of 
detectors like [23, 24, 36]. 

 Speed 

Beside the accuracy factor, detector speed should be taken 
in account. The effectiveness of any intelligent system and AR 
gadgets depends on an effective and quick object detection 
algorithm. Without real-time detection the model will be 
useless in field of autonomous vehicles and many other fields. 
To tackle this issue many researchers suggested new features 
for example (simple the network structure, reduce parameters, 
and using simple parts instead of complex ones) in YOLOv4-

tiny the author used FPN without using SPP which used in 
YOLOv4, additionally YOLO-LIE model minimize YOLOv2 
by using less number of backbone layers. However, A constant 
trade-off always exists between speed and accuracy in larger 
models [23, 36]. 

 Small object detection 

The detection of small objects is a difficult computer vision 
task and has been widely used in defense, military, 
transportation, industry, etc. to improve understanding of small 
object detection. Object detection has recently made 
tremendous strides but despite these advancements, there is 
still significant variation in performance between the detection 
of large and small objects. To solve the issue of small object 
detection, some models have been developed, such as those 
developed in [21, 22, 36] in [21] CSL-YOLO model, because 
of the huge number of small objects in MS-COCO dataset the 
author improved new version of feature pyramid network 
called (CSL-FPN) in this Network Before K-means, a scale 
limit like Eq. (3) has been included so that the distribution of 
anchors produced is more in line with the scale of each output 
layer. In the results, using CSL-FPN has increase the accuracy 
of detect small objects. However, small objects detection still 
needs more studies and it’s an open issue need more efforts to 
be improved. 

 Model size 

Object detection model size has many effects on the speed 
and accuracy, the trade-off between accuracy in larger models 
and speed in lightweight versions is continual. The simple 
network structure and fewer parameters make it ideal for 
mobile and embedded devices. On other hand the complex 
structure and more parameters may be caused to improve 
model accuracy. Modern object detection techniques used in 
cars now rely significantly on the sensor output from costly 
radars & depth sensors that make them unsuitable for usage in 
everyday situations. However, this increase in accuracy may 
not be useful to address the problem in many real-world 
applications that demand real-time. performance carried out on 
a platform with restricted computational resources [22-24, 35]. 
Simplicity of detector is an open issue due to need of 
lightweight models in mobile and non-GPU devices. In Table 
II we can see the summary of improved attributes for 10 
studies. 

TABLE II. IMPROVED ATTRIBUTES 

Author Year Method Speed Accuracy Model Size Small objects 

Wang, et al., [31] 2022 Trident-YOLO ✓ ✓   

Wang, et al., [32] 2021 TRC‐YOLO ✓ ✓   

Junos et al., [33] 2022 
Automated object detection on aerial images for limited 

capacity embedded device 
  ✓ ✓ 

Feng et al., [34] 2021 Embedded YOLO ✓ ✓   

Zhang et al., [21] 2021 CSLYOLO  ✓  ✓ 

Ullah et al., [35] 2020 CPU Based YOLO  ✓ ✓  

Jiang et al., [24] 2020 YOLOv4-tiny ✓ ✓ ✓  

Zhao et al., [22] 2020 Mixed YOLOv3-LITE ✓ ✓ ✓ ✓ 

Huang and Chen [23] 2020 YOLO-LITE ✓ ✓ ✓  

Cai et al., [36] 2020 YOLObile  ✓ ✓  

https://image-/
https://image-/
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VII. CONCLUSION 

The study focused on CNN-based light object detection in 
the field of AR, and it introduces the CNN's structure, the 
CNN-based object detection framework, and several 
techniques for enhancing detection performance. Surveys on 
the application domains, model components, experience 
metrics, used datasets, and model performance of lightweight 
object detection models were also conducted; the challenging 
problems in the field of AR were also highlighted. 
Nevertheless, there are still several technical and application-
related issues in AR. The performance of CNN in terms of 
real-time, accuracy, and adaptability was better than that of the 
traditional approaches, but there is still much potential for 
improvement. Enhancing the object detection algorithm's 
structure can minimize the loss of feature information while 
fully leveraging the relationships between the object and the 
context. Numerous studies have already been done to address 
non-GPU and embedded devices. Although the improved 
methods performed better than the conventional methods, the 
accuracy still needs to be improved to handle a complex 
environment. A well-established method specifically for 
addressing the issue of small object detection is yet to be 
achieved, however, improvisation in small object methods 
allows for the achievement of acceptable accuracy values, 
though it is vulnerable to additional processing time. New 
methods can be developed in the future by leveraging 
the strength of the recent trends for improved performance. 
The current methodologies, for instance, can be improved by 
hybridizing non-GPU approaches and small object detection 
with GPU-based approaches. 
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